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SUMMARY

Motivated by studying the association between nutrient intake and human gut microbiome composi-
tion, we developed a method for structure-constrained sparse canonical correlation analysis (ssCCA) in a
high-dimensional setting. ssCCA takes into account the phylogenetic relationships among bacteria, which
provides important prior knowledge on evolutionary relationships among bacterial taxa. Our ssCCA for-
mulation utilizes a phylogenetic structure-constrained penalty function to impose certain smoothness on
the linear coefficients according to the phylogenetic relationships among the taxa. An efficient coordinate
descent algorithm is developed for optimization. A human gut microbiome data set is used to illustrate this
method. Both simulations and real data applications show that ssCCA performs better than the standard
sparse CCA in identifying meaningful variables when there are structures in the data.
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1. INTRODUCTION

A microbiome is a collection of micro-organisms (mostly bacteria) in a certain environment such as the
human gut. The development of next generation sequencing methods such as 454 pyrosequencing and
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Solexa sequencing enables researchers to study the microbiome composition by directly sequencing the
environmental DNAs. A commonly used sequencing strategy is to sequence a variable region of the 16S
ribosomal RNA (rRNA) gene in the bacterial genome, and this variable region can be used for taxonomic
classification by comparing it with existing 16S rRNA gene databases. Such 16S data can eventually pro-
duce a taxonomic profile for each sample, that is, the abundance for all the identified taxa. However, bac-
terial taxa are not independent of one another and are related evolutionarily by a phylogenetic tree. Taxa
that are phylogenetically close usually behave similarly or have similar biological functions. Such phylo-
genetic tree information has been effectively utilized in the commonly used UniFrac distance between two
microbiome samples (Lozupone and Knight, 2005). In an attempt to visualize the human gut microbiomes
from different samples, Purdom (2011) proposed a phylogenetic tree-based principle component analysis
(PCA) on the 16S data set. This phylogenetic PCA was shown to separate the environmental samples in a
biologically more sensible way than the standard PCA.

In this paper, we consider another commonly used dimension-reduction method, canonical correlation
analysis (CCA), that can be used to relate the bacteria taxa with environmental covariates when the number
of covariates is large. Our motivating example is a data set generated from a human gut microbiome study
at the University of Pennsylvania, where we aim to associate nutrient intake to the bacterial composition in
the human gut (see Section 6 for details). We have both the nutrient intake data and the bacterial abundance
data measured on 99 individuals and are interested in selecting the bacterial taxa and nutrients that are most
closely correlated. CCA aims to identify the linear combinations of two sets of variables that are maximally
correlated with each other and provides an important tool to summarize the overall dependency structures
between the two sets of variables. It has been applied to linking two sets of high-dimensional genomic data
measured on the same set of samples (Parkhomenko and others, 2009).

The standard CCA, however, does not perform variable selection and hence usually lacks biological
interpretability, especially when the dimension of variables is high. When the number of variables exceeds
the number of observations, CCA cannot be applied directly due to singularity of the covariance matrix. To
overcome these two major limitations, various types of sparse CCA (sCCA) have been proposed and devel-
oped and applied to genomic data analysis (Parkhomenko and others, 2009; Witten and others, 2009). In
sCCA, a sparsity penalty function such as the l1 penalty is often imposed on the linear coefficients in order
to explain the correlation between two data sets using the least number of variables. The sparsity constraint
in sCCA not only makes the computation feasible but also increases the biological interpretability of the
selected variables.

Available approaches to sCCA do not, however, exploit the prior structure information among the vari-
ables. In many applications, there exists some structure among the set of variables in the CCA analysis.
These structures can be simple group structures such as gene sets or graphical structures such as gene
networks in genomic studies. By including this prior structure information of the data, one can gain bet-
ter biological insight from the analysis. This has been clearly demonstrated in sparse regression analy-
sis (Li and Li, 2008).

In this paper, we utilize the phylogenetic tree structure of the data from human microbiome studies in
CCA analysis. The phylogenetic information from the bacterial taxa could guide us to select relevant taxa
in the context of CCA by inducing a tendency to select closely related taxa together, since these taxa are
very likely to be associated with the covariates in a similar fashion. We propose to develop a structure-
constrained sCCA (ssCCA), where we impose an additional structure-constrained penalty function based
on the phylogenetic tree structure. The ssCCA extends the sCCA formulation of Witten and others (2009)
by imposing a smoothness penalty for the loading coefficients of the taxa based on their closeness on the
phylogenetic tree. We also develop an efficient coordinate descent algorithm to implement ssCCA. Our
simulations that mimic real microbiome data demonstrate that ssCCA can result in much better perfor-
mance in selecting bacteria that are associated with other environmental variables. Our analysis of the
microbiome and nutrient data has concluded that fat-related nutrients are closely related to human gut
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microbiome composition, a conclusion that agrees with a previous analysis of the data set (Wu and others,
2011).

The rest of the paper is organized as follows. The data structure from 16S microbiome and the concept
of phylogenetic tree-structured data are presented in Section 2. A brief review of CCA and the formulation
of ssCCA is given in Section 3. Details of the coordinate descent algorithm are presented in Section 4.
Results from simulation studies to evaluate our method are given in Section 5. An application to a real
human microbiome study to associate nutrient intake with bacterial abundance is presented in Section 6.
Finally, a brief discussion of the methods and results is presented in Section 7.

2. 16S MICROBIOME DATA PROCESSING, PHYLOGENETIC TREE AND LAPLACIAN MATRIX

Typical gut microbiome study involves the collection of fecal samples, isolating all bacterial DNA and
then sequencing it using next generation sequencing machines such as the 454 genome sequencer. Since
each bacterial cell is assumed to have the same number of copies of this gene, the basic step of a 16S
microbiome study is to count different versions of the sequences, and then to identify to which bacteria the
versions correspond; in this way, the types and abundance of different bacteria in a sample are determined.
After preprocessing of the raw sequences, the 16S sequences are either mapped to an existing phylogenetic
tree in a taxonomy-dependent way (Matsen and others, 2010) or clustered into operational taxonomic units
(OTUs) at a certain similarity level in a taxonomic-independent way (Caporaso and others, 2010). At the
97% similarity level, these OTUs are used to approximate the biological species.

The method proposed in this paper is mainly applied to OTU-based 16S data where each of the
N 16S sequences belongs to one of p OTUs. Each OTU is characterized by a representative DNA
sequence and can be assigned a taxonomic lineage by comparison to a known bacterial 16S rRNA database
(Wang and others, 2007). Most species-level OTUs are in extremely low abundance with a large propor-
tion of OTUs being simply singletons, possibly due to a sequencing error. We can further aggregate the
OTUs from the same genus to form genus-level OTUs and perform analysis at the genus level, which is
more robust to sequencing error and can reduce the number of variables significantly. A distance between
any two OTUs can be computed using the OTU representative sequences based on an evolution model
such as the Jukes–Cantor, Kimura, and Felsenstein model, and a phylogenetic tree for the OTUs can be
built based on these distances (Felsenstein, 2003).

Let x= (x1, x2, . . . , x p)
T represent the vector of the relative abundance of p OTUs obtained from the

16S sequencing, where each OTU is a leaf node of a phylogenetic tree of all the OTUs. We first construct
an adjacency matrix using a pairwise distance matrix between any two OTUs. With the given phylogenetic
tree, we can use the patristic distance, which is the sum of the branch lengths linking the two OTUs. The
distance is usually normalized to the scale of [0,1], with 0 for identity and 1 for complete difference.
Denote by d jk the distance between OTU j and OTU k. We then form a p × p adjacency matrix A with
the diagonal elements of 1 and the jkth element between OTUs j and k defined as a jk = φ(d jk), where φ is
some decreasing function. Several possible functions are a jk = (1− dm

jk), a jk = exp(−dm
jk), or a jk = 1/dm

jk ,
where the power m > 0 determines how much weight one puts on closely related OTUs. In this paper, we
define the adjacent matrix as

a jk = 1/d2
jk for j |= k. (2.1)

By taking the square of d jk , large edge weight is given to closely related OTUs and meanwhile, the edge
weights for distantly related OTUs are made small. As shown later, this adjacent matrix is only used in the
definition of the smoothness penalty. The choice of the adjacent matrix definition should not greatly affect
the variable selection results.

The phylogenetic tree is a special case of general undirected graphs, and the adjacency matrix is
related to the Laplacian matrix associated with the graph. For a given adjacency matrix A, define
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D= diag(d1, d2, . . . , dp), where d j =∑p
k=1 a jk . The associated Laplacian matrix is defined as L=D− A

(Chung, 1997). The Laplacian matrix L is associated with a labeled weighted graph G = (V, E, w) with
vertex set V = 1, . . . , p and edge set E = {( j, k) : ( j, k) ∈ V × V }. Here a jk is the weight of edge ( j, k)

and d j is the degree of vertex j . For a given vector u, it is easy to show that

uTLu=
∑

1� j<k�p

a jk(u j − uk)
2, (2.2)

which measures the smoothness of the vector u with respect to the labeled weighted graph G. Based on
this interpretation, Li and Li (2008) proposed a smoothness penalty of the form uTLu in high-dimensional
regression settings. The structure constraint displays a local smoothing effect by encouraging the variables
that are linked on the prior graphical structure to have similar coefficients. In the next section, we extend
sCCA to include this smoothness penalty to further encourage some smoothness of the coefficients in
linear projections.

3. STRUCTURE-CONSTRAINED SPARSE CANONICAL CORRELATION ANALYSIS

We consider the CCA between two random vectors x= (x1, x2, . . . , xp)
T and y= (y1, y2, . . . , yq)

T, where
vector x contains an abundance of p OTUs on a given phylogenetic tree and y is the q-dimensional vector
of the environmental covariates. Suppose that we have collected n i.i.d. samples of x and y, denoted by X
and Y, respectively. Assume both are column-standardized to have mean 0 and variance 1. Let A be the
adjacency matrix defined in the previous section based on the phylogenetic tree structure and L be the
corresponding Laplacian matrix.

CCA aims to find two projection directions u1 ∈R
p and v1 ∈R

q so that

(u1, v1)= arg max
u,v

Corr(uTx, vTy)= arg max
u,v

uT�xyv√
(uT�xxu)(vT�yyv)

,

where �xx, �yy, and �xy are covariance and cross-covariance matrices. This maximization is equivalent to

max
u,v

uT�xyv subject to uT�xxu= 1 and vT�yyv= 1. (3.1)

Here u1, v1 are called the first pair of canonical vectors, while the new variables η1 = u1
Tx, ξ1 = v1

Ty are
called the first pair of canonical variables or latent variables and ρ1 =Corr(η1, ξ1) is referred to as the first
canonical correlation. When data are available, one estimates u1 and v1 by replacing �xy, �xx, and �yy by
the observed sample cross-covariance and covariance matrices XTY, XTX, and YTY, respectively.

When the dimensions p and q are high, regularization is required in order to obtain a unique solu-
tion to the optimization problem (3.1). Given the tuning parameters c1 > 0, c2 > 0, c3 > 0, we propose the
following ssCCA criterion that extends the sCCA of Witten and others (2009):

max
u,v

uTXTYv

subject to uTXTXu � 1, vTYTYv � 1, ‖u‖1 � c1, ‖v‖1 � c2, uTLu � c3, (3.2)

where ‖u‖1 =∑p
i=1 |ui | and ‖v‖1 =∑p

i=1 |vi | are sparsity l1 penalty functions. Different from the sCCA
formulation, we impose another structure constraint on the coefficient vector u through the quadratic
Laplacian quantity defined in (2.2), uTLu � c3. This constraint encourages smoothness of the estimated
coefficients of the OTUs that are closely related on the phylogenetic tree. A smaller value of the tuning
parameter c3 results in a smoother estimate of the coefficient vector u over the phylogenetic tree.
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It has been shown that in other high-dimensional problems, treating the covariance matrix as diagonal
can yield good results (Tibshirani and others, 2003; Witten and others, 2009). For this reason, rather than
using (3.2) as our ssCCA criterion, following the same strategy adopted by many of the existing sCCA
algorithms (Parkhomenko and others, 2009; Witten and others, 2009), we substitute in the identity matrix
I for XTX and YTY in the ssCCA formulation (3.2), which gives the ssCCA formulation that we use in
this paper:

max
u,v

uTXTYv subject to ‖u‖2
2 � 1, ‖v‖2

2 � 1, ‖u‖1 � c1, ‖v‖1 � c2, uTLu � c3. (3.3)

4. COORDINATE DESCENT ALGORITHM FOR THE SSCCA

4.1 Algorithm to obtain the first ssCCA factor

To facilitate computation, we write constraints on u in Lagrangian form and the ssCCA criterion (3.3)
becomes:

min
u,v

(
−uTXTYv+ 1

2
‖u‖2

2 + λ1‖u‖1 + λ2

2
uTLu

)
subject to ‖v‖2

2 � 1, ‖v‖1 � c2, (4.1)

where λ1 � 0, λ2 � 0, and c2 > 0 are tuning parameters. Note that when λ2 = 0, ssCCA is reduced to sCCA.
Since the Laplacian penalty function (λ2/2)uTLu is convex in u, the criterion (4.1) remains biconvex in u
and v, such that we can still use an iterative method to solve this optimization problem.

Algorithm to obtain the first ssCCA factor

(1) Initialize v as the first right singular vector with unity l2 norm from the singular value decomposition
of XTY.

(2) Iterate until convergence:

(a)

u← arg min
u

(
−uTXTYv+ 1

2
‖u‖2

2 + λ1‖u‖1 + λ2

2
uTLu

)
,

which can be solved by a graph-constrained regression problem (Li and Li, 2008):

u← arg min
u

(
1

2
‖XTYv− u‖2

2 + λ1‖u‖1 + λ2

2
uTLu

)
.

(b) v← arg minv−uTXTYv subject to ‖v‖2
2 � 1, ‖v‖1 � c2, which is given by

v← S{(uTXTY)T, δ}
‖S{(uTXTY)T, δ}‖2

,

where S(., .) is the soft-thresholding function, i.e.

S(a, b)=
{

sgn(a)(|a| − b) if |a|> b,

0 Otherwise,

and δ = 0 if this results in ‖v‖1 � c2; otherwise, δ is chosen so that ‖v‖1 = c2. The choice of δ

can be determined using a binary search (Witten and others, 2009).
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Let L=U	UT and S=U	1/2. Then step 2(a) can be converted into a simple Lasso problem as in Li and Li
(2008):

u← arg min
u

(
1

2
‖A∗u− b∗‖2

2 + λ1‖u‖1

)
,

where

A∗2p×p =
(

Ip×p√
λ2ST

)
, b∗2p =

(
XTYv

0p

)
,

Ip×p is a p × p identity matrix, and 0p is a p-dimensional vector of 0’s. Note that no intercept is included
in this Lasso problem and a coordinate descent algorithm can be implemented to obtain the solution at a
given λ1 (Friedman and others, 2007).

Though the objective function is biconvex, i.e. is convex in either u or v, it is not convex in (uT, vT)T, so
the coordinate descent algorithm does not necessarily converge to the global optimum; however, by using
the first right singular vector of the covariance matrix as the initial starting point, it does converge to a
stationary point (Tseng and Yun, 2009) and interpretable solutions.

4.2 Choosing tuning parameters

The tuning parameters λ= (λ1, λ2, c2) control the model complexity and have to be tuned. We use an
M-fold two-stage cross-validation (CV) method to choose λ. First, we divide all the samples into M disjoint
subgroups, also known as folds, and denote the index of samples in the mth fold by Im for m = 1, . . . , M .
The M-fold cross-validated function is defined as

CV(λ)= 1

M

M∑
m=1

Corr{XT
m û−m(λ), YT

m v̂−m(λ)}, (4.2)

where Corr(., .) is the correlation function and û−m(λ), v̂−m(λ) is the estimate of u, v based on the
samples (

⋃M
m=1 Im)\Im with λ as the tuning parameter. It is well known that CV can perform poorly

in tuning parameter selection for problems involving l1 penalties due to biases in parameter estimates
(Meinshausen and Bühlmann, 2006). To reduce the shrinkage problem, we reestimate the non-zero coeffi-
cients without penalization by performing singular value decomposition on the training data set excluding
the variables with zero coefficients in the penalized procedure. Specifically, for a given tuning parameter
λ, we recalculate the loading coefficients using the variables that are selected by ssCCA and use these
coefficients in the CV score (4.2). This avoids bias of the estimates due to penalization. We then choose
λ∗ = argmaxλCV(λ) as the best tuning parameters. From our simulations, we observe that the two-stage
CV procedure almost always performs better than standard CV without reestimating the parameters.

5. SIMULATION STUDIES

We present Monte Carlo simulations to evaluate ssCCA in identifying the relevant variables that explain
the correlation between two multivariate vectors. The solution of sCCA is obtained by setting λ2 = 0 in
ssCCA. The simulations are carried out to mimic an association study between nutrient intake and genus-
level OTU abundance that is presented in Section 6. Since the phylogenetic tree implies distances between
the OTUs, we simulate the distance matrix directly. Specifically, since OTUs are often clustered on the
phylogenetic tree, we generate random OTU clusters of size 1–15, where the OTU cluster members are
sequentially indexed. If two OTUs are from the same cluster (e.g. from the same taxonomic rank family),
their distance is drawn from a uniform distribution on (0.1, 0.2); if two OTUs are from different clusters,
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then their distance is drawn from a uniform distribution on (0.2, 1). We then construct the adjacency matrix
A using the method (2.1) based on the distances.

5.1 Simulation based on a latent variable model

We use a latent variable model to generate the data matrices X and Y where the dependency between these
two sets of variables is induced by a latent random variable ζ and the variances in x, y can be explained
in part by ζ . We assume x= ζwx + εx and y= ζwy + εy, where ζ ∼ N (0, σ 2

ζ ), εx, εy are random noise
vectors that follow εx, εy ∼ N (0, σ 2

ε I), and wx ∈R
p, wy ∈R

q are column vectors of preset weights. The
σε/σζ ratio controls the overall association strength between x and y, with a small value indicating strong
association. The coefficients wx and wy control the relative contributions of individual variables to the
overall association. We assume that only the first px = 10 elements of wx and the first qy = 10 elements of
wy are non-zero and take the values of (0.1, . . . , 0.1) and (0.08, 0.084, 0.089, . . . , 0.12), respectively. In
addition, we let wi and w j be identical or similar if xi and x j are from the same cluster of the phylogenetic
leaf nodes. We consider the scenarios where we have one relevant cluster of size 10, two relevant clusters
of size 5 and 5, and three relevant clusters of size 3, 4, and 4. The highest correlation between linear
combinations of x and y is given by Parkhomenko and others (2009):

ρmax =
σ 2

ζ√
(σ 2

ζ + pxσ 2
ε )(σ 2

ζ + pyσ 2
ε )

. (5.1)

We fix σ 2
ε = 1 and vary σ 2

ζ to control the strength of the canonical correlation. When σζ = 5, ρmax = 0.7.

5.2 Evaluation of the selection performance

We evaluate the performance of our methods in terms of selecting the relevant variables that lead to
correlation between random vectors x and y by considering models with various combinations of the
parameters. For each simulated data set, we use 5-fold two-stage CV to select the tuning parameter values
and then compute the true positive rate (TPR), false positive rate (FPR), and Matthew’s correlation coeffi-
cient (MCC) to measure the selection performance for both x and y. These three measures are defined as

TPR= TP

TP+ FN
, FPR= FP

FP+ TN
, MCC= TP× TN− FP× FN

(TP+ FP)(TP+ FN)(TN+ FP)(TN+ FN)
,

where TP, FP, TN, and FN are true positives, false positives, true negatives, and false negatives,
respectively. For each model, we generate the observed data set X and Y 100 times and summarize the
TPR, FPR, and MCC as averages over 100 runs. Results from 10-fold two-stage CV are very similar and
are omitted here.

We also compare the performance of different methods using the receiver operating characteristic
(ROC) curve (FPR against TPR) for identifying the relevant taxa OTUs by varying the tuning parame-
ters. Specifically, the three tuning parameters are searched over a 10× 10× 10 grid for a total of 1000
tuning parameter combinations. For each combination, we obtain the FPR and the TPR, which represents
one point in the ROC plot. The ROC curve is then obtained by joining these points for each run. We then
average the ROC curves over 100 runs to produce an average ROC curve.
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5.3 Comparison of ssCCA and sCCA under one latent variable model

We consider models with various combinations of the parameters (labeled A1–D2), including the number
of relevant OTU clusters, the signal strength as measured by σ 2

ζ and the dimensions p and q and present the
results in Table 1 and Figure 1. We observe that the advantage of ssCCA over sCCA is more obvious under
weak association (Model A1). As the signal becomes stronger, the performance of sCCA becomes closer to
ssCCA (Model A2). This agrees with our intuition: the advantage of ssCCA lies in borrowing information
from closely related OTUs and, when the association is weak, pooling information across closely related
OTUs can improve the OTU selection. Another interesting observation is that better selection of OTUs can
lead to better selection of nutrients, which is best shown in the weak association case by obtaining a higher
MCC. We also observe that as the dimension increases, both ssCCA and sCCA become less efficient in
selecting relevant OTUs and nutrients (Models B1 and B2). However, ssCCA performs consistently better
than sCCA in all dimensions considered. Finally, as the cluster size decreases, we do not see a significant
deterioration of the selection performance of ssCCA (Models C1 and C2). ssCCA still performs better than
sCCA. As long as the cluster contains more than one OTU, using structure information always improves
variable selection.

Since the smoothness penalty encourages the variables that are close on the phylogenetic tree to have
similar linear projection coefficients, we evaluate the sensitivity of ssCCA when this assumption does not
hold. We investigate the performance of ssCCA when data contradict with our smoothness assumption.
We consider the model where the first 10 elements of wx have different coefficients but with the same
signs, and take values that are equally spaced on [0.08, 0.12] (Model D1). The performance of ssCCA
is still much better than sCCA. Model D2 considers the scenario when the first five and the second five
elements of wx are 0.1s and −0.1s, respectively, where the coefficients are different and have different
signs. This scenario violates our model assumption that closely linked OTUs have similar coefficients. The
structure-constrained penalty now has an adverse effect. This is clearly seen in the ROC plot (Figure 1(D2)).
However, when the CV procedure is applied to select the tuning parameters and the corresponding OTUs
and nutrients, the performance of ssCCA and sCCA is very similar (Table 1). This is because if the prior
structure information is not useful, CV procedure tends to select λ2 = 0, which reduces ssCCA to sCCA.
Therefore, the selection performance of ssCCA should be at least as good as sCCA, but ssCCA performs
better when the prior assumption holds.

5.4 Comparison of ssCCA and sCCA under complex models

We compare the performance of ssCCA and sCCA under several complex models and also present the
results in Table 1 and Figure 1. Under Model E, we consider the scenario when the noises are correlated
with correlation 0.4|i− j | for εi and ε j for both x and y, where the OTU cluster members have sequential
index numbers. The performances of ssCCA and sCCA are both slightly worse when compared with Model
A2 when the noises are independent; ssCCA still outperforms sCCA.

We then consider Model F where we simulate count data with zeros. Specifically, we first generate
the data matrix X as previously. We then convert it into a proportion matrix P and generate the counts
based on P. For the j th column X j , we first map the column values into the range of [0, pmax

j ] by a
linear transformation pi j = ((xi j −mini (xi j ))/(maxi (xi j )−mini (xi j )))pmax

j , where pmax
j is sampled from

[0.01, 0.1], so the maximum OTU abundance can vary by 10-fold. Rows of P are further scaled to sum up
to 1. Given the OTU proportions for each sample, we generate counts using a Dirichlet-multinomial model
with a total count of 1000 and an overdispersion of 0.01. Since we introduce extra variation by simulating
counts, we increase the first 10 components of wx to 0.4 to achieve a moderate association (ρ1 ∼ 0.7).
Under this parameter setting, the data matrix contains about 20% 0’s. To apply ssCCA and sCCA, we
convert the simulated count matrix into a proportion matrix. Table 1(F) and Figure 1(F) again show that
ssCCA outperforms sCCA in selecting the relevant variables.
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Table 1. Simulation results to evaluate ssCCA under models of different association
signals, dimension sizes, cluster sizes, model misspecification, and complexity

Selection of x variables Selection of y variables

Method TPR-x FPR-x MCC-x TPR-y FPR-y MCC-y

A1: one cluster, σζ = 4, p, q = 100
ssCCA 0.91 (0.20) 0.07 (0.10) 0.76 (0.22) 0.78 (0.22) 0.12 (0.12) 0.58 (0.18)
sCCA 0.70 (0.31) 0.09 (0.12) 0.56 (0.22) 0.75 (0.24) 0.12 (0.12) 0.54 (0.21)

A2: one cluster, σζ = 5, p, q = 100
ssCCA 0.96 (0.10) 0.03 (0.08) 0.89 (0.16) 0.87 (0.17) 0.05 (0.09) 0.78 (0.16)
sCCA 0.89 (0.17) 0.05 (0.08) 0.79 (0.17) 0.87 (0.16) 0.05 (0.09) 0.77 (0.17)

B1: one cluster, σζ = 5, p, q = 200
ssCCA 0.98 (0.08) 0.05 (0.11) 0.87 (0.19) 0.87 (0.16) 0.07 (0.11) 0.75 (0.18)
sCCA 0.89 (0.17) 0.09 (0.15) 0.74 (0.22) 0.87 (0.16) 0.08 (0.11) 0.72 (0.20)

B2: one cluster, σζ = 5, p, q = 400
ssCCA 0.89 (0.30) 0.06 (0.11) 0.74 (0.33) 0.81 (0.28) 0.12 (0.13) 0.60 (0.30)
sCCA 0.77 (0.32) 0.09 (0.23) 0.66 (0.32) 0.78 (0.31) 0.11 (0.12) 0.57 (0.32)

C1: two clusters, σζ = 5, p, q = 100
ssCCA 0.93 (0.14) 0.03 (0.07) 0.88 (0.15) 0.83 (0.16) 0.05 (0.09) 0.76 (0.16)
sCCA 0.87 (0.16) 0.05 (0.08) 0.78 (0.16) 0.85 (0.16) 0.06 (0.10) 0.76 (0.17)

C2: three clusters, σζ = 5, p, q = 100
ssCCA 0.94 (0.11) 0.03 (0.07) 0.88 (0.15) 0.88 (0.15) 0.07 (0.11) 0.75 (0.18)
sCCA 0.89 (0.16) 0.05 (0.10) 0.80 (0.18) 0.88 (0.16) 0.07 (0.10) 0.76 (0.18)

D1: one cluster, σζ = 5, p, q = 100, variable coefficients of the same signs
ssCCA 0.95 (0.11) 0.02 (0.05) 0.90 (0.13) 0.86 (0.19) 0.06 (0.10) 0.76 (0.17)
sCCA 0.87 (0.15) 0.04 (0.08) 0.79 (0.15) 0.88 (0.16) 0.07 (0.10) 0.75 (0.18)

D2: one cluster, σζ = 5, p, q = 100, variable coefficient of opposite signs
ssCCA 0.89 (0.14) 0.05 (0.09) 0.81 (0.17) 0.89 (0.15) 0.08 (0.11) 0.75 (0.20)
sCCA 0.90 (0.15) 0.04 (0.09) 0.82 (0.17) 0.90 (0.14) 0.07 (0.11) 0.76 (0.19)

E: correlated noise, one cluster, σζ = 5, p, q = 100
ssCCA 0.92 (0.18) 0.04 (0.07) 0.84 (0.19) 0.78 (0.21) 0.05 (0.08) 0.72 (0.17)
sCCA 0.85 (0.20) 0.05 (0.10) 0.77 (0.18) 0.82 (0.21) 0.06 (0.10) 0.73 (0.18)

F: count data, one cluster, σζ = 5, p, q = 100
ssCCA 0.92 (0.16) 0.04 (0.11) 0.84 (0.17) 0.72 (0.26) 0.06 (0.14) 0.71 (0.20)
sCCA 0.72 (0.22) 0.09 (0.15) 0.62 (0.18) 0.80 (0.24) 0.08 (0.16) 0.75 (0.23)

G: two directions, one cluster, σζ = 5, p, q = 100
ssCCA 0.95 (0.13) 0.03 (0.08) 0.87 (0.17) 0.85 (0.17) 0.05 (0.09) 0.76 (0.16)
sCCA 0.85 (0.19) 0.07 (0.10) 0.73 (0.17) 0.82 (0.19) 0.06 (0.09) 0.72 (0.16)

H: two directions, two clusters, model misspecification, σζ = 5, p, q = 100
ssCCA 0.83 (0.20) 0.05 (0.09) 0.74 (0.19) 0.88 (0.19) 0.11 (0.13) 0.67 (0.20)
sCCA 0.87 (0.18) 0.06 (0.10) 0.76 (0.18) 0.89 (0.17) 0.10 (0.13) 0.69 (0.20)

Five-fold two-stage CV is used to select the tuning parameters. As a comparison, results from sCCA are also
presented. Each column represents a measure of selection performance for OTU (x) or nutrient (y). TPR,
true positive rate; FPR, false positive rate;MCC, Matthew’s correlation coefficient. The results are averaged
over 100 replications with SD indicated in the parenthesis.
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Fig. 1. ROC curves for selecting the OTUs using the ssCCA and sCCA for Models A1–H. The corresponding model
parameters are given in Table 1.
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Finally, we consider two models where two orthogonal directions induce the correlation between two
sets of random vectors. We assume x= ζ1w1

x + ζ2w2
x + εx and y= ζ1w1

y + ζ2w2
y + εy, where under Model

G, the two directions are given by

w1
x = (0.1, . . . , 0.1︸ ︷︷ ︸

5

, 0.1, . . . , 0.1︸ ︷︷ ︸
5

, 0, . . . , 0︸ ︷︷ ︸
90

)T

and
w2

x = 0.5(0.1, . . . , 0.1︸ ︷︷ ︸
5

,−0.1, . . . ,−0.1︸ ︷︷ ︸
5

0, . . . , 0︸ ︷︷ ︸
90

)T.

We assume that w1
y, w2

y are the same as w1
x, w2

x, and the OTUs from the same cluster have the same coeffi-
cients on the first direction. Under Model H, we consider model misspecification where the two directions
are given by

w1
x = (0.1, 0.1,−0.1,−0.1, 0.1︸ ︷︷ ︸

5

, 0.1, 0.1,−0.1,−0.1,−0.1︸ ︷︷ ︸
5

, 0, . . . , 0︸ ︷︷ ︸
90

)T

and
w2

x = 0.5(0.1, . . . , 0.1︸ ︷︷ ︸
5

, 0.1, . . . , 0.1︸ ︷︷ ︸
5

0, . . . , 0︸ ︷︷ ︸
90

)T,

and w1
y, w2

y are the same as w1
x, w2

x. OTUs from the same cluster have coefficients of different signs on the
first direction. Under Model H, ssCCA has higher true positive and lower false positive rates and higher
area under the ROC curve (Table 1(G) and Figure 1(G)). Under the model misspecification (Model H),
the performances of ssCCA and sCCA are comparable.

6. APPLICATION TO GUT MICROBIOME DATA ANALYSIS

We apply ssCCA to a microbiome study on association between the nutrient intake and bacterial abundance
in the human gut conducted at the University of Pennsylvania. The human gut is inhabited by trillions of
bacterial cells, and some bacterial species have a profound influence on human health and disease. One
goal of the study is to investigate the relationship between diet and microbiome composition and to identify
a short list of potential nutrients and their associated bacteria in the human gut. For this study, both gut
microbiome 16S data and nutrient intake data were available for 99 healthy subjects. Fecal samples were
obtained from these 99 subjects and bacterial DNA was extracted using a standard protocol. After mul-
tiplexed 454 pyrosequencing, about 900 000 high quality, partial (∼ 370 bp) 16S rRNA gene sequences
were generated. These sequences were analyzed using the Qiime pipeline (Caporaso and others, 2010),
where the sequences were clustered at 97% sequence identity into OTUs and assigned a taxonomic iden-
tity by comparing to the Ribosomal Database Project reference 16S rRNA database (Wang and others,
2007). We consolidated these species-level OTUs into 119 genera (genus-level OTUs) and used the repre-
sentative sequence from the most abundant species-level OTU as the genus level representative sequence
for distance calculation and for construction of the phylogenetic tree. In our analysis, we further excluded
the uncommon genera that occurred in less than 1

4 of the samples; so we only considered p= 40 rela-
tively common genera (Figure 2). These 99 subjects also completed a carefully designed food frequency
questionnaire (FFQ). Based on the FFQ, the daily intake for q = 214 nutrients were calculated for each
subject by nutritionists. Because nutrient intake is clearly dependent on the overall energy consumption, we
regressed the nutrient intake on the total energy consumption and took residuals as the normalized nutrient
intake. Our final data set can be summarized as the OTU abundance matrix X99×40 and the nutrient intake
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Fig. 2. Analysis of gut microbiome data. Top: heatmap that shows the correlations between the selected genera and
nutrients. The number in parenthesis of each variable is the estimated loading coefficient. Red and blue colors indi-
cate positive and negative correlations, respectively. Bottom: Phylogenetic tree of the 40 genera used in the analysis.
The genera selected by ssCCA are marked with red circles. The bars on the right side indicate the average relative
abundances of these genera on log 10 scale.
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matrix Y99×214. Since the sampling depths are very different for different samples, we normalize the counts
into proportions and standardize the columns to have mean 0 and variance 1.

The goal of our analysis is to investigate the overall association between gut bacteria abundance and
nutrient intake. We used the method presented in (2.1) to construct the adjacency matrix A, and the
distances between any two OTUs were calculated using the “K80” model (R “ape” package, “dist.dna”
function). Five-fold two-stage CV was performed to search the optimal tuning parameters on a grid
of 20× 20× 20, and the range of the tuning parameters was set to explore all possible models: from
the most dense to the most sparse model. We applied ssCCA to the data set and identified 24 nutri-
ents and 14 genera whose linear combinations gave a cross-validated correlation of 0.42 between gut
bacterial abundance and nutrients. Figure 2 shows the heatmap of pairwise correlations between these
selected nutrients and OTUs, where the estimated loading coefficients are given in parentheses. The
signs of the estimated loading coefficients correspond very well to the pairwise correlations. The nutri-
ents related to fats are clustered together, while the other nutrients show association in the opposite
direction.

The selected microbiome-associated nutrients are biologically interpretable. More than half of the
selected nutrients are related to fat. It has been experimentally shown that fats can change the gut
microbiome composition independent of obesity in a mouse study (Hildebrandt and others, 2009). There
are also four selected nutrients related to choline, and it was found by a recent human microbiome
study that the composition of the gastrointestinal microbiome changed with the choline levels of diets
(Spencer and others, 2011). The selected nutrients are also consistent with the candidate nutrients we
identified using a distance-based testing procedure (Wu and others, 2011). This procedure utilized the
overall UniFrac distances (Lozupone and Knight, 2005) between microbiomes of any two subjects com-
puted using both the OTU abundances and the phylogenetic relationship among them. Twenty out of 24
nutrients selected by ssCCA were in the nutrients selected by the distance-based individual testing method
at the false discovery rate of 25%.

The pattern of selected OTUs is also interesting. The selected OTUs are marked with red circles in
the phylogenetic tree of Figure 2. We see that the closely related OTUs tend to be selected together; for
example, the genus Parabacteroides and Marinilabilia, Butyrivibrio and Coprococcus, and Anaerostipes
and Lachnospiraceae Incertae Sedis are all close relatives on the tree. ssCCA tends to select closely related
OTUs together by making the coefficients of neighbors similar through imposing a phylogenetic tree-
constrained smoothness penalty. This feature of ssCCA can also be viewed as borrowing information from
nearby OTUs; that is, if several neighbors all exhibit similar weak association, ssCCA amplifies the signal
strength and selects them together. On the other hand, if some OTU exhibits low-level association but all
its neighbors show the opposite evidence, ssCCA will not select that OTU.

By a comparison, an sCCA that does not account for the phylogenetic relationship among the OTUs
selects only one OTU, the FirmucuteLachnospira, which was also selected by ssCCA, but a total of 122
nutrients. The interpretation of the result is not as clear as that from ssCCA. The resulting combinations
gave a cross-validated correlation of 0.39, smaller than that obtained from ssCCA.

7. CONCLUSION AND DISCUSSION

We have extended the sCCA to incorporate the graphical structure among the variables in CCA. When the
number of variables exceeds the number of samples, using prior structure information to guide variable
selection is important. The prior knowledge could lead to a solution that is biologically more interpretable.
The structured sCCA utilizes the phylogenetic information to select the bacterial OTUs that are associated
with covariates. The power of the ssCCA method has been demonstrated in the simulation studies, and its
performance is unanimously better than sCCA in all the simulated scenarios when there are structures in
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the data. Even when the prior information is not completely accurate, our method still performs comparably
to sCCA due to selection of the tuning parameter by CV.

One limitation of the ssCCA formulation is that it assumes a linear relationship among the variables,
which may not always hold for OTU compositional/abundance data. Our analysis of the gut microbiome
data did not indicate too much deviation from the linearity between OTU abundance and nutrient intake.
One interesting future research direction is to develop structure-constrained non-linear measures of asso-
ciation and sparse non-linear CCA.
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MEINSHAUSEN, N. AND BÜHLMANN, P. (2006). High-dimensional graphs and variable selection with the lasso. Annals
of Statistics 34, 1436–1462.

PARKHOMENKO, E., TRITCHLER, D. AND BEYENE, J. (2009). Sparse canonical correlation analysis with application to
genomic data integration. Statistical Applications in Genetics and Molecular Biology 8, 1.

PURDOM, E. (2011). Analysis of a data matrix and a graph: metagenomic data and the phylogenetic tree. Annals of
Applied Statistics 5, 2326–2358.

SPENCER, M. D., HAMP, T. J., REID, R. W., FISCHER, L. M., ZEISEL, S. H. AND FODOR, A. A. (2011). Association
between composition of the human gastrointestinal microbiome and development of fatty liver with choline defi-
ciency. Gastroenterology 140, 976–986.

TIBSHIRANI, R., HASTIE, T., NARASIMHAN, B. AND CHU, G. (2003). Class prediction by nearest shrunken centroids,
with applications to dna microarrays. Statistical Science 18, 104–117.



258 J. CHEN AND OTHERS

TSENG, P. AND YUN, S. (2009). A coordinate gradient descent method for nonsmooth separable minimization.
Mathematical Programming Series B 117, 387–423.

WANG, Q., GARRITY, G. M., TIEDJE, J. M. AND COLE, J. R. (2007). Naive bayesian classifier for rapid assignment of
rRNA sequences into the new bacterial taxonomy. Applied and Environmental Microbiology 73, 5261.

WITTEN, D. M., TIBSHIRANI, R. AND HASTIE, T. (2009). A penalized matrix decomposition, with applications to sparse
principal components and canonical correlation analysis. Biostatistics 10, 515–534.

WU, G. D., CHEN, J., HOFFMANN, C., BITTINGER, K., CHEN, Y. Y., KEILBAUGH, S. A., BEWTRA, M., KNIGHTS, D.,

WALTERS, W., KNIGHTS, R. and others. (2011). Linking long-term dietary patterns with gut microbial enterotypes.
Science 334, 105–108.

[Received January 28, 2012; revised September 8, 2012; accepted for publication September 11, 2012]



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /ENN ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.284 790.866]
>> setpagedevice


