
Original research 
n

 Neuroradiology

Radiology: Volume 267: Number 1—April 2013 n radiology.rsna.org 201

accuracy and reliability 
assessment of cT and Mr 
Perfusion analysis software 
Using a Digital Phantom1 

Kohsuke Kudo, MD, PhD
Soren Christensen, PhD
Makoto Sasaki, MD, PhD
Leif Østergaard, MD, PhD
Hiroki Shirato, MD, PhD
Kuniaki Ogasawara, MD, PhD
Max Wintermark, MD, PhD
Steven Warach, MD, PhD
For the Stroke Imaging Repository (STIR)  

Investigators

Purpose: To design a digital phantom data set for computed to-
mography (CT) perfusion and perfusion-weighted imaging 
on the basis of the widely accepted tracer kinetic theory 
in which the true values of cerebral blood flow (CBF), 
cerebral blood volume (CBV), mean transit time (MTT), 
and tracer arrival delay are known and to evaluate the 
accuracy and reliability of postprocessing programs using 
this digital phantom.

Materials and 
Methods:

A phantom data set was created by generating concentra-
tion-time curves reflecting true values for CBF (2.5–87.5 
mL/100 g per minute), CBV (1.0–5.0 mL/100 g), MTT 
(3.4–24 seconds), and tracer delays (0–3.0 seconds). 
These curves were embedded in human brain images. The 
data were analyzed by using 13 algorithms each for CT 
and magnetic resonance (MR), including five commercial 
vendors and five academic programs. Accuracy was as-
sessed by using the Pearson correlation coefficient (r) for 
true values. Delay-, MTT-, or CBV-dependent errors and 
correlations between time to maximum of residue func-
tion (Tmax) were also evaluated.

Results: In CT, CBV was generally well reproduced (r . 0.9 in 12 
algorithms), but not CBF and MTT (r . 0.9 in seven and 
four algorithms, respectively). In MR, good correlation (r 
. 0.9) was observed in one-half of commercial programs, 
while all academic algorithms showed good correlations 
for all parameters. Most algorithms had delay-dependent 
errors, especially for commercial software, as well as CBV 
dependency for CBF or MTT calculation and MTT depen-
dency for CBV calculation. Correlation was good in Tmax 
except for one algorithm.

Conclusion: The digital phantom readily evaluated the accuracy and 
characteristics of the CT and MR perfusion analysis soft-
ware. All commercial programs had delay-induced errors 
and/or insufficient correlations with true values, while ac-
ademic programs for MR showed good correlations with 
true values.
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and CBF values were 12.5, 25.0, 37.5, 
50.0, 62.5, 75.0, and 87.5 mL/100 g 
per minute when CBV was 5.0 mL/100 
g. Seven increments of tracer delay (0, 
0.5, 1.0, 1.5, 2.0, 2.5, and 3.0 seconds) 
were achieved by shifting the concen-
tration-time curve of tissue, or C(t), 
relative to the arterial input function. 
In total, 735 combinations of tissue 
curves were generated from three types 
of residue function (R[t]), seven values 
of MTT, five values of CBV, and seven 
delays.

Data Structure
The digital phantom data set contained 
16 section locations both for CT per-
fusion and perfusion-weighted imaging 
(Fig 1). Section 1 contained the arterial 
input function and venous output func-
tion, and tissue curves were embedded 
in sections 2–16. Matrixes of these sec-
tions were 512 3 512 for CT perfusion 
and 256 3 256 for perfusion-weighted 
imaging. Each tissue section contained 
7 3 7 quadratic tiles. Each tile was en-
coded with increasing MTT (decreasing 
CBF) across columns (left to right) and 
increasing delays across rows. The data 
were exported to Digital Imaging and 

(SVD) or maximum slope algorithm, is 
usually provided, but this information 
has little bearing on the correctness of 
its implementation and its accuracy. In 
addition, the accuracy and reliability of 
these programs have not been subject 
to standardized quality control. The 
importance of standardizing perfusion 
processing has recently been identified 
as a key factor in advancing stroke im-
aging (15).

The purpose of the present study 
was twofold: (a) to design a digital 
phantom data set for CT perfusion 
and perfusion-weighted imaging on the 
basis of the widely accepted tracer ki-
netic theory in which the true values 
of cerebral blood flow (CBF), cerebral 
blood volume (CBV), mean transit time 
(MTT), and tracer arrival delay are 
known and (b) to evaluate the accuracy 
and reliability of postprocessing pro-
grams by using this digital phantom.

Materials and Methods

Curve Generation for Digital Phantom
Concentration-time curves for the 
artery (arterial input function), vein 
(venous output function), and brain tis-
sue were generated by using previously 
described methods (Appendix E1 [on-
line]) (16,17).

Seven MTT values (3.4, 4.0, 4.8, 
6.0, 8.0, 12.0, and 24.0 seconds) and 
five CBV values (1.0, 2.0, 3.0, 4.0, and 
5.0 mL/100 g) were used for this curve 
simulation. The CBF values were de-
termined from each pair of CBV and 
MTT values by using the central volume 
principle (CBF = CBV/MTT) (18). For 
example, CBF values were 2.5, 5.0, 7.5, 
10.0, 12.5, 15.0, and 17.5 mL/100 g per 
minute when CBV was 1.0 mL/100 g, 

Computed tomography (CT) per-
fusion is widely used for acute 
ischemic stroke (1–3), hemo-

dynamic ischemia (4), subarachnoid 
hemorrhage (5), and brain tumors 
(6). Dynamic susceptibility contrast 
perfusion-weighted imaging also has 
been used in studies on acute ischemic 
stroke, such as the identification of is-
chemic penumbra (7,8) and the predic-
tion of final infarction (9,10). Recently, a 
variety of postprocessing programs and 
algorithms for CT perfusion and perfu-
sion-weighted imaging have been made 
available by CT and magnetic resonance 
(MR) imaging unit manufacturers, 
third-party workstation vendors, and 
academic groups. However, there are 
substantial differences between these 
programs and algorithms in terms of 
their maps and quantitative values in 
CT perfusion and perfusion-weighted 
imaging (11–14). It is difficult to de-
termine the accuracy and reliability of 
each program, because precise imple-
mentations of analysis algorithms are 
generally not open to users, particularly 
in the case of commercial programs. In-
formation about the type of algorithm, 
such as singular value decomposition 

Implication for Patient Care

 n Physicians should be careful 
about the accuracy of analysis 
software they use, because most 
of the algorithms in commercial 
software have delay-induced 
errors and have additional 
sources of error that are yet to 
be elucidated.

Advances in Knowledge

 n Accuracy and reliability of perfu-
sion analysis software, including 
tracer-delay sensitivity, can be 
objectively evaluated by using a 
digital phantom data set that is 
based on the widely accepted 
tracer kinetic theory.

 n Correlation with true values em-
bedded in digital phantom data 
and delay sensitivity were dif-
ferent among software packages 
and algorithms; however, the ac-
ademic software had better cor-
relations (r . 0.9) with true 
values, especially for MR.

 n Time to maximum of residue 
function (Tmax) values in MR were 
similar in most software pack-
ages, and correlations with each 
other were high (r . 0.9) 
although none of the commercial 
software studied here could be 
used to produce a Tmax map.
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Systems, and Siemens Healthcare) 
and five academic programs, including 
Echoplanar Imaging Thrombolysis Eval-
uation Trial, or EPITHET (Melbourne 
Health, Melbourne, Australia) (19); 
perfusion graphical user interface, or 
Penguin (Danish National Research 
Foundation, Center of Functionally In-
tegrative Neuroscience, Aarhus Univer-
sity, Aarhus, Denmark; http://www.
cfin.au.dk/software/penguin); RAPID 
(Stanford University, Stanford, Calif) 

and Toshiba Medical Systems, Tokyo, 
Japan) and two academic programs 
(Perfusion Mismatch Analyzer [PMA], 
Acute Stroke Imaging Standardization 
Group [ASIST], Japan, http://asist.
umin.jp/index-e.htm [11,12]; and Stro-
ketool, Digital Image Solutions, Germa-
ny, http://www.digitalimagesolutions.
de/) for CT perfusion (Table 1). Also 
used were four commercially available 
software packages (GE Healthcare, Hi-
tachi Medical Systems, Philips Medical 

Communications in Medicine format, 
enabling import into all software pack-
ages used in the present study.

Data Analysis
The phantom data were postprocessed 
by using five commercially available 
software packages (GE Healthcare, 
Waukesha, Wis; Hitachi Medical 
Systems, Chiba, Japan; Philips Medical 
Systems, Best, the Netherlands; Sie-
mens Healthcare, Erlangen, Germany; 

Figure 1

Figure 1: Data structure of digital phantom for CT. Digital phantom data consist of 16 sections (a). Image shows section (Slice) 
location. Section 1 (b, left) contains curves for arterial input function (arrow on b, left) and venous output function (arrowhead on b, left). 
Tissue curves are embedded in sections 2–16 (b, middle). The tissue section contains 7 3 7 quadratic tiles (b, right), which has a dif-
ferent delay and MTT. The first five sections (sections 2–6) have curves of exponential R(t ), with each section having a particular value 
of CBV (1, 2, 3, 4, and 5 mL/100 g, respectively) (a). The next five sections (sections 7–11) and the final five sections (sections 12–16) 
have curves of linear R(t ) and box-shaped R(t ), respectively.
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program’s results and the true values of 
CBF, CBV, and MTT. A good correlation 
was defined as one with r . 0.9. The 
slope and intercept of linear regression 
were also determined to evaluate the 
relationship between the values mea-
sured from each program and the true 
values. Differences among algorithms 
were tested by using one-way repeated-
measures analysis of variance (ANO-
VA), and 95% confidence intervals for 
the slope and intercept were calcu-
lated. A two-way repeated-measures 

in-house software. The average pixel 
value for each of the 735 tiles was 
measured by using a square region of 
interest of 28 3 28 pixels in size for 
CT perfusion and one of 12 3 12 pixels 
in size for perfusion-weighted imaging 
(excluding the edge pixels, the pixel 
value of which might be affected by the 
surrounding pixels during smoothing 
procedures). To evaluate the accuracy 
of the software packages, the Pearson 
correlation coefficient r was calculated 
to determine correlation between each 

(20); PMA; and Stroketool (Digital Im-
age Solutions) for perfusion-weighted 
imaging (Table 2). CBF, CBV, and MTT 
maps were generated by each pack-
age, except for the Echoplanar Imaging 
Thrombolysis Evaluation Trial program, 
which was limited to time to maximum 
of R(t) (Tmax) maps. All the academic 
programs for perfusion-weighted im-
aging also included generation of Tmax 
maps.

Region-of-interest measurements 
were automatically performed by using 

Table 1

Software for CT Perfusion

Abbreviation Manufacturer or Access Software Name and Version Algorithm

G1 GE Healthcare CT Perfusion 3 Deconvolution, SVD
G2 GE Healthcare CT Perfusion 4 Deconvolution, SVD
H Hitachi Medical Systems Perfusion Analysis, version 3.0 Deconvolution, inverse filter
P1 Philips Medical Systems Extended Brilliance Workspace, version 4.0 Deconvolution, standard SVD
P2 Philips Medical Systems Extended Brilliance Workspace, version 4.0 Deconvolution, block-circulant SVD
S1 Siemens Healthcare Syngo MMWP VE36A Maximum slope
S2 Siemens Healthcare Syngo MMWP VE36A Deconvolution, least mean square
T1 Toshiba Medical Systems CBP Study Ph8 Deconvolution, box-modulated transfer function
T2 Toshiba Medical Systems CBP Study Ph8 Deconvolution, reformulated SVD
PM1 Acute Stroke Imaging Standardization 

Group
PMA, version 3.0.0.0 Deconvolution, standard SVD

PM2 Acute Stroke Imaging Standardization 
Group

PMA, version 3.0.0.0 Deconvolution, block-circulant SVD

ST1 Digital Image Solutions Stroketool, 2010 version Deconvolution, standard SVD
ST2 Digital Image Solutions Stroketool, 2010 version Deconvolution, optimized SVD

Table 2

Software for Perfusion-weighted Imaging

Abbreviation Manufacturer or Access Software Name and Version Algorithm

G GE Healthcare AW 4.4, BrainStat Gamma Fitting
H Hitachi Medical Systems V2.0A SP4 Gamma Fitting
P Philips Medical Systems R.2.6.1 Deconvolution, block-circulant SVD
S Siemens Healthcare VB17 Deconvolution, standard SVD
EP Melbourne University Echoplanar Imaging Thrombolysis Evaluation Trial* Deconvolution, standard SVD
PG1 Danish National Research Foundation Perfusion graphical user interface* Deconvolution, standard SVD
PG2 Danish National Research Foundation Perfusion graphical user interface* Deconvolution, oscillation-index optimized SVD
PM1 Acute Stroke Imaging Standardization Group PMA ,version 3.0.0.0 Deconvolution, standard SVD
PM2 Acute Stroke Imaging Standardization Group PMA, version 3.0.0.0 Deconvolution, block-circulant SVD
RP1 Stanford University RAPID, V2.1 Deconvolution, standard SVD
RP2 Stanford University RAPID, V2.1 Deconvolution, circular SVD
ST1 Digital Image Solutions Stroketool, V2.3 Deconvolution, standard SVD
ST2 Digital Image Solutions Stroketool, V2.3 Deconvolution, optimized SVD

* Information about the version was not available.
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the abbreviations used here, in Figure 
2a, and hereafter. In contrast, the color 
gradient was not clear in maps for G2, 
H, S1, S2, and PM2, which indicates 
delay insensitivity of these programs. 
Similarly, a delay-dependent vertical 
gradient was noted in MTT maps of G1, 
H, P1, P2, T1, T2, PM1, PM2, ST1, and 
ST2, whereas no vertical difference was 
observed in maps for G2 and S2. Delay-
dependent vertical gradients were ob-
served in CBV maps for H and T1. MTT 
dependencies were also noted in maps 
for G2, H, S1, T1, T2, and ST2 as a 
horizontal gradient.

In perfusion-weighted imaging, 
CBF maps (Fig 2b) showed delay-de-
pendent variation for G, H, P, S, PG1, 
PG2, PM1, RP1, and ST1, while maps 
for PM2, RP2, and ST2 did not show 
delay sensitivity; see Table 2 for an 

repeated-measures ANOVA followed by 
a pairwise comparison with the Holm-
Sidak test. The Pearson correlation co-
efficient r between Tmax and simulated 
delay or MTT was also calculated. The 
slope and intercept of linear regression 
were determined to evaluate the rela-
tionship between the Tmax values from 
each program and simulated delay or 
MTT.

A difference with a P value of less 
than .01 was treated as significant for 
all tests.

Results

In CT perfusion, CBF maps (Fig 2a) 
showed delay-dependent variation for 
G1, P1, P2, T1, T2, PM1, ST1, and ST2 
as a color gradient in the vertical direc-
tion; see Table 1 for an explanation of 

ANOVA was used to detect the bias of 
parameter estimates across the differ-
ent true delay, CBV, and MTT values. 
To examine the delay-induced error in 
CBF, CBV, and MTT calculations for 
each program, delay was modeled as a 
main factor in the ANOVA. To examine 
the CBV dependency of CBF and MTT 
calculation, true CBV was modeled as a 
main factor in their calculation. Then, 
true MTT was used as a main factor for 
CBV calculation. Dependency on differ-
ent R(t) values was also evaluated by 
using one-way ANOVA.

The Pearson correlation coefficient 
r was calculated for Tmax values for per-
fusion-weighted imaging between any 
pair of algorithms. A good correlation 
was defined as one with r . 0.9. The 
absolute values of Tmax were compared 
among the algorithms by using one-way 

Figure 2

Figure 2: Perfusion maps. True-value and perfusion maps of digital phantom (section 16, box-shaped R[t], and CBV [5 mL/100 g]) 
are shown with identical color lookup table (not shown). The color scale is automatically adjusted for visual assessment in each map 
of CBF, CBV, and MTT. A constant window level and window width (8 and 16 seconds, respectively) are used for T

max
. In the true-value 

maps of CBF and MTT, seven columns with different CBF or MTT show different colors. However, there is no vertical color gradient, 
because all seven rows have identical CBF or MTT and only the delay is different. The true-CBV image is uniform in color, because all 
49 tiles have the same CBV value in a section. (a) CT perfusion. Delay-dependent vertical gradation is apparent in most of CBF (G1, P1, 
P2, T1, T2, PM1, ST1, and ST2) and MTT (G1, H, P1, P2, T1, T2, PM1, PM2, ST1, and ST2). In CBV, a delay-dependent vertical gradient 
is observed in H and T1. MTT dependency is also noted in G2, H, S1, T1, T2, and ST2 as a horizontal gradient. (b) Perfusion-weighted 
imaging. Delay dependency is apparent in most algorithms for CBF and MTT maps. Delay-dependent vertical gradient on CBV map is 
observed for P. MTT dependency is also noted for G, S1, and ST2 as a horizontal gradient. N.A. = not available.
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explanation of the abbreviations used 
here, in Figure 2b, and hereafter. Sim-
ilarly, delay-dependency was clearly 
seen in MTT maps for S and ST1 and 
was observed to some extent in maps 
for G, H, PG1, PG2, PM1, PM2, RP1, 
and ST2. Delay-dependent vertical gra-
dients in CBV maps for G and P were 
observed. MTT dependencies were also 
noted in maps for G, P, ST1, and ST2 
as a horizontal gradient.

Correlation with True Values
In CT perfusion, a good correlation (r 
. 0.9) was achieved for CBF in seven 
of 13 algorithms (G1, P2, S1, T2, PM1, 
PM2, and ST1) (Table 3). Most pro-
grams showed a good correlation with 
true CBV, except for one algorithm 
(S1). Only four (H, T1, T2, and PM2) 
showed good correlation with true 
MTT. Only two (T2 and PM2) of 13 al-
gorithms showed good correlation for 
all three parameters (ie, CBF, CBV, and 
MTT).

In perfusion-weighted imaging, 
all the academic programs showed a 
good correlation (r . 0.9) for CBF, 
CBV, and MTT (Table 4). In contrast, 
only two, three, and one of the four 
commercial programs showed a good 
correlation for CBF, CBV, and MTT, 
respectively.

Ideally, the slope and intercept of 
linear regression with true values are 
expected to be 1.0 and zero, respec-
tively. However, 95% confidence inter-
vals of slope and intercept were away 
from 1.0 and zero in most of the al-
gorithms, indicating that the absolute 
values calculated by using the programs 
were subject to scaling and offsetting 
errors (Tables 3, 4). In addition, these 
slopes and intervals significantly varied 
among the software packages accord-
ing to ANOVA for all three parameters 
(CBF, CBV, and MTT) of both CT and 
MR. 

Analysis of Error Sources
In CT perfusion, only four of 13 algo-
rithms (H, S1, S2, and PM2) did not 
show significant delay dependency on 
CBF (Table 5). Most algorithms pro-
duced a CBF that depended on true 
CBV, except for two algorithms (H and 
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P1). However, because of the interac-
tion between delay and true CBV, pro-
gram H was virtually dependent on both 
delay and true CBV, where delay de-
pendency was observed with low CBV 
(1.0 mL/100 g), and CBV dependency 
was also noted with small amounts of 
delay (0, 1.0, and 1.5 seconds). The 
CBV of five algorithms showed delay 
dependency, whereas the remaining 
eight algorithms (G1, P1, P2, S1, S2, 
T2, PM1, and PM2) showed no delay 
dependency. On the other hand, all the 
algorithms showed significant CBV dif-
ferences across the true MTT values, 
indicating that all the algorithms were 
susceptible to MTT differences on the 
basis of erroneous CBV calculation. For 
MTT, 11 were biased by delay and only 
two algorithms (S2 and PM2) were de-
lay insensitive. However, both were de-
pendent on CBV. Six algorithms (G2, H, 
P2, PM1, ST1, and ST2) also had true 
CBV dependency.

In perfusion-weighted imaging, 10 
of 13 algorithms showed significant de-
lay dependency for CBF (Table 6). Only 
two algorithms (PM2 and RP2) did not 
show any significant delay dependency. 
Most algorithms produced a CBF that 
depended on true CBV, except for one 
algorithm (PG1). CBV calculations in 
four algorithms showed delay depen-
dency, whereas seven algorithms (H, 
PG1, PG2, PM1, PM2, RP1, and RP2) 
did not show any delay dependency. 
On the other hand, all the algorithms 
showed significant CBV differences 
across true MTT values, indicating that 
all the algorithms were susceptible to 
MTT differences on the basis of erro-
neous CBV calculation. For MTT, 10 al-
gorithms were biased by delay and only 
two algorithms (PM2 and RP2) were 
delay insensitive.

Significant dependencies on differ-
ent types of R(t) were noted in almost 
all algorithms for both CT perfusion 
and perfusion-weighted imaging.

Correlation of Tmax for Perfusion-weighted 
Imaging
Almost all the pairs, except for one al-
gorithm (ST1), showed good correla-
tion for Tmax (r . 0.9) (Table 7). Abso-
lute values of Tmax showed a significant 
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Table 5

P Values of Repeated-measures ANOVA for CT Perfusion

Software

Delay Dependency
True CBV or True MTT  

Dependency R(t) Dependency

CBF CBV MTT CBF CBV MTT CBF CBV MTT

G1 , .001 .288* ,.001 ,.001 ,.001 .113* ,.001 ,.001 ,.001
G2 , .001 , .001 ,.001 .002 ,.001 .006 ,.001 ,.001 ,.001
H .136† , .001‡ ,.001 .671† ,.001‡ ,.001 ,.001 ,.001 ,.001
P1 , .001 .863* ,.001 .964* ,.001 .736* ,.001 ,.001 .603*
P2 , .001‡ .033* ,.001‡ ,.001‡ ,.001 ,.001‡ ,.001 ,.001 ,.001
S1 .643* .474† NA ,.001 ,.001‡ NA ,.001 ,.001 NA
S2 .594* .469* .471* ,.001 ,.001 .001 ,.001 ,.001 ,.001
T1 , .001‡ ,.001‡ ,.001 ,.001‡ ,.001‡ .033* ,.001 ,.001 ,.001
T2 , .001 .357* ,.001 ,.001 ,.001 .287* ,.001 ,.001 ,.001
PM1 , .001 .509* ,.001 .001 ,.001 ,.001 ,.001 ,.001 ,.001
PM2 .631* .509* .318* .005 ,.001 .001 ,.001 ,.001 ,.001
ST1 , .001‡ ,.001‡ ,.001‡ ,.001‡ ,.001‡ ,.001‡ ,.001 ,.001 ,.001
ST2 , .001 ,.001‡ ,.001 ,.001 ,.001‡ ,.001 ,.001 ,.001 .018*

Note.—The software abbreviations are defined in Tables 1 and 2. For CBF and MTT, true CBV dependency is presented. For CBV, 
true MTT dependency is shown. NA = not available.

* No significant dependency.
† No significant dependency but significant interaction between delay and true CBV or true MTT. 
‡ Significant interaction between delay and true CBV or true MTT.

Table 6

P Values of Repeated-measures ANOVA for Perfusion-weighted Imaging

Software

Delay Dependency
True CBV or True MTT 

Dependency R(t) Dependency

CBF CBV MTT CBF CBV MTT CBF CBV MTT

G ,.001* ,.001* ,.001 ,.001* ,.001* .037† ,.001 ,.001 .015†

H ,.001* .202† ,.001* ,.001* ,.001 .996‡ ,.001 ,.001 ,.001
P ,.001* ,.001* ,.001 ,.001* ,.001* ,.001 ,.001 ,.001 ,.001
S ,.001* ,.001 ,.001* ,.001* ,.001 ,.001* ,.001 ,.001 ,.001
EP NA NA NA NA NA NA NA NA NA
PG1 ,.001 .533† ,.001* .028† ,.001 .001* ,.001 ,.001 ,.001
PG2 ,.001* .533† ,.001 ,.001* ,.001 .058† ,.001 ,.001 ,.001
PM1 ,.001 .056† ,.001* ,.001 ,.001 ,.001* ,.001 ,.001 ,.001
PM2 .557† .056† .544† ,.001 ,.001 ,.001 ,.001 ,.001 ,.001
RP1 ,.001* .485† ,.001* ,.001* ,.001 .053‡ ,.001 .087† ,.001
RP2 .035† .485† .317† ,.001 ,.001 .017† ,.001 .087† ,.001
ST1 ,.001* ,.001* ,.001* ,.001* .005* ,.001* ,.001 ,.001 ,.001
ST2 ,.001* ,.001* ,.001* ,.001* .005* .018‡ ,.001 ,.001 ,.001

Note.—The software abbreviations are defined in Tables 1 and 2. For CBF and MTT, true CBV dependency is presented. For CBV, 
true MTT dependency is shown. NA = not available.

* Significant interaction between delay and true CBV or true MTT.
† No significant dependency.
‡ No significant dependency but significant interaction between delay and true CBV and true MTT. 

revealed that despite this statement, 
these programs actually had delay-sen-
sitive errors. When we compared CT 

difference with ANOVA, and a post hoc 
test showed that two algorithms (ST1 
and ST2) showed significant differences 
from others. Correlations with delay 
or MTT and slopes of linear regression 
for delay or MTT were similar among 
all the algorithms, except for one algo-
rithm (ST1). Intercepts for delay were 
also similar among most algorithms, 
except for two algorithms (ST1 and 
ST2); however, intercepts for MTT 
were more variable than delay among 
the algorithms.

Discussion

In the current study, we demonstrated 
that the accuracy and reliability of an 
analysis program can be objectively as-
sessed by using a digital phantom data 
set obtained on the basis of the widely 
accepted tracer kinetic theory in which 
true values of CBF, CBV, MTT, and 
tracer arrival delay are known. Delay-
induced errors in CBF, CBV, and MTT 
are easily recognized visually. Statistical 
evaluation with region of interest mea-
surements is also possible with the dig-
ital phantom, and the accuracy of the 
perfusion analysis can be determined 
by calculating correlations with true 
values, as well as error sources such as 
delay sensitivity and/or MTT or CBV 
dependencies.

In CT perfusion, only two algo-
rithms (T2 and PM2) showed accurate 
results; however, algorithm T2 showed 
delay dependencies on CBF and MTT, 
and these can lead to potential errors in 
CBF and MTT calculations. In contrast, 
any delay dependencies were not shown 
in PM2, in which the circular type of 
SVD, developed as a delay-insensitive 
algorithm in perfusion-weighted im-
aging (17), was used. In perfusion-
weighted imaging, all the academic 
programs and only one commercial 
program showed good correlations (r 
. 0.9) for all three parameters. How-
ever, most of these algorithms showed 
delay dependencies on CBF and MTT. 
Only two algorithms (PM2 and RP2) 
did not show any delay dependencies 
for CBF, CBV, and MTT. For these two 
algorithms, a circular type of SVD, as 
described above, is used. For the other 

programs, use of the same types of cir-
cular SVD (P, PG2, and ST2) was also 
stated; however, our phantom analysis 
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cannot be directly compared among dif-
ferent software programs. In addition, 
we cannot reliably determine the pen-
umbra through threshold levels, nor 
can we compare any quantitative infor-
mation between studies conducted by 
using absolute values. Variations in the 
absolute values may be partly caused by 
the difference in basic algorithms, such 
as SVD and maximum slope, as well as 
other minor implementations in perfu-
sion analysis. Further, a difference in 
the intercept causes errors not only in 
absolute but also in relative values, es-
pecially for perfusion-weighted imaging.

Standardization of perfusion analysis 
is important for multicenter trials. If dif-
ferent programs produce different perfu-
sion results, perfusion images cannot be 
used for patient selection or estimation 
of penumbra and final infarction. On the 
other hand, if standardization is achieved, 
the results obtained in one study with the 
use of one software package can be ap-
plied to another study with the use of a 
different program. In the present study, 
Tmax values of most programs were in 
good agreement with the values from the 
Echoplanar Imaging Thrombolysis Evalu-
ation Trial (19), and this fact may facili-
tate the use of Tmax in large clinical trials 
in the future, where a number of perfu-
sion analysis programs could be used. 
Tmax is not a physiologic parameter such 
as CBF, CBV, and MTT, but researchers 

three actually displayed delay-induced 
errors in our phantom analysis. Delay 
sensitivity has been mainly focused on 
CBF and MTT (11,17); however, we 
have shown delay dependency for CBV, 
as well. Because CBV can be calculated 
by using the ratio of area under the 
curve between tissue and large vessel 
(16), delay-induced truncation of the 
tissue curve can affect the area under 
the curve and then CBV.

In addition to these delay sensitiv-
ities, other sources of errors, such as 
true CBV or true MTT dependencies, 
were evaluated by using our digital 
phantom. CBF and MTT calculations 
should ideally be independent of CBV 
values, and conversely, the CBV calcu-
lation should not be affected by MTT 
values. However, these dependencies 
were observed in all the algorithms 
used herein for at least one of the 
three parameters both for CT perfu-
sion and perfusion-weighted imaging. 
To increase the accuracy of perfusion 
analysis, these dependencies should be 
improved. Further, the shape of R(t) 
might have a significant effect on quan-
tification of hemodynamic parameters, 
as R(t) dependencies were found in al-
most all the algorithms.

In regard to absolute values, slope 
and intercept in linear regression 
analysis were found to be significantly 
variable, suggesting that absolute values 

perfusion and perfusion-weighted imag-
ing, correlations were generally better 
in perfusion-weighted imaging than in 
CT perfusion. The differences of phan-
tom configuration were signal-to-noise 
ratio, temporal resolution, and scan du-
ration. These factors are intrinsic for 
perfusion methods; for example, low 
signal-to-noise ratio, longer temporal 
resolution, and short scan duration for 
CT perfusion were generally a result 
from the aim of reduction for radiation 
dose. Although CT perfusion has line-
arity between tracer concentration and 
signal, accuracy is affected by these fac-
tors, compared with perfusion-weight-
ed imaging.

According to a previous CT perfu-
sion study with the use of G1, H, P1, 
S1, and T1 algorithms, overestimation 
of the infarcted area because of delay-
sensitive CBF reduction was found for 
G1, P1, and T1 (12). In fact, these 
three algorithms showed delay sensitiv-
ity in our digital phantom analysis. Sim-
ilarly, it has been reported that G1, H, 
P1, and T1 show a delay-sensitive MTT 
increase, and our results with phan-
toms suggest that these algorithms ac-
tually have delay-sensitive errors. Most 
CT unit manufacturers have recently 
released new versions of their analysis 
algorithms (G2, P2, S2, and T2). De-
lay sensitivity was expected to be im-
proved in these programs; however, 

Table 7

Correlation and Linear Regression of Tmax Compared with Other Algorithms, Delay, or MTT

Software Algorithm

Correlation Coefficient, r Slope Intercept

EP PG1 PG2 PM1 PM2 RP1 RP2 ST1 ST2 Delay MTT Delay MTT Delay MTT

EP . . . 0.979* 0.941* 0.943* 0.961* 0.967* 0.937* 0.492† 0.929‡ 0.376 0.654 0.911 0.235 3.597 2.873
PG1 . . . . . . 0.956* 0.949* 0.968* 0.955* 0.924* 0.487† 0.939‡ 0.383 0.651 0.922 0.233 3.566 2.880
PG2 . . . . . . . . . 0.928‡ 0.960‡ 0.931* 0.932* 0.491† 0.984‡ 0.388 0.648 1.011 0.250 3.174 2.465
PM1 . . . . . . . . . . . . 0.970* 0.941* 0.925* 0.547† 0.918‡ 0.435 0.683 1.001 0.233 3.768 3.195
PM2 . . . . . . . . . . . . . . . 0.957* 0.950* 0.539† 0.949‡ 0.408 0.691 1.020 0.256 3.747 2.999
RP1 . . . . . . . . . . . . . . . . . . 0.985* 0.598† 0.915‡ 0.358 0.733 0.918 0.279 3.733 2.627
RP2 . . . . . . . . . . . . . . . . . . . . . 0.616† 0.918‡ 0.381 0.733 1.029 0.294 3.549 2.480
ST1 . . . . . . . . . . . . . . . . . . . . . . . . 0.482† 0.121 0.907 1.126 1.251 8.757 20.674
ST2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.420 0.629 0.982 0.218 8.812 8.343

Note.—The software algorithm abbreviations are defined in Tables 1 and 2.

* Value represents good correlations (r > 0.9).
† Significant difference, determined with post hoc pairwise comparisons (Holm-Sidak test).
‡ Significant difference, determined with post hoc pairwise comparisons (Holm-Sidak test), but the value represents good correlations (r > 0.9).
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(21) have shown that it closely relates to 
delay, dispersion, and MTT. Validation 
of perfusion programs by using digital 
phantom data may also facilitate the de-
velopment of a more accurate and robust 
analysis and finally make standardized 
quality control a reality.

The present study had a number 
of limitations. First, three types of R(t) 
were used: exponential, linear, and box 
shaped. Another shape of R(t) may be 
used for this simulation (22); however, 
the true shape of R(t) in the human 
brain is unknown, and these three types 
of R(t) are traditionally used in tracer 
kinetic simulation studies (16,17). Sec-
ond, the curves were generated only 
for the first-pass bolus of contrast ma-
terial, and the second pass was not in-
troduced. In real perfusion data, small 
peaks are observed at second pass. If 
the second pass had been included in 
the simulation, the data may have been 
more realistic. However, interpretation 
of results may be more complicated, 
because the results would be affected 
by the difference in postprocessing 
during handling or compensating for 
second-pass peaks. Third, only the av-
erage values for each tile were evalu-
ated. If the standard deviation within 
a tile had been measured, the differ-
ence in the denoising process of each 
program could have been evaluated. 
However, our aim was to evaluate not 
the denoising process but the accuracy 
and reliability of perfusion analysis. 
Further studies may be conducted to 
examine more factors of various pa-
rameters, such as noise level, temporal 
resolution, and R(t), on the basis of our 
digital phantom scheme. Fourth, we de-
fined accuracy of each algorithm by the 
correlation coefficient to true values. 
It has been reported that linearity was 
lost in the high-flow region in certain 
types of algorithms, especially for low 
signal-to-noise ratio (17). However, we 
used linear regression analysis, as it 
seemed to be suitable to measure the 
difference between true and measured 
values. Fifth, correction for multiple 
comparisons was not conducted in the 
analysis of error sources. If the correc-
tion is used, statistical comparison may 
become stricter. However, as the aim 
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