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Fluids of charged particles act as the supportingmedium for chemical
reactions and physical, dynamical, and biological processes. The local
structure in an electrolytic background is deformed by micro- and
nanoscopic polarizable objects. Vice versa, the forces between the
objects are regulated by the cohesive properties of the background.
We study here the range and strength of these forces and the
microscopic origin fromwhich they emerge. We find the forces to be
sensitively dependent on thematerial properties of the charged fluid
and the immersed solutes. The induced interactions can be varied
over decades, offering high tunability and aided by accurate theory,
control in experiments and applications. To distinguish correlational
effects from simple ionic screening, we describe electrolyte-induced
forces between neutral objects. The interplay of thermal motion,
short-range repulsions, and electrostatic forces is responsible for a
soft structure in the fluid. This structure changes near polarizable
interfaces and causes diverse attractions between confining walls
that seemwell-exploited by microbiological systems. For parameters
that correspond to monovalent electrolytes in biologically and
technologically relevant aqueous environments, we find induced
forces between nanoscopic areas of the order of piconewtons over
a few nanometers.
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The region where different phases meet at an interface hosts the
regulatory processes that determine the face of the Earth from

a global scale down to the microscopic-length scales. These pro-
cesses include the chemical reactions in the atmosphere and the
Earth’s crust at the water–air and water–solid interfaces (1) as well
as the highly specific processes in biology that are coordinated by
membranes and complex macromolecular agents (2). Interfaces
can localize reactive components, mediate interactions, and allow
components in different phases to meet in a selective way, offering
tunable reaction rates over a vast range of magnitudes. The cat-
alytic qualities of interfaces are broadly exploited in industrial
processing that involves an ample variety of applications, such as
metal extraction, water purification, phase transfer catalysis, and
reprocessing of nuclear waste. In addition to the chemical aspects,
interfaces also have distinct physical properties, which find their
applications in transistors and supercapacitors as well as emulsion
stabilization.
In this paper, we highlight the physical properties of the liquid–

solid interface, with a strong focus on fluids of charged particles
that are confined by two dielectric boundaries. In the theoretical
analysis, the charged particles are characterized by the charge q±
and the maximum coupling strength set by an effective hard-
sphere radius a± and the Coulomb potential at contact. The sol-
vent is considered implicitly by a constant permittivity «s relative to
the vacuum permittivity. By adopting these simplifications that
constitute the so-called Primitive Model, we can connect to a tra-
dition of research and expand on familiar knowledge. Moreover,
the Primitive Model retains a reasonable transparency and still
yields a complexity in phase behavior that matches the diversity of
incompletely understood and sometimes counterintuitive experi-

mental observations of like-charge attractions (3–8), collapse and
reexpansion of polyelectrolyte chains and gels as the salt concen-
tration increases (9–12), and unexpectedly long-ranged inter-
actions (13–15) and charge inversion (16, 17). We omit a detailed
discussion of solvent-specific effects such as hydration, effect of
dissolved gases, or contaminants that are common in real solutions
(18) in favor of the elucidation of the effects by electrostatic cor-
relations. The subtle interplay between short-range repulsive and
long-range attractive forces at a moderate thermal energy is re-
sponsible for average (effective) forces between the constituents
that can strongly vary in range, magnitude, sign, and shape (from
oscillatory to monotonically decaying), especially in multicompo-
nent systems. An accurate thermodynamic average should be
taken to recognize these correlational effects, which we do by
solving the anisotropic hyper-netted chain (AHNC) (19, 20),
comparing with the well-known results frommean-field theories as
a valuable reference frame. To isolate correlational effects from
the effects that can be approximated by mean-field theories and
their corrections, we first discuss charged fluids near interfaces
that are neutral and show typical cohesive effects in symmetric
electrolytes that cause depletion attractions between parallel walls
or accumulation repulsions, depending on the polarizability of the
walls and the solvent. Subsequently, we show how charged inter-
faces reduce the cohesion of the confined ion cloud and induce
charge ordering, even in solutions where the bulk can be described
as weakly coupled. By calculating the anisotropic pair-correlation
functions, we outline the deformation of the local structure in the
fluid near the boundaries. The typical soft structure of the fluid is
modified by the boundaries and causes effective interactions that
cannot be found by mean-field or strong-coupling theories but can
be measurably strong, and sufficient to lead to unexpected forces
in experiments. We found a remarkably complex behavior for
monovalent electrolytes in aqueous solutions at ∼0.1 M concen-
trations that corresponds to the intracellular environment, where
the short-range repulsions and long-range Coulomb forces be-
tween the particles induce mean forces near the boundaries that
are comparable in magnitude and range but oppositely directed.
The soft structure of charged fluids and its relation to the ef-

fective forces between nano- and mesoscopic constituents are
poorly understood, despite a long history of research driven by its
ubiquitous manifestation in scientific experiments and industrial
applications. The limitations are caused by theoretical and com-
putational challenges. Recently, however, methods have become
available thanks to a combination of classic liquid-state theory and
modern computational power that yields accurate results on
practical timescales. We develop here a description of the soft
structure between polarizable walls derived from a single theo-
retical framework, with minimal assumptions, matching the
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reliability of a Monte Carlo simulation (21–23), and agreeing with
experimental observations (24). This description provides a
practical understanding of electrostatic correlations in charged
fluids and predictability in experiments.

Polarization Depletion
Before embarking on the statistical thermodynamics of a con-
fined charged fluid, we first calculate the electric field generated
by two static charges between two parallel polarizable bound-
aries by means of the method of images. To facilitate the solu-
tion of the Maxwell equations, one can replace the boundary
conditions by alternative ones that have an identical solution in
the region of interest. A flat dielectric discontinuity next to a set
of charges can be replaced by a set of so-called image charges
with renormalized charge q′ = A12q, depending on the difference
in the dielectric constant between medium 1 and 2,

A12 = ð«1 − «2Þ=ð«1 + «2Þ;

to yield the same boundary conditions and solution for the electric
field in the volume around the charges bounded by the disconti-
nuity. An interesting variation is that of two parallel walls, where
one would need an infinite set of image charges, because each
boundary reflects the images of the other normalized by the factors
A12 and A13 with every reflection, with «1 as the relative permit-
tivity of the confined region and «2 and «3 as the relative dielectric
constants beyond the boundaries. Fig. 1 shows an example of two
oppositely charged spheres between two regions of low permittivity
and an overview of the parameterization. The particle’s colors
symbolize the sign of their charge. The colors of the images form
a pattern depending on the type of the boundary.
The boundaries with two weaker dielectric media act as (at-

tenuating) mirrors, where the images have the same type of charge
as the origin, whereas conducting boundaries reverse the charge
with every reflection, which results in an alternating pattern of
positive and negative images. Two different boundaries, one with
a negative and one with a positive dielectric jump, would give rise
to a pattern where two consecutive images are followed by two
consecutive images of the opposite charge (shown in SI Text). The
total interaction between the spheres involves an infinite sum-
mation of image contributions that can be solved conveniently in
Fourier space, which is described in SI Text. The self-interaction of
the charges (i.e., the interaction of the sphere with its own images)
has a lower value between conducting boundaries than between
two weak dielectric media, which has significant consequences for

the thermodynamic behavior of confined charged spheres. The
self-interaction us = use + uso contains, in both cases, a positive
term contributed by the even number of reflections:

use =
q2lB
H

 lnð1−A12A13Þ−1; [1]

with lB = e2/4π«1«0kBT being the Bjerrum length, «0 being the
vacuum permittivity, kBT being the thermal energy (the choice of
the dimension is for later convenience), andH being the separation
between the boundaries. The second contribution, by the odd num-
ber of reflections, depends on the position z between the bound-
aries (located at z = 0 and z = H) and the type of the boundary:

usoðzÞ=
Z∞

0

dkq2lB

�
A12e−2zk +A13e−2ðH−zÞk

1−A12A13e−2Hk

�
: [2]

For metallic boundaries, the contribution is negative, but for
boundaries with weaker dielectrics, it is positive.
In summary, the self-energy of charged particles depends sen-

sitively on the type of the boundaries and the distance between
them. One could conclude from the above analysis that charged
particles in a fluid would dissolve better between boundaries
with a higher permittivity than between boundaries with a lower
permittivity. The adsorption behavior may be more nuanced,
however, because of electrostatic screening and other thermal
effects. An additional statistical framework is needed to grasp
those effects.

Thermal Forces and Soft Structure
The interaction between two boundaries and a confined fluid of
charged hard spheres depends not only on the polarizability of the
boundaries but also on the thermodynamic properties of the fluid,
such as the temperature, density of particles, charge, and effective
size. At low temperatures, one can ignore the thermal aspects of
the fluid and minimize the energy of the ensemble that includes
the interparticle interactions and the interactions with the
boundaries, treating the ensemble as a solid. At high temper-
atures, one can estimate the mean forces over a finite timescale,
beyond which the system is ergodic, by making use of so-called
high-temperature expansions or mean-field approaches that ba-
sically overestimate the entropy (take an incomplete thermal
average), treating the ensemble as if it were an (almost) ideal gas.
Examples of systems can be given where a combination of both
types of approaches yields useful insights, for instance in the case
of a weakly coupled ionic cloud near a highly charged wall (25–
27). Many examples remain, however, where these approaches,
patched together or not, do not suffice to distinguish a large va-
riety of thermal effects that is relevant in the liquid-like state of an
electrolyte, which is, by far, the most common state in living
matter, the oceans, and numerous solutions used by industry.
These effects may support functionality in biological processes
and provide to nature the potential to tune and invert forces
between solutes simply by regulating the background electrolyte.
More concretely, even in the Primitive Model, where the com-
plexity is minimized by a small set of parameters, the phase be-
havior and mean (induced) forces are incompletely understood.
Simulation methods have the potential to calculate accurate
thermal averages but deal with other challenges, such as an
unmanageable number of particles that one has to consider or
extreme timescales that the ensemble requires to equilibrate,
a characteristic of ionic solutions often reported in experiments.
Here, we use a theoretical method based on liquid-state theory
that has been developed by Kjellander and Mar�celja (19, 20) to
focus on the relevant systems that are characterized by a liquid-
like or soft structure, where extreme-temperature approaches

Fig. 1. Visualization of the method of images applied to a system of two
charges that are confined between two parallel dielectric boundaries. Two
conducting boundaries or boundaries with stronger dielectric media invert
the charge with every reflection (SI Text), whereas two boundaries with
weaker dielectric media only reduce the charge of the particle (situation
above). The total electrostatic potential is obtained by summing the inter-
actions between all of the images, which can be done conveniently in
Fourier space. The choice of parameters is shown in Right. Cylindrical coor-
dinates are used, and because of the translational symmetry parallel to the
boundaries, there is no angular dependency.
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underestimate the phenomenology and simulation methods are
cumbersome. We do ignore the structure of the background
medium, assuming a homogeneous constant permittivity (only
with a jump at the boundaries) and adopting effective sizes for the
ions to account for hydration. One could categorize hydration, the
cage of solvent molecules around solutes, as a hard structure that
is not easily deformed compared with the soft structure that is
considered in this manuscript, although we acknowledge that
here, also, nature may have examples where solvent–ion inter-
actions contribute to subtle thermal forces. Just as mean-field
theories contributed to the understanding of screened Coulomb
interactions (double-layer forces) (28), we hope to expand the
understanding by highlighting additional effects predicted by
liquid-state theory that are because of the soft structure (elec-
trostatic and hard-core correlations) in confined electrolytes. We
find that the local structure, although soft, may lend strong in-
duced interactions between the confining boundaries, even in
monovalent aqueous electrolyte solutions and especially at con-
centrations that correspond to the intracellular environment.

Liquid-State Theory and the AHNC
We use the so-called AHNC approximation for the Ornstein–
Zernike equation (29) to calculate the local structure in the con-
fined electrolyte and relate the information to the induced mean
forces between the confining boundaries and the thermodynamic
properties of the entire system to shed more light on thermal
forces between nanoparticles, membranes, and salt-specific effects
in colloids. The method is carefully and completely described in
the original works by Kjellander and Mar�celja (19, 20), and it is
shortly outlined below. Instead of introducing an approximation
for the direct evaluation of the partition function, we turn to an
exact relation between two pair-correlation functions that are
defined as the second functional derivative of the partition func-
tion with respect to the mean local density ρ(x) [i.e., the direct
correlation function c(x, x′)] and with respect to the local fugacity
z(x) [that is, the total correlation function h(x, x′) (30)], known as
the Ornstein–Zernike equation:

h
�
x; x′

�
= c

�
x; x′

�
+

Z
dx″c

�
x; x″

�
ρ
�
x″
�
h
�
x″; x′

�
: [3]

A second exact equation can be found by comparing the dia-
grammatic expansions of c and h in terms of Mayer cluster
diagrams (31):

c
�
x; x′

�
= − βu

�
x; x′

�
+ h

�
x; x′

�
− ln

�
h
�
x; x′

�
+ 1

�
+ d

�
x; x′

�
; [4]

with u as the pair potential between the particles and d as the so-
called bridge function (inspired by the topology of its cluster dia-
grams). Ignoring the bridge function d corresponds to the so-called
HNC approximation. The integral equation (Eq. 3) can be solved
iteratively with the HNC closure if the mean density is constant in
space (i.e., in the absence of external fields), which is done most
conveniently with the aid of Fourier transformations. For systems
with long-range interactions, such as Coulomb forces, the bridge
function seems negligible compared with the other terms over
a large-parameter range, such that the HNC yields very accurate
pair-correlation functions that are often indistinguishable from the
results of Monte Carlo simulations (32, 33). In the presence of
external fields or symmetry-breaking boundaries, a third relation
is required for the mean local density to close the set of equations:

ρðxÞ= 1
Λ3 expðβμ− βVextðxÞ− βμexcðxÞÞ; [5]

where Λ is the de Broglie wavelength, and μexc is the local excess
chemical potential, which can be formulated in terms of the

above pair-correlation functions within the HNC (34). A direct
evaluation by discretizing space with N grid points per dimension
would involve O(N9) calculation steps (the correlation functions
require six dimensions, and the convolution in Eq. 3 integrates
over three dimensions), which easily exceeds any practical time-
scale, regardless of the current computational possibilities. The
dimension of the correlation functions can be reduced, however,
if symmetries are present. In the case of two planar, parallel
boundaries, the correlation functions can be written as a function
of a coordinate r parallel to the boundaries and two coordinates
z and z′ along an axis perpendicular to the boundaries thanks to
translational symmetry in the directions parallel to the bound-
aries. If the z axis is discretized, one can simplify the analysis
without additional approximations by a mathematical mapping
(19, 20), which is illustrated in SI Text. One can map an inho-
mogeneous 3D system with n components to a 2D system with
Mn components that is homogeneous, with M being the number
of grid points used for the z axis, by labeling the particles in each
layer as a distinct species with a distinct pair-potential uij(r) be-
tween the particles with coordinates zi and zj. The Ornstein–
Zernike equation (Eq. 3) reduces to a matrix equation, which
can be solved with an appropriate closure relation together with
the Boltzmann distribution (Eq. 5), to yield information about
the local structure as well as the thermodynamic properties on
a timescale of minutes on a single central processing unit (if the
grid points are chosen cautiously and judiciously). We fix the
effective ion radius to a± = 0.3 nm for both species, consider
monovalent ions in an aqueous background with a relative per-
mittivity of «1 = 80.1, and focus on the biologically interesting
density regime between 1 mM and 1 M, where relevant effects
caused by the soft structure appear that are not captured by mean-
field theories, high-temperature expansions, and zero-temperature
approaches. We consider the environment around a given ion in
the form of the mean charge density:

Qα

�
x′
��x�= qρ+

�
x′
�
g+α

�
x′; x

�
− qρ−

�
x′
�
g−α

�
x′; x

�
; [6]

with x as the position of the central ion, α as the sign of its charge,
ρ± as the local mean density of ± ions, q = q+ = −q− as the valency
of the ions, and g = h + 1 as the pair-distribution function.

Deformation of the Screening Layer—Neutral Boundaries
In the most simple example of two neutral, nonpolarized bound-
aries, the results of the AHNC reveal two obvious effects that are
absent in mean-field theories (Fig. 2). The density of monovalent
ions displays a clear depletion near the walls, despite the absence
of any external fields in the region between the walls, whereas
a pure mean-field theory predicts a constant density. In high-
temperature expansions or saddle point approximations (26, 35,
36), this effect appears only in the higher-order corrections and is
purely of a correlational origin. Fig. 2 illustrates the mean forces
acting on an ion that originate from Coulomb correlations, hard-
core correlations, and polarization charge induced by a boundary.
The mean force caused by Coulomb correlations is induced by

the anisotropic screening cloud around an ion near the wall. Each
ion should be neutralized by a screening layer of opposite charge
with the same magnitude to satisfy global charge neutrality. In a
homogeneous reservoir, the cloud should be spherical on average,
and its point of central charge should coincide exactly with the
center of the ion. Near a boundary, the cloud has to adapt because
of the geometric constraints or energetic considerations if the
boundary introduces an external field, such that the point of central
charge may shift, which introduces a dipole moment perpendicular
to the boundary. The polarization charge of a dielectric boundary
adds an extra force, with direction and magnitude that depend on
the dielectric contrast (green dashed line in Fig. 2) and affect the
deformation of the screening cloud. The hard-core correlations
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induce a mean force in a similar fashion. Any boundary that breaks
the symmetry in the geometric or energetic landscape changes the
local environment around the nearby ions and may induce aniso-
tropic collisions. This correlational force is generally directed to
the boundary or in any case, in the opposite direction of the density
gradient, has a typical short range of the ion size, and becomes
relevant at higher densities where the volume fraction of particles
has a value above ∼0.01. The total correlation functions have a
longer range in the direction parallel to the boundary [visible in the
profile of Q(r, z) in Fig. 2 and more drastic in Fig. 3] than the
perpendicular direction, and it can be shown that the asymptotic
decay of the correlation functions in the parallel direction obeys
a power law (37) instead of an exponential law. The reasons for the
extension are more subtle, although the trend can be understood
from the balance between entropy and electrostatic energy, which
gives rise to an isotropic exponential decay in the reservoir but
a direction-dependent decay in a geometric confinement. The
boundary-induced anisotropy of the screening cloud introduces
mean forces perpendicular to the boundary (38), as discussed
above, that can be attenuated by shifting the countercharge to the z
coordinate of the central charge. However, by shifting the coun-
tercharge to the given z coordinate while keeping the r coordinate
fixed, one would increase the local density, which is entropically
unfavorable. Therefore, the optimal balance is found by shifting
the countercharge to the z coordinate of the central particle and

spreading the ion cloud in the r direction. The range of the de-
pletion (caused by electrostatic correlations) is dependent on the
concentration and becomes smaller at higher densities. Beyond
a reservoir density of 0.1 M (corresponding to a packing fraction of
∼0.015) an accumulation near the boundary becomes visible over
a range of the ion diameter (because of anisotropic collisions). In
the regime roughly between 0.1 and 0.5M, a transition takes place,
where the number of adsorbed particles in excess over the reservoir
(Gibbs adsorption) changes from negative to positive.

Deformation of the Screening Layer—Interacting
Boundaries
The consideration of a system of neutral, noninteracting bound-
aries helps to reveal and identify several effects that are caused by
the local structure in the ion cloud (i.e., ion correlations), such as
a long-range depletion originating from the electrostatic inter-
actions and a short-range accumulation stemming from short-
range repulsions. Real systems, however, are more complicated,
because any soft or hard boundary interacts in general because of
polarization, dispersion forces, or surface groups that ionize in
solution, which influences the soft structure and therefore, the
manifestation of the mean forces that are caused by correlations
as well. The previous analysis remains helpful to understand the
additional effects caused by the external fields that are generated
by the boundary.

Fig. 2. The normalized density of monovalent ions between two neutral, nonpolarized boundaries is shown in Left for several values of the reservoir
concentration ρs (black, red, and blue at ρs = 0.03, 0.1, and 0.3 M, respectively). The green dashed line corresponds to the density of monovalent ions between
two dielectric discontinuities, with «2 = 70, «3 = 93, and ρs = 0.1 M. At low densities, depletion near the boundaries is visible over a range of the order of the
Debye length because of the anisotropic screening cloud that pulls ions away from the boundary. The subtle increase in density near contact at ρs = 0.1 M is
a signature of hard-core correlations that tend to push ions against the walls, which are caused by anisotropic collisions. At densities above ∼ 0.3 M, the
accumulation completely overcomes the depletion, and the Gibbs adsorption becomes positive. The green dashed curve shows additional effects caused by
polarization; the right boundary attracts ions because of its polarization charge of opposite sign, whereas the left boundary repels the ions because of its
polarization charge of similar sign. The local charge density around an anion at the right boundary is shown in Right, corresponding to the system with the
two dielectric discontinuities and ρs = 0.1 M (green dashed lines) with an illustration of the mean forces that act on the ion. The screening cloud around an ion
becomes anisotropic near the boundary because of geometric constraints and generates a mean force away from the boundary, which becomes relevant at
distances shorter than the typical Debye length. The anisotropic collisions (short-range repulsions) cause a mean force to the wall within a distance of a few
particle radii. The induced polarization charge generates a force directed away or to the wall, depending on the dielectric contrast, and is typically of slightly
shorter range than the force induced by the anisotropic screening cloud. The typical range of the correlation functions in the direction parallel to the
boundaries increases near the boundaries and is more affected by the geometry rather than the dielectric properties of the wall.

Fig. 3. The anisotropic screening cloud around a monovalent anion between two adsorbing boundaries at three different locations, from left to right, in the
adsorption layer, near the adsorption layer, and between the walls is shown. The colors indicate the mean total charge around an anion located at the center
of the white area. The mean density of ions displays an increase near the boundaries caused by the short-range attraction of the boundary. Although the
adsorption is relatively weak (driven by a potential difference of −1 kBT), it is clearly visible that the adsorbed layers contain a large fraction of the screening
ions and that the ions within the adsorbed layer correlate visibly with the ions in the other layer, especially at smaller separations (2 Debye lengths for the
four left figures and 0.8 Debye length for the four right figures). The figures visualize a type of fluctuation-attraction.
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As a simple extension, we consider two boundaries that attract
anions and cations equally over a short range (39). Fig. 3 shows
the local net charge around an anion between the two adsorbing
boundaries, separated by 2 (Fig. 3, four left panels) and 0.8
Debye lengths (Fig. 3, four right panels), at different locations.
The reservoir concentration is 1 mM and increases near the
boundaries up to 3 mM because of the attraction potential of the
boundary that decreases linearly by 1 kBT over about 5 nm and is
zero at larger distances. Despite the weak attraction, the effect
on the soft structure is considerable. The majority of screening
ions is located near the walls, regardless of the position of the
anion, and most strongly if the anion is close to the boundary.
The qualitative features of the typical distribution can be ex-
plained from the balance between entropy and electrostatic en-
ergy. The screening cloud around the anion can be formed by
attracting countercharge from either the dilute bulk phase or the
denser adsorption layer, which is entropically more favorable but
perhaps energetically less favorable depending on the distance of
the anion to the layer. The fraction of countercharge in the ad-
sorption layers depends on the position of the anion, although it
is clearly visible in Fig. 3 that an anion in the left layer strongly
correlates with the charge in the other layer if the distance is less
than 1 Debye length. Fig. 3 shows the presence of fluctuation
interactions between the two boundaries. Any fluctuation in the
charge in the left adsorption layer induces countercharge in the
right layer on average and hence, a mean attractive force be-
tween the boundaries. For the given parameters, the effect is
negligible, which can be quantified analytically by a model that
incorporates Gaussian fluctuations around the mean-field solu-
tion (40). Nevertheless, the force can be amplified exponentially
by increasing the attraction potential of the boundaries and the
surface area of the boundaries to values where higher-order
corrections contribute. The AHNC method does not yield
explicit analytical expressions for the induced force but does
include higher-order fluctuations, and it offers the opportunity
to study these fluctuation forces quantitatively.
Phase boundaries generally exert electrostatic forces on nearby

electrolytes by means of ionizable surface groups or polarization.
Fig. 4 illustrates the deformation of the screening cloud around
a negative ion near a positively charged boundary with a surface
charge density of σ = +0.01 e/nm2 (1.66 pM/cm2).
The screening cloud behaves differently near the boundaries

compared with the system of Fig. 3. The overall mean density of
positive ions is lower than the mean density of negative ions, as
shown in Fig. 4, Right, to compensate for the charge of the
boundaries, but the profiles also display the correlation effects that
were found near neutral boundaries (Fig. 2) and deviate signifi-
cantly from Poisson–Boltzmann results. The negative ion attracts
positive counterions and is, on average, surrounded by a positively
charged island in a negative background. The largest mean density
of positive ions is found in the close vicinity of the boundary but

also the largest density of negative ions and the highest value of the
electric field, such that the island of positive charge prefers the
center, where the mean electric field is weakest and not because of
a relative abundance of positive charges (which was the reason for
the deformation of the screening cloud near adsorbing bound-
aries). The mean screening cloud around a positive ion, however,
does show similar qualitative features as Fig. 3; in the negative
background, a positive ion induces a local maximum at the dis-
tance of closest contact and near the boundaries.

Effective Forces Induced by Soft Structure
We have been focusing on the influence of a variety of bound-
aries on the soft structure in a Coulomb fluid. The analysis of the
local structure does not only yield information about the mean
forces between the ions and between the ions and the boundaries
but also, the pressure between the two boundaries. The de-
formation of the ionic environment changes the free energy per
ion and therefore, the free energy per volume between the
boundaries, depending on the separation, as well. Even if the
energy change is only a fraction of a kBT per ion, the total change
in the free energy can well exceed the thermal energy if the
surface area and ion density are large enough. Fig. 5 shows the
osmotic pressure as a function of the separation H for a variety
of boundaries subtracted by the value at infinite separation, such
that it has an asymptote at zero. At small distances, the pressure
is negative for all of the curves and becomes stronger on ap-
proach, except if the boundaries are adsorbing (exert a short-
range attraction). The osmotic pressure is obtained by the con-
tact theorem (41)

Πzz =
X
i=±

kBTρið0Þ−
Z

dz
∂ViðzÞ
∂z

ρiðzÞ; [7]

with Vi as the external potential (in addition to the hard-core
repulsion) caused by the boundary that is experienced by an ion
of type i.
At high ion densities, the pressure is found to decrease sharply at

small separations. The attraction can be understood from the
electrostatic cohesion in the fluid. The depletion from the bound-
aries becomes stronger if the boundaries are brought closer to-
gether, causing a decrease in the osmotic pressure. The hard-core
correlations induce an opposite effect that contributes significantly
beyond ∼0.1 M (a packing fraction of ∼0.015). The mean elec-
trostatic force away from the boundary (Fig. 2) decreases if the
boundaries approach closer than a few Debye lengths, because the
screening cloud becomes less anisotropic. However, themean force
to the boundary caused by the anisotropic collisions remains more
or less constant until a separation smaller than a few ion radii,
leading to an accumulation near the boundary. The increasing self-
energy of the ions (caused by inefficient screening and confine-
ment) is found to become the dominant term, causing a strong

Fig. 4. The anisotropic screening cloud around a monovalent anion between two positively charged boundaries of charge density σ = +0.01 e/nm2 in
contact with a salt reservoir with concentration ρs = 0.3 M. The mean charge density around the anion changes sign because of the overall excess of
negative ions. Near the boundaries, where the local concentrations of both ions and total negative charge are elevated, the screening cloud comprised of
cations becomes compressed. The mean concentration around a cation has similar qualitative features as shown in Fig. 3 because of the excess of anions at
the boundaries.
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depletion and a negative osmotic pressure. The net effect of all
contributions is an increased accumulation near the boundary but
an overall depletion of ions, causing a negative osmotic pressure.
These effects can be tuned slightly by varying the ion radius and
more strongly by the polarization of the boundaries (weak di-
electric boundaries favoring the depletion attraction and strong
dielectric boundaries favoring the accumulation repulsion). Sur-
face charge adds another tuning parameter, with additional possi-
bilities. For a surface charge that is not too high and a moderate
reservoir density, it should be possible to create a minimum in the
osmotic pressure at a finite distance based on numerical estimates
from the above results, but more quantitative study is being per-
formed to outline the parameter regime.

Discussion
At low concentrations (below 1 mM), the mean forces caused by
correlations are small for monovalent electrolytes in water and in
practice, completely overwhelmed by the forces caused by sur-
face charge and surface polarization that can be approximated by
mean-field theories (14). At higher densities (above 0.1 M), the
effects remain subtle but contribute to large deviations from
mean-field results that could be measurable (42) and add sig-
nificant forces between confining boundaries that can be either
attractive or repulsive depending sensitively on the density of
electrolytes, their effective size, and the type of boundaries. The
biologically relevant concentration regime between 0.1 ( ρs (
1 M is of extraordinary interest for these correlational forces,
because it is in this regime that the short-range repulsions and
long-range interactions between the ions induce mean forces of
comparable magnitude but in opposite direction and over (a
slightly) different range; therefore, one can change the induced
forces from attractive to repulsive by a small increase in salt
concentration or replacement of one ion type by another or in-
duce a local minimum in the interaction potential as potentially
observed in the experiments by Kaz et al. (43). We expect that
these forces play a role in the (de)stabilization of dense charged
colloids (44), emulsion droplets in brackish and saline water,
sterically stabilized nanoparticles in a saline environment or with
locally increased salt concentrations (45), dense gels and polymers,

and solutions with a low permittivity or multivalent ions. In the
last example, the correlations are generally much stronger than
the ones considered here, leading to clustering, condensation, and
a type of local structure that is more rigid (46, 47). Knowledge of
the microscopic structure could elucidate the origins for the pre-
cipitation and redissolution of polyelectrolytes in monovalent (12)
and multivalent salt solutions (5, 11), the interactions between
nucleic acids and charged surfaces (7), and the structure and
pattern formation in restricted geometries (48, 49), and it could
sustain and extrapolate the results of more time-consuming sim-
ulation methods (50). The AHNC method provides accurate nu-
merical results within convenient timescales and offers insight in
the anisotropic local structure in primitive model electrolytes and
the related mean forces. The primitive model displays a remark-
able complexity, despite the absence of an explicit solvent, of ion
polarization, ion anisotropy, hydration, and other factors that nu-
ance the behavior of real electrolyte solutions. The primitive
model does reveal the fingerprints of Coulomb correlations and
hard-core interactions, which may play a foremost role in bi-
ological matter and provide an invaluable reference framework to
distill the contributions of other solvent-specific effects (51). Fur-
thermore, the AHNC offers invaluable reference for the de-
velopment of (one-particle) density functional theories [DFTs (52,
53)] that generally rely on assumptions for the chemical potential
that are based on knowledge of homogeneous systems. Out-
standingly successful for hard-sphere systems (54), these DFTs
have difficulty describing primitive model electrolytes accurately
and consistently when they display soft structure. One has to (si-
lently) assume local charge neutrality for the local or weighted
density, because the excess chemical potential is not defined for
a homogeneous system that is not globally charge neutral. The
AHNC is free of these inconsistencies and additional assump-
tions, and it also yields the anisotropic pair-correlation func-
tions. The only advantages of such DFTs that are formulated
in terms of the one-particle density are the simplicity of the
equations and the numerical efficiency, which could be re-
strictive factors in more complex geometries or for the analysis
of dynamic processes, such as dynamic DFTs (55, 56), or the
non-equilibrium self-consistent generalized Langevin equation
theory (57, 58), which also describes dynamic arrest. For that
purpose, one would require an accurate guess of the anisotropic
two-point correlation functions, either ab initio or obtained by
other effective liquid-state theories (59). The correlation forces
considered here are comparable with Casimir (60) or critical
Casimir forces (61, 62), with the difference that the boundaries
do not constrain the fluctuations in the electromagnetic field or
critical solvent mixture, respectively, but the ionic fluid itself.
Therefore, it is not surprising that the typical range corresponds
to the correlation length in the ionic reservoir, but the magni-
tude of the force and the dependency on the separation are
intricately related to the system parameters and may allow for
local minima and nonmonotonic behavior thanks to the com-
plex interplay of the mean forces (22, 23).

Conclusion
We study the soft structure in primitive model electrolytes calcu-
lated by an accurate and rigorous liquid-state theory known as the
AHNC. This approach permits us to distinguish and quantify the
thermal forces in fluids of charged particles, between the charged
particles themselves, and between dielectric boundaries that con-
fine the fluid. The intention is motivated by the ubiquitous role that
electrolytes play in natural and industrial processes, such as the
atmospheric chemistry, colloid stability, protein functionality, se-
lective transport in living matter, drug delivery, water purification,
phase transfer catalysis, gel and polymer physics, and many more
examples, where the forces at the micro- and nanoscopic length
scales are governed by the present electrolytes. We describe several
distinct ion-induced forces in aqueous solutions of monovalent ions
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Fig. 5. The pressure as a function of the separation between the bound-
aries H for neutral boundaries with ρs = 1 mM, 0.1 M, and 0.3 M (black, blue,
and green lines, respectively) and the weakly adsorbing boundaries consid-
ered in Fig. 3 (red). A subtle negative pressure between the plates is caused
by the depletion between the boundaries, which becomes stronger with
increasing density over a shorter range. For the adsorbing boundaries,
however, the pressure becomes positive at short range, when the adsorption
layers overlap. The fluctuation attractions between the boundaries are sig-
nificantly enhanced because of the adsorbed layer, despite the fact that the
adsorption potential in the example is relatively weak. The image charge
effects strongly enhance the depletion attraction (low-« boundaries) or the
accumulation repulsion (high-« boundaries).
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at salt concentrations ranging roughly between 0.01 and 1 M (a
most relevant regime for the examples mentioned above) that are
expected to compete for dominance with the well-known screened
Coulomb forces. We introduce the concept of soft structure to
connect the induced forces to the local microscopic structure in the
ionic fluid and visualize the deformation of the local environment
around the ions near several types of boundaries that are neutral,
adsorbing, charged, polarizable, or a combination of these prop-
erties. For monovalent ions, we find important attractive forces
above ∼0.1 M because of electrostatic depletion from the bound-
aries caused by the anisotropic screening of the individual ions,
strongly enhanced or counteracted by polarization of the boundary.
The considered forces cannot be found by well-known (practical)

mean-field theories and are relevant for neutral solutes or solutes
close to an isoelectric point as well. We aim to provide an intuitively
appealing overview to aid and enhance predictability and control in
experiments. The results from theAHNCmay provide guidance for
the development of simple scaling laws, potentially efficient and
practical DFTs, and coarse-grained simulation methods to over-
come the disparate length, time, and energy scales that characterize
nanomaterials and biological matter.
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