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Abstract
Lab-on-a-chip systems have been rapidly emerging to pave the way toward ultra-compact,
efficient, mass producible and cost-effective biomedical research and diagnostic tools. Although
such microfluidic and micro electromechanical systems achieved high levels of integration, and
are capable of performing various important tasks on the same chip, such as cell culturing, sorting
and staining, they still rely on conventional microscopes for their imaging needs. Recently several
alternative on-chip optical imaging techniques have been introduced, which have the potential to
substitute conventional microscopes for various lab-on-a-chip applications. Here we present a
critical review of these recently emerging on-chip biomedical imaging modalities, including
contact shadow imaging, lensfree holographic microscopy, fluorescent on-chip microscopy and
lensfree optical tomography.

Index Terms
on-chip imaging; on-chip microscopy; lensfree imaging; lensless microscopy; shadow imaging;
lensfree holography; computational biomedical imaging

I. INTRODUCTION
Though it was invented more than 400 years ago, the optical microscope is still the leading
visualization tool and one of the gold standards for biological and biomedical analysis.
Several microscopy modalities emerged during the past century, and even if we limit
ourselves to the visible portion of the electromagnetic spectrum we find numerous
techniques such as fluorescence microscopy, differential interference contrast microscopy,
phase contrast microscopy, dark field microscopy, confocal microscopy, etc. In the last two
decades, these methods became even more powerful with the introduction of super-
resolution techniques to break the diffraction limit of conventional microscopy systems.

In parallel to the evolution of optical microscopy, lab-on-a-chip systems and microfluidics
also emerged as powerful fields, creating new opportunities for sample preparation and
processing on a chip [1]. During the last decade various important tasks had been
miniaturized with the use of these lab-on-a-chip concepts, including cell and tissue culturing
[2–4], cell separation and sorting [5], [6], cell lysis [7], DNA and RNA amplification
(Polymerase Chain Reaction) [8], fluorescent labeling [9], analytical techniques for micro-
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arrays [10], and sensing [11]. One of the goals of these systems is to create cost-effective
and compact diagnostic tools for biomedical use. Although most of these lab-on-a-chip
systems achieved high levels of integration, imaging of these on-chip platforms is still
usually done with bulky conventional microscopy systems, which might partially limit their
potential impact, especially for point-of-care and field applications.

In the last few years, however, various compact on-chip imaging approaches have been
emerging to potentially replace conventional lens-based microscopes for lab-on-a-chip
applications. Here, we present a critical review of these new on-chip imaging modalities also
covering possible biomedical applications. For this end, in Section II we give an
introduction to lensfree in-line holographic microscopy. Section II.A details lensless digital
holographic microscopy which uses coherent spherical wavefront illumination. Section II.B
discusses some of the recent partially-coherent lensfree digital holographic microscopy
methods using plane wave illumination. We then review non-holographic on-chip
transmission imaging systems in Section III. Section IV reviews some of the existing
lensless optical tomography approaches, while Section V gives a short overview of the
current capabilities of on-chip fluorescent microscopes. We conclude our review with future
prospects of such lensless on chip imaging modalities.

II. Lensfree Digital Holographic Microscopy
Lensless imaging for microscopy can be dated back to 1948 when Dennis Gabor first
proposed his new microscopic imaging principle for electron microscopy to get rid of the
imperfect magnetic lenses [12]. His idea, to capture the interference of the illuminating
wave, i.e., the reference wave, and the waves diffracted by the object, or the object waves,
on a photographic plate marked the birth of holography (see Figure 1).

Holography is a two-step process, i.e., image capture and reconstruction. In the first step
(recording), the amplitude and the phase information of the object wave is captured as an
interference pattern. In an in-line holographic setup the illumination constitutes as the
reference wave, R(x,y,z), under the assumption that the density of objects is not exceedingly
large, thus the major part of the illuminating beam remains unscattered, as if not having
interacted with the objects. However, a relatively smaller portion of the illuminating light is
scattered by the sample, constituting the object wave, O(x,y,z). The degree of coherence
(both temporal and spatial) of the illumination at the sensor plane should be sufficient to
permit the reference and object waves to superpose in complex amplitudes, giving rise to a
measured interference pattern, i.e., the hologram:

(1)

In Eq. (1), the first term is ideally a uniform background signal, which does not contain
useful information regarding the objects. The second term is a self-interference term,
corresponding to the intensity of the diffracted wave at the sensor plane. This term has a
relatively low intensity, compared to the last two terms, and can be neglected for weakly
scattering samples. The last two terms are the dominant holographic terms of interest since
we typically have: |R| > |0|. In traditional ‘analog’ holography, when the recording material
is illuminated by this interference pattern, and later developed, its’ transmittance (t) becomes
proportional to the recorded intensity, thus:

(2)

where k is just a proportionality constant. To obtain the original image of the object from the
recorded hologram a second step, i.e., the hologram reconstruction, is needed, which was
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traditionally achieved by illuminating the recording medium with the same reference wave.
The wave diffracted by this medium can be expressed as:

(3)

Ignoring the first term since it constitutes a uniform background, the dominant terms in Eq.
(3) are the third and fourth terms, which are proportional to the original object wave and its
complex conjugate, respectively. The latter is also referred to as the conjugate object wave,
which has a reverse curvature compared to the object wave, and is therefore responsible for
the twin image artifact in in-line holographic imaging architectures - a topic that we will
revisit when we discuss the numerical details of image reconstruction.

Different than analog systems, in digital holography the hologram recording is done by an
electronic image sensor-array, while the reconstruction step is done numerically using a
digital processor, by virtually illuminating the recorded holographic pattern with the
reference wave, and then using various wave propagation algorithms to calculate the
complex field distribution at the object plane, which ideally yields the digital image (both
phase and amplitude) of the object itself.

The use of an electronic image sensor-array instead of a photographic plate, and the digital
reconstruction of the captured hologram using a computer, was first demonstrated by J. W.
Goodman and R. W. Lawrence in 1967 [13]. But only with the use of modern digital image
sensors for hologram recording, demonstrated by e.g., U. Schnars and W. Jüptner [14] in
1994, was digital holography truly born, yielding rather competitive images.

To be able to efficiently simulate the effect of the reference wave, one has to know the exact
phase distribution of illumination light. Since measuring the phase distribution of an
arbitrary wave with the necessary precision is problematic, digital holography uses sources
with known, and numerically easy-to-represent, wavefronts for illumination, such as
spherical or planar wavefronts. Both of these approaches are used in lensless holographic
microscopy, but their capabilities and the required reconstruction methods are different.

The wave propagation algorithms used to reconstruct the digital holograms are based on the
scalar diffraction theory and are the numerical solutions of either the Fresnel-Kirchhoff, or
the Rayleigh-Sommerfeld diffraction integrals. As with any numerical method there is a
natural trade-off between the complexity and the accuracy of the calculations. The most
commonly used digital reconstruction algorithm is based on the Fresnel propagation method
[15]:

(4)

where E1 is the scalar electric field in the hologram plane, E2 is the scalar electric field in
the object plane, x and y represent the Cartesian coordinates of the corresponding planes
perpendicular to the optical axis, z is the propagation distance, and λ is the wavelength of
the illumination. Equation (4) can be calculated using a single FFT [16], but as its name
suggests it uses the Fresnel approximation, making it only valid for relatively low numerical
aperture (NA) systems, thus it offers only limited resolution.

One of the most accurate methods for wave propagation is the calculation of the Rayleigh-
Sommerfeld diffraction integral without any approximations, using the angular spectrum
method [17]:
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(5)

where

(6)

The integral can be rewritten into the form of a convolution using a propagation kernel
h(x,y,z):

(7)

(8)

where . Using the convolution theorem one can write:

(9)

(10)

(11)

Here, fx, fy and fz are the corresponding Fourier frequencies for x, y, and z, respectively.

Using the above described angular spectrum method for wave propagation, the Rayleigh-
Sommerfeld diffraction integral can be calculated numerically by determining the
propagation kernel, using a digital a low pass spatial filter, which blocks spatial frequencies
corresponding to the evanescent waves, and performing two FFTs. Though theoretically
more accurate, the angular spectrum method was initially less popular, since it requires
special care to avoid spatial sampling problems of the transfer function, which can possibly
result in severe numerical errors as the propagation distance increases. This problem was
later solved by Matsushima, by limiting the bandwidth of the propagation [18].

During the reconstruction of in-line holograms the object wave and the conjugate object
wave represent optical fields traveling in opposite directions. As a result, upon propagation
of the recorded hologram toward the object plane, one of these terms converges to an image
of the object, while the other further diverges, forming a weaker defocused twin-image
related artifact that is concentric with the actual image. This spatial artifact is one of the
main drawbacks of in-line digital holographic imaging systems, and is caused by the fact
that the image sensor only measures the intensity of the light, and thus, the phase of the
scalar electric field at the hologram plane is lost. Phase retrieval algorithms [19] make use of
the square-root of the hologram intensity (i.e., the amplitude) as a starting point to guess the
optical field at the sensor plane. This initial phase guess (which can start with e.g., a random
guess) is then refined by iteratively updating the phase as the field is propagated back-and-
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forth between the measured hologram plane and the reconstructed object plane, while the
size and shape of the objects (i.e. an object support) is used as a constraint in these
iterations. This method, however, is sensitive to the accuracy of the used object support.
Another approach to retrieve the phase information is to capture two or more holograms of
the same object at different heights/distances, and iteratively propagate between these
different hologram planes while continuously adjusting the phase of the wavefront until the
amplitude of each height matches the measured holograms [20], [21]. This method has the
advantage to work without the need for any object support, thus making it more suitable for
imaging of dense objects.

There is another elegant optical solution for the above discussed twin image problem, which
also overcomes the object density related issues. In an off-axis holography setup, a beam
splitter is used to split the illuminating beam into two paths before it reaches the sample.
One of these beams propagates through the optical system undisturbed by the object creating
an external reference wave. This reference wave reaches the detector plane under a small
angle compared to the object wave, hence the name off-axis holography. Despite its
advantages for handling twin-image artifacts, this off-axis imaging architecture suffers from
reduced field-of-view (FOV) and effectively a reduced space bandwidth product.
Nevertheless, this technique is a frequently used method in digital holographic microscopy
[22], [23], but in this review we will rather focus on in-line holographic architectures, where
no external reference wave is used, leading the way to easier to align and operate field-
portable microscopes with wide FOV. We should note here that compact and field-portable
off-axis imaging systems have also been recently demonstrated [24], [25].

A. Digital in-line holographic microscopy with coherent spherical wavefront illumination
A powerful application of Gabor’s idea for digital holographic optical microscopy was
presented by Kreuzer Group [26], [27]. By using a pinhole with a size smaller than 1.22*λ,
where λ is the wavelength of the illumination, a near-perfect spherical wavefront can be
created. This spherical wavefront is then used to illuminate the target/object whose distance
from the aperture (z1) is much smaller than its distance from the sensor (z2) as shown in Fig.
2.

As described before, the scattered object wave interferes with the illumination beam at the
sensor plane and this interference pattern is captured by the image sensor. The use of this
optical setup (Figure 2) leads to a fringe magnification in the system: M = 1+z2/z1, which
typically is around 10–35. The achievable FOV of lensless digital holographic systems is
proportional to the active area of the image sensor chip and is inversely proportional to the
square of the fringe magnification term (M). Since the fringe magnification term helps to
overcome the sampling limit introduced by the pixel-size (px) of the used sensor chip, the
spatial resolution (δx) of this type of imaging architecture is mainly limited by the width of
the image sensor chip (W), i.e., δx = λ/2NA = λz2/W.

Initially, digital reconstruction algorithms employed in this architecture had difficulty of
dealing with spatial sampling of a spherical reference wavefront at the sensor plane for high
numerical apertures. An important solution to this problem in order to reconstruct high NA
holograms is based on the Kirchhoff-Fresnel transform, and was first proposed for
photoelectron holography by Barton [28], and later improved by Kreuzer Group [26], [29]
by adding a spherical coordinate transformation step to the reconstruction method. This
approach solves the Fresnel-Kirchhoff diffraction integral with the approximation that the
position of the object is closer to the light source than to the sensor. It typically employs two
recording steps, first recording the reference spherical wave without the object, and second,
recording the hologram of the object. The difference of the two captured intensity patterns
exhibits several advantages and helps digital removal of any possible imperfections resulting
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from the illumination or the sensor-array. This numerical reconstruction method is capable
of reconstructing images of biological specimen with sub-micron resolution [30]. Recently
Kanka et al. also reported another reconstruction scheme which solved the aliasing problem
of the spherical reference wave, enabling the use of the more rigorous angular spectrum
method [31]. A computationally more efficient version of this algorithm [32] was recently
demonstrated to reconstruct holograms with an NA of ~0.8. As an example, using a
modulated laser with reduced coherence length can resolve a cluster of e.g., 816 nm
microbeads (see Fig. 3) [33].

One can potentially further increase the resolution of these digital holographic microscopy
setups which utilize relatively large fringe magnification terms by using synthetic aperture
techniques. As with most holographic super-resolution techniques, the concept here is to
capture several holograms of the same sample, each with different information content, and
digitally synthesize a single hologram, which essentially contains all the information. Since
this type of architecture (Fig. 2) is mainly limited by the size of the image sensor, the
straightforward solution is to mechanically shift the image sensor chip in the hologram plane
to different locations, and capture holograms containing higher angles and spatial
frequencies. The holograms can then be stitched together into one single high resolution
hologram before the final reconstruction step [34–39]. Scanning the sensor itself may not
always be a convenient method for on-chip imaging, but similar results can be obtained by
shifting the light source instead of the sensor chip as demonstrated in [40–42]. In one
implementation, digitally combining the obtained off-axis and in-line holograms in the
Fourier domain enables super-resolution imaging as illustrated in Figure 4 [40].

For the in-line hologram recording geometry outlined in Figure 2, the spatial and temporal
coherence of the illumination has to be high, so that the object wave and the reference wave
can interfere at the detector-array. Due to the relatively large distance between the object
and the sensor planes, the scattered object wave fills a substantial area on the image sensor,
especially when the system tries to capture the light at high angles for increased resolution.
Consequently, the whole sensor surface needs to be coherently illuminated, requiring a large
spatial coherence diameter as well as the use of a narrowband light source such as a laser for
getting sufficient temporal coherence. The aperture used for spherical wavefront generation
(Fig. 2) typically has a submicron diameter, thus it automatically provides the required
spatial coherence. On the other hand, an increase in spatial and temporal coherence can
cause unwanted interference terms due the reflective surfaces in the system and is a source
of multiple reflection interference and speckle noise. Light emitting diodes (LEDs) can also
be used for illumination, as demonstrated by Repetto [43], but since their coherence length
is in the micrometer range one has to carefully consider the spectral characteristics of the
used LED for an optical set-up as shown in Fig. 2, where the sample is quite away from the
detection plane. Nevertheless, several systems using lasers or partially temporally coherent
light sources have been used for imaging biological samples, such as diatoms [44],
dinoflagellates [45] and other aquatic life-forms [46] as well as for visualizing fluid flow
patterns [47] (see Fig. 5), and investigation of the behavior of microbial life forms in fresh
water [48].

One practical limitation of these systems is that pinholes of such a small size tend to get
blocked by dust or other particles easily, and the proper adjustment of such a pinhole to a
focused laser beam requires high precision and could also require relatively expensive
optical and mechanical elements.

As a modified scheme compared to Figure 2, optical ptychography (which relies on coherent
diffraction) has also been used for lensless microscopy purposes [49], [50]. In this approach,
the sample is mechanically stepped through a localized coherent wavefront generating a
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series of diffraction patterns on the detector array. From these coherent diffraction
measurements, the phase and amplitude of the object can be reconstructed iteratively. This
method requires precise control of the sample position and acquires more number of images
than the in-line holographic method depicted in Fig. 2. However, using super-resolution
methods it can also perform high-resolution microscopy with a long working distance,
without being limited by twin image problems.

In the next sub-section we will discuss an alternative inline holographic imaging modality
which is based on partially-coherent planar illumination. Some of the important advantages
of this approach would be to achieve a significantly larger imaging FOV while also using
very large illumination apertures (bringing alignment simplicity) as well as reducing speckle
and multiple reflection related noise artifacts observed in reconstructed images.

B. Digital in-line holographic microscopy with partially-coherent planar wavefront
illumination

For imaging applications that demand a large FOV and high throughput, digital in-line
holography can efficiently use the full active area of a given image sensor chip by changing
its optical setup as shown in Fig. 6 [41], [42], [51–54].

An important difference that we would like to initially point out in Figure 6 compared to the
holographic imaging architectures discussed in the previous section is that the sample to
sensor distance (z2) is much smaller than the distance between the sample and the light-
source/pinhole(z1).

This leads to a new type of digital holographic system, with several unique features. First,
the fringe magnification (M) of this system is approximately 1, which leads to an imaging
FOV that equals to the active area of the sensor chip e.g., ~24–30 mm2, as shown in Fig. 7.
Second, since the illumination source is placed far from the sensor plane, the reference wave
can be considered as a plane wave, and therefore the digital reconstruction does not have the
same sampling and aliasing related issues that spherical wavefronts have. Third, in this new
geometry the main limiting factor for spatial resolution is actually the physical pixel size and
not the width of the used image sensor. Fourth, both the spatial and temporal coherence of
the used illumination can now be significantly lower, since the path length difference
between the scattered and the reference wave and the spatial size of the recorded hologram
of a single object (e.g., a cell) is substantially smaller. It can be shown [51] that the use of
spatially incoherent illumination through a large aperture is approximately equivalent (for
each cell’s holographic signature) to spatially coherent illumination of each cell
individually, as long as the cell’s digitally sampled hologram is smaller than the spatial
coherence diameter at the detector plane. For a typical setup as shown in Fig. 6, the spatial
coherence diameter is ~200–500μm, which is quite appropriate for most cells of interest.
This means that the light source can now be a simple LED that is butt-coupled to a large
pinhole or a large-core multi-mode fiber, and thus no sensitive alignment or light-coupling
optics is needed. Consequently, the entire lensfree on-chip holography platform lends itself
to a compact, cost-effective and mechanically robust architecture, which can be especially
useful to build microscopes for field-use in low-resource settings, or to integrate with
compact on-chip microfluidic systems. Finally, the reduced coherence of this platform also
significantly reduces speckle, multiple reflection noise as well as the cross-interference
among scattered object waves, which all represent noise terms in a reconstructed
holographic image. Biomedical use of this platform has already been demonstrated for blood
analysis [51], [52] (See Fig 8.), for imaging antibody microarrays [56], for semen analysis
[57] and for the detection of waterborne parasites [58].
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Although the large FOV, reduced interference noise and alignment simplicity are important
features of this optical setup, it also introduces new challenges. Due to the short sample to
detector distance, the diameter of the twin image at the object plane now gets smaller, and
therefore the elimination of the twin image becomes more important. In addition to this, due
to unit fringe magnification of this hologram recording geometry, the pixel size at the
detector array now plays an important role in spatial resolution, since it may cause under-
sampling of high-frequency fringes of a lensfree hologram. For applications that require
submicron resolution, this spatial resolution limit imposed by the pixel size can be
circumvented through use of pixel super-resolution algorithms, as first demonstrated for
lensfree on-chip imaging by Bishara et al.[41] (see Fig. 9).

Although this super-resolution method also involves capturing several lensfree holograms of
the same object, the idea behind it is rather different. The resolution loss in Fig. 5 is not
caused by the loss of light diffracted at high angles, since even light rays corresponding to
an NA of ~1 can now reach the detector surface. The problem is caused by the under-
sampling of the lensfree holograms by the detector pixels. Information of these high spatial
frequency fringes can be recorded indirectly as slight variations in the pixel values
corresponding to spatial aliasing (see Fig. 9). By recording several lower resolution lensfree
holograms that are sub-pixel shifted with respect to each other over the detector active area
we obtain slightly shifted versions of a single high-resolution hologram that was under-
sampled by the sensor array. The required sub-pixel shifts of the holograms on the sensor
plane can be created by e.g., shifting the light source [41], [42]. The spatial aliasing of the
lower resolution holograms can then be digitally resolved using all these recorded shifted
holograms. To synthesize this pixel super-resolved hologram, the exact shifts of these low
resolution holograms with respect to each other have to be known. To accurately determine
these shifts from the captured lensfree images, gradient-based iterative shift estimation
methods can be utilized [41]. Once the hologram shifts are digitally estimated, the super-
resolved hologram with a smaller effective pixel size can be iteratively calculated using a
cost-function and sub-sequent optimization. An extension of this pixel super-resolution
approach has recently enabled a high numerical aperture of ~0.9 achieving ~300 nm half-
pitch resolution across a large FOV of >20 mm2 [59].

One practical realization of this method involves the use of a matrix of fiber-coupled LEDs
(Fig. 10). The sub-pixel shift of each lensfree hologram is achieved by changing the position
of the illumination fiber, which here is created by individually turning on one of the LEDs at
a time, thus no moving parts are required. This method has been successfully used for
imaging of malaria infected red blood cells over a large FOV of e.g., 24 mm2 [42] (see Fig.
10).

As an alternative approach, pixel super-resolution in a partially-coherent in-line holographic
system can also be achieved by moving the sample instead of the light source, e.g., by
imaging flowing cells in a microfluidic channel as demonstrated by Bishara et al.[60].

Although the above discussed pixel super-resolution methods break the resolution barrier
imposed by the pixel size of the detector, they are fundamentally limited by the detection
signal-to-noise ratio (SNR) of the captured lensfree holograms. As a potential solution to
this and hence to increase the detection SNR, the use of thin wetting films [61] during the
sample preparation process is shown to increase the intensity diffracted to high spatial
frequencies, thus enabling the visualization of weakly scattering objects, such as E. coli
particles [62].

The same partially-coherent imaging platform of Fig. 6 is also capable of color imaging as
demonstrated by Isikman et al. [63]. Recently, a modified version of this setup was also used
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for screening of dense pathological slides (Papanicolaou smears) over a large FOV of 30
mm2. Here, the phase recovery was done iteratively by using several lensfree transmission
holograms acquired at different sample to sensor distances [21], [54] (see e.g., Fig. 11).
These results discussed so far illustrate that the in-line digital holographic microscopy
techniques provide comparable image quality to conventional lens-based microscopes for
various biomedical applications.

In addition to achieving sub-micron resolution over a large FOV (e.g., 20–30 mm2), with
these techniques the sample of interest does not necessary have to be planar; i.e., volumetric
imaging is also possible. Since the reconstruction (i.e., focusing) is done numerically, the
system is capable of performing a numerical equivalent of a Z-scan from a single lensfree
hologram.

An important drawback of the above discussed holographic systems is the need for
transparent samples since these microscopes work in transmission mode. Extension of
similar ideas to reflection geometry has also been demonstrated [25], however, these
approaches need further improvements to reach the throughput and the space-bandwidth of
their transmission counterparts.

Another limitation of these digital holographic microscopes can be considered as their need
for computation to reconstruct images. On the other hand, the speed and capabilities of our
digital processors have reached a decent level which makes real-time numerical
reconstruction possible on e.g., graphics processing units (GPUs) which have already
appeared even on our smart-phones. Therefore, our global access to such advanced
computational resources within inexpensive and compact embodiments makes it quite
timely to practice such lensfree digital holographic microscopes even in resource limited
settings. Thus, cost effectiveness of these platforms is also a major benefit since the imaging
system can be assembled from inexpensive off-the-shelf components, without the need for
special manufacturing requirements.

III. Non-holographic Shadow Imaging On a Chip
In this section, we will focus on non-holographic shadow imaging systems, where the
diffraction patterns of incoherently (or partially-coherently) illuminated objects are digitally
sampled by a detector array. The key distinction between these shadow imaging approaches
and the lensfree holographic techniques discussed in the previous section is that in lensfree
holography, digital refocusing of object waves is used to image a given object/sample plane
regardless of optical diffraction, whereas in shadow imaging approaches the diffraction
between the object and detector planes is either ignored or is left unprocessed.

As an example, in 2005 Lange et al. demonstrated [64] that a compact microfluidic chamber
combined with a CMOS image sensor can be used to study the behavior of Caenorhabditis
elegans in Space.

As shown in Fig. 12, one of the main differences from the previously discussed lensfree
architectures is the use of spatially and temporally incoherent illumination. This shadow
imaging method has some similarity with partially coherent imaging methods of the
previous section, since the FOV is also equal to the whole sensor active area. However, the
non-coherent and uncontrolled nature of the illumination prevents the use of wave
propagation algorithms to digitally undo the effects of diffraction. Since diffraction is
practically unavoidable, these captured lensfree shadow images are not identical to the
object itself, but can represent a spatial characteristic signature of it, e.g., similar to a
‘fingerprint’. The spatial resemblance of the object to its shadow strongly depends on (1) 3D
nature of the object since for each sample only a 2D shadow is measured without the ability

Göröcs and Ozcan Page 9

IEEE Rev Biomed Eng. Author manuscript; available in PMC 2013 July 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



to digitally refocus or reconstruct; (2) the sample to detector-array distance; and (3) the pixel
size (causing pixelation).

Nevertheless, this incoherent shadow imaging geometry was successfully used for different
wide-field on-chip imaging applications [65]. Since the features of the diffracted pattern are
affected by e.g., the shape of the object, they can be used for counting of cells [66]. The
main advantage of this system is its simplicity for screening a large FOV and reduced
computational power need. One obvious drawback of this approach, however, is that the
output shadow images, while containing useful fingerprint information, cannot reveal
microscopic spatial features of the specimen. This makes it harder to operate especially if
there is spatial overlapping among shadows of different objects, making interpretation of the
acquired shadow images challenging for dense samples.

To mitigate this challenge and obtain high resolution microscopic images using incoherent
shadow imaging, one has to significantly decrease the sample to sensor distance to
‘minimize’ the effect of optical diffraction. This method is also referred to as contact
imaging. The removal of color filters and the microlens array that are typically installed on
image sensor chips can provide a vertical distance adequate for microscopy purposes.
However, for making use of such a processed sensor chip, the cells have to be seeded
directly onto the sensor surface. In this contact imaging geometry, to overcome the
resolution limit imposed by the pixel size of the CMOS sensor, the source-shifting based
lensfree super-resolution approach presented in Refs. [41] and [42] has been applied to
claim an improved resolution compared to the physical pixel size of the sensor-array [67].

Since these imaging systems are compact they can also be placed into an incubator as
demonstrated by the “ePetri dish” (see Fig. 13) [67]. The ePetri platform can provide time
lapse imaging of the evolution of a cell culture, and can detect and track each individual
cell’s movements in space and time to generate corresponding lineage trees (i.e., mother-
daughter relationship).

Due to its ‘contact’ geometry, the ePetri platform has some advantages and disadvantages
compared to the previously discussed approaches. Since the object is only ~0.9 μm away
from the active area of the sensor chip, a decent image might be reconstructed for 2D objects
without the need for computationally addressing optical diffraction. This makes the ePetri
platform image dense and flat objects relatively easier compared to e.g., multi-height
holographic lensfree imaging approach discussed in Fig. 11.

However, being a contact imaging platform, ePetri cannot handle 3D objects unlike
holographic approaches and also suffers from a quick loss of resolution as the sample to
sensor distance increases by even a few hundred nanometers (see Figs. 13 and 14).
Moreover, the temperature increase of the sensor during operation can affect the sample that
is in contact, which might have some practical limitations for biomedical samples.

In addition to these, the short sample to sensor distance (e.g., ~0.9 μm - which is needed to
for contact imaging to work as a microscope) requires the use of large illumination angles
(e.g., up to ±60° as used in [67]) to perform pixel super-resolution; otherwise the required
pixel shifts cannot be achieved, significantly limiting the resolution of the technique.
However, such large illumination angles might bring fundamental limitations and artifacts,
as illustrated in Fig. 14, and therefore should be handled with care. Specifically, at high
illumination angles required by ePetri platform, the object-sensor distance increases, which
makes optical diffraction more pronounced for sub-micron features of an object (see Fig.
14). This suggests that for such high angles, the shadows of the objects with a contact
imager start to “significantly” differ from the real object images. Furthermore, even for flat
samples, the shadows of micron-scale objects will also be physically stretched (i.e.,
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asymmetrically widened) at the detector-plane with increasing illumination angles.
Therefore, under large illumination angles the recorded micro-shadows will ‘not’ be shifted
versions of the ‘same’ object-function (see e.g., Fig. 14), which would introduce artifacts
during pixel-super-resolution steps.

In contrast, the digital holographic super-resolution techniques discussed in the previous
section use significantly smaller illumination angles (<1–2°) due to the larger sample to
detector distance. As a result of this, object cross-section changes and asymmetric shadow
stretching at the detector-array can be truly ignored [41],[42]. In fact, if these different cross-
sections were preserved under wide-angle illumination, and if appropriate processing was
used to account for micro-shadow stretching at the detector-array, lensless tomographic
microscopy can be demonstrated as will be discussed in Section IV.

In all these shadow imaging platforms discussed above, including contact imagers, the
partial coherence of the illumination [68], [69] also has to be carefully considered since it
will create artificial oscillations in object shadows due to partial interference of light. As an
example, to obtain the temporal and spatial coherence conditions of the system reported in
Figs. 13–14, we measured the spectral output of the illumination source (for temporal
coherence) and also calculated the spatial coherence diameter of the light spots used for
illuminating the sample [67]. Based on these calculations, the light impinging on the
detector-array can be found to be partially-coherent (both spatially and temporally) which
directly implies that the shadows of two closely-spaced micro-objects (e.g., ≤1 μm apart)
would interfere with each other and with the background-light at the detector plane, making
the interpretation of the observed micro-features in a shadow image (after e.g., pixel-super-
resolution) rather difficult (see Fig. 14 for some examples of this phenomenon).

Some of these issues discussed above for contact imaging approaches can be better handled
through introduction of even smaller pixel size sensor-arrays, with a pitch of e.g., ≤ 1μm.
Another elegant approach for addressing the resolution issues of a contact imaging geometry
was published by Heng et al. to create an optofluidic microscope (i.e., OFM) [70]. Similar to
the previously discussed super-resolution methods, the idea requires several images to be
captured from the same object, and in this case it is achieved by moving a sample in a
microfluidic channel. To overcome the distance and pixel size limitations, a linear array of
circular apertures, each with submicron diameter, was fabricated. The optical transmission
through each aperture should map uniquely onto a single sensor pixel and therefore the
spacing between the pinholes should be equal to the pitch size of the image sensor. The
angle between the pinhole array and the flow direction inside the microfluidic channel has to
be chosen such that each neighboring aperture should overlap by at least half the aperture
size if projected to the plane perpendicular the flow direction (See Fig. 15).

The flow of the samples inside the chamber can be created by gravity, pressure, electro-
kinetical methods [71], or with an optical tweezer system [72]. This architecture performs a
line scan of the target specimen with an increased resolution compared to the pixel size of
the used sensor-array, since the resolution now depends on the diameter of the used
apertures (assuming that the gap between the object and the aperture plane is negligibly
small – a topic which will be discussed in the next paragraphs) [73]. An important
assumption in this approach is that the object’s orientation and shape remains unchanged
until it fully passes over the apertures. Although the use of reduced number of pixels makes
it possible to reach a high frame-rate (e.g., 1000 frame/sec with a flow rate of 500μm/sec),
even a small shift of objects occurring during image capture can cause distortions. More
importantly, the flow speed of the sample has to be accurately set to be able to reconstruct
two dimensional images. Although this parameter is measured by the system itself, through
the use of two parallel aperture lines, this phenomenon caused rejection of ~50% of the
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samples for initial designs of this platform. Recent results based on the same technology
improved this object rejection rate by using e.g., electro-kinetical methods.

Another important factor that needs to be considered in an OFM design is that decreasing
the aperture size also decreases the depth of field of this system, and therefore to achieve the
best possible resolution, the object has to be as close to the aperture grid as possible; and it
has to be flattened out such that a uniform lateral resolution can be claimed. Similar to the
ePetri platform discussed earlier, even 1 μm vertical gap between the aperture plane and the
objects can cause severe resolution penalties for practical objects.

This OFM system has been successfully used to measure biological samples, such as blood
cells, and various pollen spores (see Fig. 16.). A new version of this architecture, capable of
color image acquisition has been recently reported by Pang et al.[74].

On-chip imaging can be also done with the use of structured surfaces as optical components.
As an example, the use of diffractive lenses, such as Fresnel zone plates, to enhance the
imaging capabilities and the resolution of a wide field-of-view lens based system for
imaging cells in microfluidic chambers, has been demonstrated by Schonbrun et al.[75].
Diffractive lenses can be patterned using a single lithographic step and are compatible with
standard microfluidics fabrication techniques because they can be molded into
polydimethylsiloxane (PDMS). These lenses change the direction of incident light by using
a thin and planar grating pattern, thus they are suitable components for compact imaging
systems. They can also serve as relay lenses for some on-chip imaging systems, creating a
distance between the sensor and the sample and solve the problem of heat transfer between
the sample and the sensor [76]. Using structured metal-dielectric surfaces, one can also
create custom optical transfer functions [77], such as spatial filters for darkfield imaging
needs [78].

IV. On-chip Tomography
Microscopy is not the only imaging modality that can be accomplished in a compact, on-
chip setup. Obtaining high resolution three-dimensional volumetric information of
specimens has recently came to focus, and several lens based digital holographic approaches
have been published [79–82]. Since we focus on methods that can be used for compact, cost
effective, on-chip systems, we will only review the recent lensless tomographic imaging
systems; further details of tomographic diffractive microscopy techniques in general can be
found in other review articles, see e.g., [83]. Even though digital holographic microscopy
can in principle enable 3D imaging by digitally reconstructing the holograms at different
depths, its low axial-resolution does not permit truly tomographic imaging. Axial-resolution
also depends on the size of the object, as DOF is comparable to the far-field distance of a
particle which is proportional to a2/λ, where a is the particle diameter, and λ is the
wavelength of illumination [84].

Therefore, reconstructing a hologram at different planes along the optic axis, which is
essentially equivalent to numerically propagating the optical field to different planes through
the object, does not necessary provide 3D structural details with sufficiently high resolution
especially for relatively large objects (e.g., >10–20μm). Using compressive holography
techniques [86], [87] to reconstruct in-line holograms that were captured with the geometry
reviewed in Section II, one can circumvent this problem and create tomographic
reconstruction [85] (see Fig 17).

Another approach to increase the axial resolution of the digital in-line holographic
microscope discussed in Section II. B. has been demonstrated by Isikman et al. [53] (see Fig.
18). The idea behind this approach is to synthesize several lensfree super-resolved
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holograms of the samples by varying the direction of the illumination over a large angular
range of e.g., ±60° in order to obtain 2D projection images of objects from multiple viewing
directions. 3D tomographic images of the objects can then be numerically computed with
significantly improved axial resolution from these 2D projection images by using a filtered
back-projection algorithm that is commonly employed in X-Ray and electron tomography
schemes [88]. This technique achieves a 3D spatial resolution of <1μm × <1μm × <3μm (in
x, y and z, respectively) over a large imaging volume of e.g., 15 mm3 and has been
successfully used for imaging of C. elegans worms [89] (see Fig. 18b). Furthermore, a field
portable version, weighing only ~110 grams, of the same architecture was also constructed
to image Hymenolepis nana eggs [90] (See Fig. 19).

This system is limited by the acceptance angle of the used CMOS sensor, and obtaining
tomographic reconstructions is computationally more demanding than regular digital
holography. Nevertheless, the handheld implementation proves that cost effective and
compact on-chip imaging systems can perform tasks that would normally require rather
expensive and bulky optical imaging instruments/designs.

Obtaining a tomographic image from biological samples on a chip has also been
demonstrated by measuring the electrical impedance of cells [91]. The main advantage of
this approach is its high temporal resolution, however the image quality and resolution are
currently behind the presented optical approaches.

V. Lensfree Fluorescent Imaging On a Chip
Fluorescent microscopy remains as one of the most widely used methodologies in
biotechnology, since it offers exquisite sensitivity and compatibility with standard
biochemical reactions. The on-chip integration of excitation light sources, such as VCSELs
[92–95] or LEDs [96] as well as photo-detectors was already accomplished almost a decade
ago. These existing systems demonstrated their promising potential in several biomedical
applications, such as DNA analysis [97], or the determination of urinary human serum
albumin [98]. Eliminating the excitation light while detecting most of the emitted light is as
important in these compact systems as in regular fluorescent microscopes, and several novel
filter structures were designed for this purpose [99–101]. On-chip spectrometers analyzing
the fluorescence of moving objects had also been constructed by combining a linear variable
band-pass filter with a CMOS camera to convert the spectral information of the incident
light into a spatial signal [102].

Integrated on-chip architectures using image sensor-arrays for measurement of fluorescent
microarrays showed a significant improvement over regular microscope based systems in
terms of e.g., signal to noise ratio and sensitivity [103]. The optical characteristics of these
integrated lensless bio-photonic imagers differ from regular fluorescent microscopes, since
there are no lenses to focus the emitted light. Fluorescent light is ‘usually’ not suitable for
holographic recording, thus wave propagation algorithms cannot provide focusing. One
notable exception to this was published by Rosen et al.[104], where the authors used a
spatial light modulator to create self-interference with the emitted fluorescent light in their
lens based fluorescent holographic microscopy system. However, in a general lensless
fluorescent imaging system, “focusing” is created by deconvolving the captured image with
the point spread function of free space propagation [105], [106] instead of using wave
propagation algorithms. Examples for various optical setups are shown in Fig. 20. The
fluorescent excitation light enters at a high angle into the sample chip and, after interacting
with the sample volume, is reflected through a total internal reflection (TIR) process
occurring at the bottom facet of the sample holder. The light emitted by the excited cells or
particles has angular isotropy, so it does not get totally reflected, and therefore can be
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directly detected and sampled without the use of any lenses over the entire FOV of the
sensor chip. Quite importantly, the numerical aperture of such on-chip systems is close to 1,
since the large-area detector is placed very close to the fluorescent micro-objects, thus this
architecture excels at photon collection efficiency. Since no lenses are involved in imaging,
the fluorescent emission of cells or particles will diverge rapidly, potentially overlapping
with each other at the sensor plane. However, the 3D distribution of the fluorescent objects
can be reconstructed from these overlapping out-of-focus lensfree image through e.g.,
deconvolution [106] or compressive decoding techniques [108], [109]. The resolution of
such systems depends on the sample to sensor distance, and therefore it is advantageous to
make these systems as compact as possible. However, the heat transfer between the sensor
and the sample and other practical limitations such as contamination of the active region of
the sensor-array also have to be considered. The use of compact optical elements, such as
nanostructured surfaces [110] or tapered fiber optic faceplates [111] has been recently
demonstrated, increasing the resolution of these wide field-of-view incoherent systems down
to <4μm. These fluorescent imaging modalities can be combined with on-chip bright field
methods to create multi-modal, and yet cost-effective and field-portable microscopy
platforms that can perform both bright-field and fluorescence on-chip imaging.

Optofluidic microscopy systems are also capable of fluorescent detection through use of
e.g., planar lenses. For instance, a compact Fresnel zone plate array based fluorescent
optofluidic microscope has been recently demonstrated by Pang. et al.[112].

VI. Future Prospects and Conclusions
The role of lab-on-a-chip diagnostics in biomedicine gradually increased in the past decade
due to the need for more cost effective, complex and yet portable systems. The possibility to
acquire multi-parametric information from a single sample can lead to new types of point-
of-care diagnostic tools, and it might especially prove useful for personalized medicine,
screening and monitoring of patients, as well as customized therapy. Recently, several point-
of-care diagnostic devices have also appeared on the market, such as Magnotech from
Philips, DXpress Reader from Life Sign LLC, Qualigen Fast Pack IP from Qualigen, where
these systems aim detection of e.g., DNA, protein or small molecules. To make such
systems even more powerful, extensive research has been conducted toward integration of
active components on a modular chip, such as pumps, valves, and temperature controllers
[113]; and also compact digital microfluidic systems are devised to perform cell culturing
and analysis on a single chip [114]. In this manuscript, we reviewed several modalities that
can function as on-chip biomedical imagers. Using these on-chip imaging platforms,
integrated on-chip microfluidic systems can further include microscopic imaging as one of
their key components and potentially expand the palette of multi-parametric diagnostics.
Quite importantly, the rapid development of sensor-array technologies, in particular CMOS
and CCD imagers, will be further improving the performance of on-chip microscopy
systems. As an example, the field-of-view of partially coherent lensless inline holographic
microscopy increased from e.g., 24 mm2 [42] to 30 mm2 [54] within a single year, while
keeping the resolution still at deeply sub-micron level. In the next decade these lensless on-
chip imaging systems will continue to improve in terms of both field-of-view and resolution
(see e.g., [59]), and with the rapid increase of computational power (especially GPUs), real
time systems will also be introduced soon. Finally, we should emphasize that the rapid pace
of such developments makes it rather difficult to create a comparison table in terms of
performance with exact numbers since within less than 1–2 years such a table will quickly
be out of date and therefore could be misleading.
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Fig. 1.
Gabor’s original holography geometry. Reprinted by permission from Macmillan Publishers
Ltd: Nature [12], copyright (1948).
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Fig. 2.
Sketch of a digital in-line holographic microscope. A laser (L) is focused onto a submicron
pinhole (P) so that the emerging wave illuminating the object (O) is spherical. The resulting
interference pattern or hologram is recorded on the screen (C) with a typical fringe
magnification of ~10–35. The solid and dashed lines represent the reference wave and the
scattered object wave, respectively. Reprinted from [27] with permission from OSA.
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Fig. 3.
(a) Microscope image (0.75 NA) of 816nm PMMA beads. (b) DIHM image reconstructions
of the same area using a highly coherent laser and (c) a partially coherent laser. (d) DIHM
image reconstruction with an additional numerical correction of the glass sample carrier. (e)
3D view of the red framed image section in (d). (f) Sectional view for different NAs, as
indicated in (e). (g) Optical microscope image (NA 0.75) of Pleurosigma angulatum and (h)
the DIHM image reconstruction of the same object. Reprinted from [33] with permission
from OSA.
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Fig. 4.
(Left) Schematic diagram of the Super-resolution DIHM setup with on-axis (a) and off-axis
(b) illumination. (Right) Experimental results for laser (λ=405 nm) point source
illumination and 1951 USAF resolution test target. (Top) reconstructed image using
conventional DIHM and (Bottom) reconstructed image using super-resolution DIHM.
Reprinted from [40] with permission from SPIE.
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Fig. 5.
Fluid flow visualization using bovine red blood cells with DIHM. The liquid is coming from
the direction of the arrows, and is flowing around two fixed spheres in different geometries.
Reconstructions are made from difference holograms composed of 100 holograms taken at
10 frames per second, using a green laser that illuminates a 1 μm pinhole. The pinhole to
sample distance is 1 mm and the NA is 0.25. Reprinted from [47] with permission from
Elsevier copyright (2008).
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Fig. 6.
Illustration of the on-chip lensfree holography platform. A partially coherent light source
(e.g., an LED) is used to illuminate the sample which is placed less than 5 mm from the
image sensor. The pinhole is placed at ~ 4–10 cm away from the sensor surface to record the
digital in-line holograms of specimens with unit fringe magnification. The FOV of the
microscope is equal to the active area of the image sensor chip, e.g., 24 mm2. Reprinted
from [55] with permission from IEEE.
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Fig. 7.
A full FOV lensfree in-line hologram of a heterogeneous sample containing white blood
cells (WBCs), 10 μm micro-particles, red blood cells (RBCs) and 5 μm micro-particles. It
was recorded using a 5MP sensor with 2.2 μm pixel size. The total imaging area of the
sensor and the FOV of the system is ~24 mm2, i.e., more than 10 fold larger than that of a
standard 10× objective lens. The insets show individual lensfree holograms that can
simultaneously be reconstructed to obtain microscopic images. Reprinted from [55] with
permission from IEEE.
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Fig. 8.
Schematic view and a photograph of the lensfree telemedicine microscope. Measured
holograms and reconstructed lensfree images of various micro-objects such as micro-beads,
human RBCs, WBCs and platelets are shown, and are compared against 40× objective-lens
(NA: 0.65) microscope images of the same objects. [51] - Reproduced by permission of The
Royal Society of Chemistry.
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Fig. 9.
Pixel super-resolution system for lensless in-line holographic microscopy. (a) Typical
schematic diagram of the lensfree microscope with source shifting. (b) An example of a
single low resolution hologram; (c) super resolved hologram of the same object. (d)
Reconstruction of (b). (e) Reconstruction of (c). Adapted from [41], [42] - Reproduced by
permission of OSA and The Royal Society of Chemistry, respectively.
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Fig. 10.
(Left) CAD drawing and (Middle) photograph of the portable lensfree super-resolution
microscope (weight ~95 grams). The light source consists of 23 LEDs coupled to 23 multi-
mode fiber-optic cables without the use of any lenses or other opto-mechanical components.
Each LED is sequentially turned on to create subpixel shifted lensfree holograms of the
objects on a CMOS sensor-array with 2.2 μm pixel-pitch. These recorded lensfree
holograms can be rapidly processed using a pixel-super-resolution algorithm to create
lensfree images of the objects with <1 μm resolution over an FOV of >24 mm2. (Right)
Reconstructed super-resolved images of standard thin smears of human RBCs that were
infected with malaria parasites (Plasmodium falciparum). The parasites can be clearly seen
in both amplitude and phase images. Bright-field microscope images (0.65-NA, 40×) of the
same samples are also shown. [42] - Reproduced by permission of The Royal Society of
Chemistry.
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Fig. 11.
Multi-height lensfree on-chip imaging system (a) photo, (b) system schematic, and (c–i)
results for a dense Papanicolaou smear sample are summarized. (c) A full FOV (~30 mm2)
holographic image taken with the field-portable lensfree microscope. (d and e)
Reconstructed amplitude images of zones 1 and 2, cropped from (c). (f and g) Reconstructed
phase images of zones 1 and 2, cropped from (c). Images (d–e) are calculated using
holograms from 5 different heights and a total of 10 iterations. (h and i) Microscope images
(40× objective, 0.65 NA) of the same regions for comparison purposes. [54] - Reproduced
by permission of The Royal Society of Chemistry.
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Fig. 12.
Photograph and schematic diagram of the lensless nematode shadow imager. Specimens are
swimming within a 500 μm high chamber and are illuminated with an LED. The shadows of
the objects are recorded using a CMOS image sensor attached to the bottom of the chamber.
Reprinted from [64] with permission from Elsevier copyright (2005).
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Fig 13.
Contact imaging results based on “ePetri dish”. This system is able to track cell division
events (shown by the arrows) for various cell types. Images shown here are obtained
sequentially at three different locations (A,B,C) of the same image sensor with ~30 minute
time increments. When a cell division occurs, the cell detaches from the sensor surface and
the sample to sensor distance considerably increases, creating spatial aberrations. Reprinted
from [67] with permission from PNAS.
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Fig 14.
Lensfree shadow images of various objects are simulated under different illumination
angles. The objects are assumed to be two-dimensional only (i.e., flat as desired by contact
imaging), positioned on a 1.45 refractive index layer at 0.9 μm away from the active region
of a detector-array. Experimental conditions of the ePetri system in terms of source
spectrum, source-sample-detector distances and illumination angles are used [67]. Pixel size
is 10 nm, mimicking a theoretically perfect pixel super-resolution performance. Even in this
best case scenario severe spatial distortions for sub-micron object features are observed for a
contact imaging platform.
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Fig. 15.
Optofluidic microscope (OFM) prototype. (A) Schematic top view of the OFM. The OFM
apertures (white circles) are placed on the Al (gray) coated 2D CMOS image sensor (light
gray dashed grid) and extend across the whole microfluidic channel. (B) The actual device
next to a U.S. quarter. (C) Vertical operation mode. (D) Flow chart of the OFM operation.
Two OFM images of the same C. elegans are acquired by the two OFM arrays as shown by
the red arrows. If the correlation between the two images is <50%, these images are rejected.
Otherwise, the area and the length of the worms are automatically determined. (E) Cross-
sectional view of an electro-kinetically driven OFM device. [71] Copyright (2008) National
Academy of Sciences, USA.
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Fig. 16.
Cell and microsphere images captured by the electrokinetically driven OFM (A–E), and the
corresponding microscope comparisons taken by a light transmission microscope with a 20×
objective (F–J). Objects are Chlamydomonas (A,B and F,G), mulberry pollen spores (C,D,
and H, I), and 10-μm polystyrene microspheres (E and J). Scale bars are 10 μm long. [71]
Copyright (2008) National Academy of Sciences, USA.
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Fig. 17.
Photographs of the holographic microscopy system (top left) and the fluidic chamber in
which water cyclopses are swimming (top right). A 3D image of the compressive
holographic reconstruction of water cyclopses (bottom). The spatial resolution of this system
is approximately 2.2 μm (lateral) together with an axial resolution of ~59 μm. Reprinted
from [85] with permission from OSA.
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Fig. 18.
Schematic view of the lens-free tomography setup (left), and experimental results of the
system (right). The sample is placed <4 mm distance from the active area of the image
sensor. A partially coherent light source is coupled to a multimode fiber with a diameter of
approximately 0.1 mm. The fiber-end is rotated to record lens-free holograms of the micro-
objects from multiple viewing angles. (b1) A single plane of the tomogram of a C. elegans
nematode, and (b2) the microscope image of the same plane. (b3–b4) Image planes at
different depths of the same tomogram. Reprinted from [53] with permission from PNAS.

Göröcs and Ozcan Page 39

IEEE Rev Biomed Eng. Author manuscript; available in PMC 2013 July 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Fig. 19.
Schematic view (top left) and a photograph (top right) of the field-portable lensfree
tomographic microscope, which weighs ~110 grams. The light source consists of 24 LEDs
coupled to 24 multi-mode fiber-optic cables without the use of any lenses and are mounted
along an arc to provide illumination with an angular range of ±50°. Each LED is
sequentially turned on to capture lensfree holograms at each angle. The sub-pixel shifts of
these holograms are achieved by electro-magnetically shifting the fiber-ends. (a1–a3)
Microscope images (40× objective, 0.65 NA) of different focal planes of a H. Nana egg (z-
scan) are shown for visual comparison. (b1–b3) Computed tomograms for different depths
of the same H. Nana egg. [90] - Reproduced by permission of The Royal Society of
Chemistry.
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Fig. 20.
On-chip microscopy platform for lens-free fluorescent imaging over a large FOV of e.g., 2.5
cm × 3.5 cm. Different illumination and excitation configurations are shown (a, b, c).
Schematic diagrams (a1, b1, c1), corresponding experimental set-ups (a2, b2, c2) and typical
wide-field fluorescence images (a3, b3, c3) are presented. Reprinted from [107].

Göröcs and Ozcan Page 41

IEEE Rev Biomed Eng. Author manuscript; available in PMC 2013 July 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript


