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Abstract
The purpose of the study was to determine the contributions of endpoint variance and trajectory
variability to the endpoint accuracy of goal-directed isometric contractions when the target force
and contraction speed were varied. Thirteen young adults (25 ± 6 years) performed blocks of 15
trials at each of 2 contraction speeds and 4 target forces. Subjects were instructed to match the
peak of a parabolic force trajectory to a target force by controlling the abduction force exerted by
the index finger. The time to peak force was either 150 ms (fast) or 1 s (slow). The target forces
were 20, 40, 60, and 80% of the maximal force that could be achieved in 150 ms during an MVC.
The same absolute forces were required for both contraction speeds. Endpoint accuracy and
variability in force and time along with intramuscular EMG activity of the agonist (first dorsal
interosseus) and antagonist (second palmar interosseus) muscles were quantified for each block of
trials. The principal dependent variables were endpoint error (shortest distance between the
coordinates of the target and the peak force), endpoint variance (sum of the variance in peak force
and time to peak force), trial-to-trial variability (SD of peak force and time to peak force), SD of
the force trajectory (SD of the detrended force from force onset to peak force), normalized peak
EMG amplitude, and the SD of normalized peak EMG amplitude. Stepwise multiple linear
regression models were used to determine the EMG activity parameters that could explain the
differences observed in endpoint error and endpoint variance. Endpoint error increased with target
force for the fast contractions, but not for the slow contractions. In contrast, endpoint variance was
greatest at the lowest force and was not associated with endpoint error at either contraction speed.
Furthermore, force trajectory SD was not associated with endpoint error or endpoint variance for
either contraction speed. Only the trial-to-trial variability of the timing predicted endpoint
accuracy for fast and slow contractions. These findings indicate that endpoint error in tasks that
require force and timing accuracy is minimized by controlling timing variability but not force
variability, and that endpoint error is not related to the amplitude of the activation signal.
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Introduction
Despite efforts to the contrary, the actions produced during a voluntary muscle contraction
always vary within a trial (trajectory variability) and from trial-to-trial (endpoint variability;
Christou et al. 2002a, b; Enoka et al. 2003). The variable output of the neuromuscular
system is often regarded as noise superimposed on a descending motor command (Harris
and Wolpert 1998; Slifkin and Newell 1999), but the actual sources of this variability have
not been determined (Stein et al. 2005).

The minimum variance theory (Harris and Wolpert 1998; Hamilton and Wolpert 2002;
Jones et al. 2002; Hamilton et al. 2004) suggests that noise in the central nervous system
(CNS) distorts the motor command to spinal neurons and consequently impairs the accuracy
of voluntary movements. One consequence of the superimposed noise is to cause the
endpoint location of a trajectory to vary across repeat performances of a task. Because noise
increases linearly and proportionally with the magnitude of the motor command (Schmidt et
al. 1979), higher centers are presumed to minimize the variability in endpoint location by
optimizing the motor command (van Beers et al. 2004) and by activating muscles that limit
the amount of variability in the trajectory (Hamilton et al. 2004).

Based on computer simulations, Harris and Wolpert (1998) reported that an optimization
model could successfully predict the trajectories of arm and eye movements, the relations
described by Fitts’ law (Fitts 1954), and the two-thirds power law (Lacquaniti et al. 1983).
Subsequently, the model was extended to isometric contractions involving several muscle
groups (Jones et al. 2002; Hamilton et al. 2004), and three sets of results are consistent with
the theoretical concepts associated with the minimum variance theory. First, endpoint
variability (Schmidt et al. 1979; Sherwood and Schmidt 1980; Newell and Carlton 1985;
Carlton and Newell 1993; Christou and Carlton 2001) and trajectory fluctuations increase
with the amplitude of the activation signal (Jones et al. 2002; Todorov 2004). Second, faster
movements, which require a greater activation signal, exhibit greater variability and are less
accurate than slower movements (Woodworth 1899; Fitts 1954; Christou et al. 2003). Third,
accurate isometric contractions (Christou et al. 2007) and movements (Christou et al. 2003)
are often associated with smoother trajectories.

However, several features of the minimum variance theory are not consistent with some
experimental findings. For example, many studies indicate that the relation between the
variability in force (noise) and the level of force (magnitude of the descending command) is
neither linear nor proportional (Fullerton and Cattell 1892; Jenkins 1947; Newell and
Carlton 1985; Slifkin and Newell 1999, 2000; Christou and Carlton 2001, 2002; Christou et
al. 2002a, b; Taylor et al. 2003; Yao 2004). Second, an increase in the level of agonist–
antagonist muscle coactivation, which requires an augmentation of the descending
command, can improve rather than impair movement accuracy (Osu et al. 2004). Third, the
accuracy of slow movements in the absence of visual feedback is likely influenced by
proprioceptive and especially cutaneous feedback (Johansson and Birznieks 2004;
Johansson and Westling 1987) in addition to features of the command signal (Todorov
2004).

Previous studies have examined the influence of force trajectory variability and endpoint
variability on endpoint accuracy during goal-directed isometric contractions either to a
single target force (25% maximum) and contraction speed (150 ms time target) (Christou et

Poston et al. Page 2

Exp Brain Res. Author manuscript; available in PMC 2013 April 21.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



al. 2007; Poston et al. 2008a, b) or to a target that did not require accuracy in both force and
time (Christou et al. 2003; Hamilton et al. 2004). Although these studies collectively
provided partial support for several of the predictions of the minimum variance theory, none
addressed the question of whether measures of accuracy and variability scaled with the size
of the activation signal. The purpose of the current study was to determine the contribution
of endpoint variance and trajectory variability to the endpoint accuracy of isometric
contractions when target force and contraction speed were varied. The findings from this
study provide a more thorough understanding of the interaction between motor-output
variability and endpoint accuracy of the healthy nervous system and allow for comparisons
with individuals who exhibit greater motor-output variability (e.g., older adults or persons
with Parkinson’s disease). A preliminary account of these results has been published in
abstract form (Poston et al. 2005).

Methods
Thirteen young adults (25 ± 6 years; 7 men) volunteered to participate in the study. All
subjects were right-handed according to the Edinburgh Handedness Inventory (Old-field
1971), had no known neurological disorders, and none reported use of medications known to
influence neurological function. Subjects provided written, informed consent before
participating in the experiment, and the Human Subjects Committee at the University of
Colorado in Boulder approved all experimental procedures.

Experimental arrangement
Subjects were seated and faced a computer monitor located at eye level. All subjects
affirmed that they could clearly see the visual display provided by the monitor. The left
(non-dominant) arm was abducted by 45° with the elbow joint flexed to 90°. The forearm
was placed in a prone position and allowed to rest comfortably on an experimental table.
Nylon straps were placed over the upper forearm and wrist to minimize arm movement. The
third to fifth digits and the thumb of the left hand were restrained to set an angle of ~90°
between the index finger and the thumb. Only the left index finger was free to move and
push against the force transducer. The left index finger was placed in a modified orthosis to
maintain extension of the middle and distal interphalangeal joints.

Force measurement
The metacarpophalangeal joint of the index finger was set at 5° of abduction for all trials.
The abduction force was measured with a force transducer (Sensotec, 060-0571-04, Model
41, Columbus, OH) that was aligned perpendicular to the proximal interphalangeal joint. To
minimize the involvement of other muscles and maximize the force in the abduction
direction, subjects pushed against the rigid surface of the force transducer via a low-friction
contact point that comprised half a ball bearing (Valero-Cuevas 2000; Christou et al. 2007).
This arrangement ensured that the index finger maintained the required posture and that the
force exerted by the index finger was directed primarily in the abduction direction. The first
dorsal interosseus (FDI) and second palmar interosseus (SPI) muscles exert most of the
abduction and adduction forces, respectively, when the index finger is in this position (Chao
et al. 1989; Li et al. 2003; Zijdewind and Kernell 1994).

EMG measurement
The EMG activity of these two muscles was measured with intramuscular bipolar electrodes
that were inserted percutaneously into each muscle. Each electrode comprised two stainless
steel wires (50-μm diameter) that were insulated with Formvar (California Fine Wire,
Grover Beach, CA). The electrodes were inserted into the belly of each muscle using a 30-
gauge hypodermic needle. After the insertion of the electrodes, the needle was removed and
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the wires remained in the muscle belly for the duration of the experiment. Reference
electrodes were placed on the styloid process of the ulna for the FDI and on the dorsal
surface of the fifth metacarpophalangeal joint for the SPI. The EMG signals were amplified
(×1,000–5,000) and band-pass filtered (100–5,000 Hz; Coulbourn Instruments, Allentown,
PA). The EMG of both muscles was sampled at 10 k samples/s with a data-acquisition
interface power 1401 [Cambridge Electronic Design (CED), Cambridge, UK] and stored on
a personal computer.

Experimental procedures
Experiments were performed on the FDI muscle of the left hand. Subjects reported to the
laboratory on two occasions and performed the following three tasks: (1) maximal voluntary
contractions (MVCs) with the SPI muscle; (2) MVCs with the FDI muscle; (3) a series of
endpoint accuracy trials involving isometric contractions of the FDI muscle to four force
targets at two speeds (8 blocks of 15 trials). The target forces for the accuracy trials were
based on the peak force achieved during the MVCs.

Each subject participated in a familiarization session and an experimental session that each
lasted 2 h. The two sessions were performed on consecutive days. In the familiarization
session, subjects received a written description of the project and signed the consent forms
that were approved by the Human Subjects Committee at the University of Colorado in
Boulder. The subjects were given an extensive demonstration of the experimental
procedures by one of the investigators before performing MVCs and practicing 120 aiming
trials (15 trials × 8 blocks), which is sufficient practice to reach a plateau in performance
(Christou et al. 2007; Poston et al. 2008a, b). Similar procedures were used during the
experimental session.

MVC task—Subjects were instructed to produce the maximal force in the shortest time
possible and to hold this maximum for 2 s. Three to five trials were recorded for each
muscle and subjects rested for 60 s between trials. The force exerted by each subject at 150
ms was taken as the maximal force and used as the reference for the target forces during the
endpoint accuracy trials (Christou et al. 2007). Similarly, the EMG amplitudes for the FDI
and SPI were normalized to the maximum of the rectified and filtered EMG during the 2-s
hold phase of the MVC task.

Endpoint accuracy task—Accuracy was assessed for goal-directed, isometric
contractions with the FDI muscle. A template was displayed on the computer monitor in
front of the subject indicating the target force and target time. Subjects were instructed to
match the endpoint of the abduction force exerted by the index finger (peak force) to the
endpoint of the line (target = 0.1 cm2) as accurately as possible by producing a force–time
parabola (Fig. 1). The quantification of endpoint accuracy has been described previously
(Christou et al. 2007; Poston et al. 2008a, b). The endpoint of the line had the target
coordinates of 150 ms or 1,000 ms and a target force of 20, 40, 60, or 80% of MVC force.
The x axis on the screen was adjusted so that the error in time presented on the monitor was
the same relative value for both the slow and fast contractions; the length of the x axis was
three times the target time to peak force. These relative adjustments of the x axis lead to the
appearance of different sized errors in absolute time, but this was preferable to providing an
absolute adjustment of the x axis that would have made it difficult to identify the time error
during the fast contractions. In contrast, the relative adjustment made it easier for subjects to
interpret the feedback after each trial.

Prior to each trial, subjects were required to exert a light force against the force transducer
(~1.5% of MVC force) for 3–5 s. The baseline force was necessary to avoid a collision of
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the ball bearing with the force transducer, which caused a large artifact in the force signal.
Once the baseline force was established, subjects performed the endpoint accuracy task at
their convenience (no reaction time component) upon hearing the cue “GO” from one of the
investigators. After the abduction force reached a threshold of 3% of MVC, the force trace
was hidden from the subject for the duration of the trial. The start of the trial was taken as
the time when the force exceeded the threshold. Subjects were provided with visual
feedback (a red line on the target template) of their performance 500 ms after each trial and
the feedback was displayed for 2 s. Endpoint error was indicated as the distance between the
peak of the force exerted by the index finger and the end of the target line, and subjects were
instructed to minimize this distance.

Each subject performed 8 blocks of 15 trials at each of 2 contraction speeds and 4 forces
(120 total trials). Four blocks were performed with a target speed of 150 ms (fast
contractions) and 4 blocks were performed with a target speed of 1 s (slow contractions).
The target forces were 20, 40, 60, and 80% of the maximal force that each subject achieved
at 150 ms during the MVC trials, which meant that the same absolute target forces were
used for both contraction speeds. The performance order for movement speed was
counterbalanced, whereas the order for force was randomized across subjects.

Prior to each block of trials, subjects were told the target force required for that block as a
percentage of their maximum (20, 40, 60, or 80%) to minimize the learning effect often
observed in the first few trials of each block. Three minutes of rest were given between each
block of trials. Removal of the first 1–3 trials did not influence the overall results of the
ANOVAs, which indicated that any possible learning effect did not differentially influence
any of the eight conditions. Outliers (≥±3SD from the mean) were removed for each block
regardless of the trial number (see below).

Data analysis
All data collected during the experiments were acquired using custom-written script in the
Spike2 programming language (Cambridge Electronic Design, Cambridge, UK) and
analyzed offline using custom-written programs in Matlab (Mathworks Inc., Natick,
Massachusetts, USA). The force signals were digitized at 1 k samples/s and smoothed using
a fourth-order Butterworth digital filter with an optimal cut-off frequency of 6 Hz.

Endpoint error—The endpoint error was calculated as the shortest distance between the
coordinates of the target and the peak force for each trial. Errors were measured between the
endpoint of the trial (peak force) and the target in force (N; force error), time (s; time error),
and endpoint error (cm) dimensions. Endpoint error was determined by transforming the x
(time) and y (force) coordinates of each trial into distance (cm) (Christou et al. 2007; Poston
et al. 2008a, b). The distance to the target was directly related to the size of the visual
feedback presented to the subject on the monitor. In addition to these absolute measures, the
relative force, time, and endpoint errors were determined as a percentage of the required
target forces and times.

Motor-output variability—The variability in performance across trials was quantified
with four measures: endpoint variance, force trajectory variability, peak force variability,
and timing variability. The distribution of endpoint locations across trials was quantified as
the endpoint variance and was determined as the sum of the variance in peak force (N) and
time to peak force (s) (van Beers et al. 2004) after these values had been transformed to
distance (cm) for each block of 15 trials (Christou et al. 2007; Poston et al. 2008a). Endpoint
variance provided a measure of the variability of the force–time endpoints relative to the
average performance of the subject. The variability within each trial was expressed as the
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force trajectory variability and was determined as the SD of the detrended force from force
onset to peak force for each trial using the detrend function in Matlab, which removes the
linear trend from the data (Fig. 2). In addition, trial-to-trial variability for force was
quantified as the standard deviation (SD) of the peak force and trial-to-trial variability in
timing was quantified as the SD of the time to peak force.

Agonist and antagonist EMG activity—The interference EMG for the FDI and SPI
muscles was rectified and smoothed using a fourth-order Butterworth digital filter with a
cut-off frequency of 6 Hz (Christou et al. 2007; Poston et al. 2008a, b). This filter was used
to identify the amplitudes, onsets, and offsets of the EMG bursts for the agonist and
antagonist muscles. The EMG activity was characterized by calculating the normalized peak
EMG amplitude relative to the maximal MVC value to obtain a gross estimate of the size of
the activation signal for the single agonist and antagonist muscles. Furthermore, multiple
regression models (see “Statistical analysis”) were used to determine the EMG parameters
that contributed to differences in endpoint error and variability between conditions based on
the results of the significant interactions and main effects. The following EMG parameters
were quantified for both muscles during each block of trials for inclusion in the multiple
regression models: (1) onset (start) of EMG: >15% of the peak EMG; (2) offset (end) of
EMG: <15% of the peak EMG; (3) normalized peak EMG amplitude; (4) EMG duration: the
time between the onset and offset; (5) EMG-force delay: time between peak EMG amplitude
for FDI and SPI and peak force; (6) SPI-to-FDI peak delay: time between peaks in FDI and
SPI EMGs; (7) SPI-to-FDI onset delay: time between onsets in FDI and SPI EMGs; and (8)
time to peak EMG. Finally, trial-to-trial variability of these parameters was quantified as the
SD of each parameter for each block of trials and included in the multiple regression
models.

Statistical analysis
The major dependent variables were: (1) endpoint error; (2) endpoint variance; (3) Force
trajectory variability; (4) SD of peak force; (5) SD of time to peak force; (6) force error; (7)
time error; (8) relative force, time, and endpoint errors; (9) Peak EMG amplitude of the FDI
and SPI muscles. Two-factor ANOVAs (2 contraction speeds × 4 force levels) with repeated
measures on both factors were used to compare the dependent variables. Paired contrasts (t
tests with Bonferroni corrections) were used to locate differences among pairs of means
when appropriate.

Bivariate linear regressions were used to examine the associations between selected
measures of motor-output variability and accuracy. Stepwise multiple linear regression
models were used to establish statistical models that could predict the differences in
endpoint error or endpoint variance (criterion variables) from the FDI and SPI muscle
activity (predictor variables). The goodness-of-fit of the model, which indicates how well
the linear combination of the variables predicted the spatial and time endpoint error, was
given by the squared multiple correlation (R2) and the adjusted squared multiple correlation
(adjusted R2). The adjusted R2 is reported because the R2 can overestimate the percentage of
the variance in the criterion variable that can be accounted for by the linear combination of
the predictor variables, especially when the sample size is small and the number of
predictors is large (Green and Salkind 2002). The relative importance of the predictors was
estimated with the part correlations (part r), which provide the correlation between a
predictor and the criterion after removing the effects of all other predictors in the regression
equation from the predictor but not the criterion (Green and Salkind 2002). A positive part
correlation indicates that the predictor and the criterion are directly related, whereas a
negative sign denotes an inverse relation.

Poston et al. Page 6

Exp Brain Res. Author manuscript; available in PMC 2013 April 21.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



A significance level was set at P < 0.05 for all statistical tests, except when modified by
Bonferroni corrections. Trials in which the dependent measures were greater than ±3
standard deviations from the mean were excluded from the analysis; less than 2% of all trials
were excluded. Data are indicated as mean ± standard deviations in the tables and mean ±
standard errors in the figures.

Results
This study compared endpoint error and four measures of motor-output variability during
isometric contractions performed with a hand muscle at 2 target speeds to 4 target forces.
Subjects were instructed to match the peak of a parabolic force trajectory to the targets as
accurately as possible. The means and standard deviations for the dependent measures are
reported in Table 1 and represent the group averages.

Endpoint error and variability
Endpoint error (Fig. 3) varied with target force (P = 0.024) and contraction speed (P =
0.001) and there was a significant interaction between contraction speed and force (P =
0.003). The interaction indicated that endpoint error was greater for fast contractions
compared with slow contractions, but only for the 60 and 80% target forces, and it increased
with target force during the fast contractions but not the slow contractions. Endpoint
variance (Fig. 3b) decreased similarly for both contraction speeds with an increase in target
force (P < 0.001).

Force trajectory variability
The force trajectory SD (Fig. 3c) increased with target force for both contraction speeds (P <
0.001), but a main effect for speed (P = 0.012) indicated greater force trajectory SD during
the slow contractions compared with the fast contractions. There was no significant
interaction between contraction speed and force.

Force and timing errors and variability
Both the force error (Fig. 4a) and the SD of peak force (Fig. 5a) increased with target force
for both contraction speeds (P < 0.001). There were no significant interactions between
contraction speed and target force for either the force error or the SD of peak force. Both the
time error (Fig. 4b) and the SD of the time to peak force (Fig. 5b) were greater for the slow
contractions than for the fast contractions (P < 0.001) and did not change with target force at
each contraction speed.

Relative errors
The relative force, time, and endpoint errors were determined as a percentage of the required
target forces and times. The relative force error was similar for the two contraction speeds,
did not vary with target force, and there was no significant interaction between contraction
speed and target force (Fig. 6a). The relative time error increased with force for the fast
contractions but not the slow contractions, which resulted in the fast contractions having
significantly greater relative time error compared with the slow contractions (speed × force
interaction P = 0.001; Fig. 6b). The relative endpoint error was significantly greater for the
fast contractions than for the slow contractions (P = 0.001; Fig. 6c). Although the speed ×
force interaction was not significant (P = 0.1), the relative endpoint error was greater for the
fast contractions at the higher force levels.
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Agonist and antagonist EMG amplitude
The EMG amplitude for FDI (Fig. 7a) increased with target force for both contraction
speeds (18.0 ± 8.84, 25.8 ± 11.1, 32.8 ± 14.3, and 38.4 ± 14.5% of MVC for the 20, 40, 60,
and 80% target forces, respectively; P < 0.001), but a main effect for speed (P = 0.001)
indicated greater EMG amplitude during the fast speed contractions (34.7 ± 9.63% of MVC)
compared with the slow contraction speeds (22.9 ± 8.25% of MVC). There was no
significant interaction between contraction speed and force. Although the main effect for
EMG amplitude of SPI failed statistical significance due to the high variability in SPI
activation by the subjects, there was a trend (P = 0.07) for an increase in EMG amplitude of
the SPI as a function of target force (10.8 ± 10.3, 13.4 ± 14.4, 14.7 ± 13.5, and 19.0 ± 14.2%
of MVC for the 20, 40, 60, and 80% target forces, respectively; Fig. 7b). The main effect for
contraction speed (15.7 ± 4.17% of MVC = fast contractions vs. 13.3 ± 2.83% of MVC =
slow contractions; P = 0.283) and the speed × force interaction were not significant.

Associations between motor-output variability and error
Bivariate linear regression analyses were used to determine the associations between the
measures of error and variability. First, the association between endpoint variance and
endpoint error for both the fast and slow contractions at each target force was examined.
Endpoint variance was not significantly correlated (r ranged from −0.36 to 0.29) with
endpoint error for any of the force levels at each contraction speed, except for 80% target
force at the fast speed (r = 0.671). Second, a regression analysis examined the influence of
force trajectory SD on endpoint error, force error, and time error (Table 2). Force trajectory
SD was not significantly correlated with either endpoint error or time error, but it was
correlated with the force error (Table 2; r ranged from 0.52 to 0.74). Third, regression
analyses evaluated the associations between the SD of peak force (Table 3) and the SD of
the time to peak force (Table 4) with the three measures of error. The SD of peak force was
systematically correlated (r ranged from 0.67 to 0.97) with the force error, but not the
endpoint error or the time error (Table 3). The SD of time to peak force was always
associated with the endpoint error (r ranged from 0.49 to 0.84) and the time error (r ranged
from 0.63 to 0.87), and was positively associated with the force error for the fast
contractions at the 60 and 80% target forces and was negatively associated for the slow
contractions at the 20 and 80% target forces (Table 4). In general, these results indicate that
force trajectory SD was associated with measures of force accuracy and variability but not
with measures that included a timing accuracy or variability component.

Prediction of change in endpoint error
Stepwise multiple linear regression models were used to identify those features of the EMG
activity for the two muscles that could explain the differences observed in endpoint error.
The main differences in endpoint error included the following: (1) greater endpoint error for
fast compared with slow goal-directed contractions to the 60 and 80% MVC target forces;
(2) greater endpoint error for 80% relative to 20% for fast contractions; (3) an average (both
fast and slow contractions) decline in endpoint variance from 20 to 80% MVC.

The greater endpoint error for the fast goal-directed contractions was quantified as the
percent change from the slow contractions [(fast error − slow error)/slow error × 100]. The
change (increase) in endpoint error for the fast contraction to the 60% MVC target force was
predicted (R2 = 0.75; adjusted R2 = 0.71; P < 0.001; Fig. 8a) by the difference in SPI EMG
onset for the slow and fast contractions (part r = 0.87). However, the change (increase) in
endpoint error for the fast contraction to the 80% MVC target force was predicted (R2 =
0.73; adjusted R2 = 0. 69; P < 0.001; Fig. 8b) by the difference in FDI EMG duration for the
fast and slow contractions (part r = 0.85).
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The greater endpoint error for the 80% target relative to 20% target for the fast contractions
was quantified as the percent change from the 20% values [(80% error − 20% error)/20%
error × 100]. It was predicted (R2 = 0.65; adjusted R2 = 0.6; P < 0.001; Fig. 9a) by the
change in the SD of the FDI time to peak EMG (part r = 0.85). The average decrease in
endpoint variance from 20 to 80% MVC target force was quantified as the percent change
from the 20% value [(80% error − 20% error)/20% error × 100] and was predicted (R2 = 0.
54; adjusted R2 = 0.49; P = 0.003; Fig. 9b) by the change in the SD of the FDI peak EMG
(part r = 0.78) and the change in the variability of the time delay of the FDI peak EMG
relative to the peak force (part r = 0.73).

Discussion
The study examined the influence of motor-output variability on the endpoint accuracy of
goal-directed isometric contractions for which the intensity of the muscle contraction was
varied by using different target forces and contraction speeds. The findings indicate that
endpoint error increased with target force for the fast contractions, but not for the slow
contractions. The variability in timing was the best predictor of endpoint error, whereas
endpoint variance, peak force SD, and force trajectory SD were not associated with endpoint
error.

Although these results are consistent with the broad predictions of the minimum variance
theory that the nervous system minimizes noise to achieve endpoint accuracy (Harris and
Wolpert 1998), the following findings differed from specific predictions of the theory: (1)
despite an increase in endpoint error with the amplitude of muscle activation (target force)
for fast contractions, as predicted by the minimum variance theory, there was no increase
with target force for slow contractions. (2) Trial-to-trial variability in force and trajectory
variability (force SD) were associated with force error and trial-to-trial variability in timing
was associated with time error. However, other purported predictors of accuracy, such as
endpoint variance and trajectory variability, were not associated with endpoint error.

Endpoint error and the intensity of the neural control signal
One major prediction of the minimum variance theory is that neuromuscular noise increases
linearly with the absolute value of the neural control signal (Harris and Wolpert 1998). As
noted by Stein et al. (2005), however, an explicit definition of the neural control signal was
never provided by Harris and Wolpert (1998). The neural control signal cannot correspond
to the mean discharge rate for either single or groups of cortical neurons because the
standard deviation of discharge rate does not increase linearly with the mean discharge rate
(Stein et al. 2005). Therefore, the intensity of the neural control signal is probably best
represented by the net force or torque exerted by a muscle or muscle group (Stein et al.
2005).

In the present study, the intensity of the activation signal was varied by using target forces
20, 40, 60, and 80% of maximum at two contraction speeds (150 ms and 1 s). Accordingly,
the EMG amplitude of the agonist (FDI) muscle increased linearly with the target force for
both contraction speeds (Fig. 7a). Similarly, the amplitude of the antagonist (SPI) muscle
also seemed to increase linearly with the target force (Fig. 7b); however, this increase was
highly variable across subjects and just failed statistical significance. The EMG activity was
greater for fast contractions and endpoint error increased non-linearly with target force for
fast contractions, whereas endpoint error remained constant across forces for slow
contractions (Fig. 3a). The findings from the slow isometric contractions, therefore,
contradict the prediction of the minimum variance theory that endpoint error should increase
with the absolute value of the neural control signal. In addition to the absolute measures of
force error, time error, and endpoint error, the relative errors (% of target forces and time)
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were also calculated (Fig. 6). The overall results were similar for the absolute and relative
measures of error and the relative error did not increase as a function of force for the slow
contractions. Taken together, the results for the absolute and relative error measures are
consistent with the suggestion of Todorov (2004) that the minimum variance theory may not
be able to predict the accuracy of slow goal-directed contractions.

The lower endpoint error during slow contractions was likely due to differences in the type
and efficacy of feedback-mediated corrections to the force trajectory and its peak that are
possible in slow contractions. In contrast, the variability in peak force during rapid isometric
contractions of 150 ms or less is likely constrained by the monitoring of efferent commands
through propriospinal neurons (Gordon and Ghez 1987). However, the monitoring of
efferent commands could only explain 1–14% of the variance of peak force in the study by
Gordon and Ghez (1987). It seems, therefore, that only small corrections to the force
trajectory could be made during the 150-ms contractions as there was not enough time to
process sensory feedback (no visual feedback) (Cordo et al. 1994). In contrast, the slow
contractions (1,000 ms) surely involved peripheral feedback from proprioceptive sources
and especially cutaneous receptors located in the skin to provide information on the
magnitude, direction, and rate of force exerted by the finger (Johansson and Birznieks 2004;
Johansson and Westling 1987). Accordingly, a slower onset of the antagonist muscle
predicted the greater error observed for fast relative to slow contractions at 60% MVC (Fig.
8a), whereas increased variability in the agonist muscle duration predicted the greater error
observed for fast relative to slow contractions at 80% MVC (Fig. 8b). These results likely
indicate that sensory feedback from proprioceptive and cutaneous receptors during the slow
contractions modified the timing of the agonist and antagonist muscle activity to lower the
endpoint error. Regardless of the exact mechanisms underlying the lower endpoint error for
the fast contractions, the results strongly suggest that the minimum variance theory has a
limited ability to predict the accuracy of slow contractions (Todorov 2004).

Previous studies on goal-directed isometric contractions to a target force focused exclusively
on the variability of the peak force as a function of target force (Schmidt et al. 1979;
Christou and Carlton 2001; Christou and Carlton 2002). As a result, these studies did not
quantify the endpoint error (distance in force–time coordinates) between the peak force and
the target force and, therefore, do not directly link endpoint variability to endpoint error.
These distinctions are important because endpoint variability and endpoint error are not
related when a subject produces a consistent performance that is relatively far from the
target (Muller and Sternad 2004; Christou et al. 2007).

Endpoint error and motor-output variability
Neuromuscular noise is typically quantified from various measures of motor-output
variability, including endpoint variance (Poston et al. 2008a, b; van Beers et al. 2004),
trajectory variability (Christou et al. 2003, Hogan 1984; Darling and Cooke 1987), and
endpoint variability (Christou et al. 2007; Muller and Sternad 2004). According to the
minimum variance theory, motor-output variability should increase with the amplitude of
the neural control signals and impair the ability of an individual to perform accurate actions.
In contrast to this expectation, endpoint variance decreased with target force for the fast and
the slow contractions and was greater for the 20% target force compared with all other
forces (Fig. 3b). In addition, there were no significant differences in endpoint variance
across contraction speeds. The finding of different relations for endpoint error and endpoint
variance with target force further indicates that reductions in endpoint variance do not
always lead to decreases in endpoint error (Muller and Sternad 2004; Christou et al. 2007).
Furthermore, there were no strong or systematic associations between endpoint error and
endpoint variance for either of the two contraction speeds (Table 2).
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Although force trajectory variability (force SD) increased linearly with target force for both
contraction speeds, it was greater for the slow contractions and they had lower endpoint
error than the fast contractions. Thus, force trajectory variability did not predict endpoint
error. Nonetheless, force trajectory variability was a good predictor of force error, which is
one of the two contributors to endpoint error (Table 2). These observations, therefore,
support the prediction by Hamilton et al. (2004) that smooth trajectories should lead to
improved accuracy during goal-directed contractions. Nonetheless, smooth trajectories
contributed only to force accuracy and not to timing accuracy or overall accuracy of the
contraction.

Studies of goal-directed arm movements have indicated that trajectory smoothness is an
important control variable modulated by the nervous system under different task conditions
(Morasso 1981; Hogan 1984; Darling and Cooke 1987; Darling et al. 1989; Uno et al. 1989;
Shadmehr and Mussa-Ivaldi 1994; Gribble et al. 2003). In contrast, the current study and
other experiments that involve goal-directed isometric contractions with hand muscles
(Poston et al. 2008a, b; Christou et al. 2007) demonstrate that force trajectory SD influences
only the force and not the timing endpoint accuracy. Therefore, it appears that the role of
trajectory variability differs for goal-directed movements and isometric contractions. It is
unclear, however, if these differences are a result of the type of contraction (shortening,
isometric), the effector used to perform the task (arm, finger), the task requirements (force
accuracy vs. force–time accuracy), or a combination of these factors. For example, the
dissimilarities could be due to mechanical factors such as the influence of joint interaction
torques during arm movements (Zhang et al. 2006) or due to differences in the activation of
hand muscles compared with limb muscles (Lemon 1993; Devanne et al. 2002). Irrespective
of the exact mechanisms underlying these differences in trajectory control, the current
findings suggest that force trajectory variability is a good predictor of force error but not
endpoint error during goal-directed isometric contractions with a hand muscle.

In contrast, trial-to-trial variability in timing was significantly associated with endpoint error
for both fast and slow contractions. This is a novel finding and demonstrates that timing
variability may be an important control variable for the nervous system to accomplish
accurate contractions when there are both force and time constraints. Therefore, the current
results support the broad predictions of the minimum variance theory and findings from
previous studies that the nervous system attempts to limit the noise of the control variable to
improve endpoint accuracy (Harris and Wolpert 1998; Faisal et al. 2008). Nonetheless, the
findings suggest that the control variable likely varies across tasks (timing instead of force)
and may not necessarily be related to the intensity of the contraction.

One limitation of the current study is that it mainly tested the prediction of the minimum
variance theory that neuromotor noise increases with the size of the control signal under
isometric conditions. Goal-directed isometric contractions were studied because proponents
of the minimum variance theory expanded the original theory from observations on goal-
directed arm and eye movements to constant isometric contractions (Jones et al. 2002;
Hamilton et al. 2004). The current data, however, provide no insight on the associations
between endpoint accuracy and variability and the size of the control signal during arm and
eye movements. Nonetheless, Osu et al. (2004) demonstrated that an increase in the size of
the control signal through coactivation can improve rather than impair movement accuracy.
However, Osu et al. (2004) used a single-joint arm movement task in which the movement
trajectory was fixed by an apparatus that constrained the trajectory of the limb. As the
minimum variance theory predicts that trajectory variability is related to endpoint accuracy
and variability, it is difficult to determine if the task used by Osu et al. (2004) was an
appropriate test of the theory.
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Taken together, several studies have supported some of the predictions of the minimum
variance theory (Christou et al. 2003, 2007; Harris and Wolpert 1998; Hamilton and Wolpert
2002; Jones et al. 2002; Hamilton et al. 2004), whereas others either have not or have found
mixed results (Christou et al. 2007; Osu et al. 2004; Poston et al. 2008a, b; Tanaka et al.
2006; Todorov 2004). The issue should be examined with experimental data on arm and eye
movements and not just computer simulations (Harris and Wolpert 1998; Tanaka et al.
2006).

In summary, endpoint error increased with the amplitude of the activation signal (target
force) for fast but not slow contractions, which questions the validity of applying the
minimum variance theory to slow contractions (Todorov 2004). When the task requires
force and timing accuracy, however, the strategy appears to emphasize the control of timing
variability to minimize endpoint error. These findings partially support the predictions of the
minimum variance theory (Harris and Wolpert 1998) during goal-directed isometric
contractions with a hand muscle.
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Fig. 1.
Representative endpoint accuracy trials for fast and slow contractions. a The force–time
profiles for a block of 15 trials during fast isometric contractions to a target force that was
set at 80% of MVC force. b The force–time profiles for a block of 15 trials for the same
subject during slow isometric contractions to a target force that was 80% of MVC force. c, d
Corresponding endpoints (peak force and time to peak force) relative to the target (gray
circle) for the fast and slow trials shown in a and b, respectively
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Fig. 2.
Representative endpoint accuracy trials for a single subject and the associated force
trajectory SDs and force–time target (black dot) for the trials. a The force–time profile (top
panel) for a trial during a fast isometric contraction to a target of 80% of MVC force and the
corresponding force trajectory SD (bottom panel) for the same trial. b The force–time
profile (top panel) for a trial during a fast isometric contraction to a target of 80% of MVC
force and the corresponding force trajectory SD (bottom panel) for the same trial. The force
trajectory SD was calculated as the SD of the detrended force signal from force onset to
peak force (distance between dashed lines) and was 2.60 mN for the trial shown in a and
1.44 mN for the trial shown in b
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Fig. 3.
Endpoint error, endpoint variance, and force trajectory SD for the fast and slow contractions
as a function of target force. Each data point corresponds to the mean ± SE for 1 block of 15
trials at each target force for fast (filled circles) and slow (open circles) contractions. a
Endpoint error increased with target force for the fast contractions, but not the slow
contractions. A significant contraction speed × force interaction (P = 0.001) indicated that
endpoint error was greater for fast contractions compared with slow contractions at the 60
and 80% target forces. b Endpoint variance was greater at the 20% target force compared
with all the other target forces and did not differ across the two contraction speeds. c Force
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trajectory SD increased with target force for both contraction speeds and was greater for the
slow contractions compared with the fast contractions (P < 0.001)

Poston et al. Page 18

Exp Brain Res. Author manuscript; available in PMC 2013 April 21.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Fig. 4.
Force and time error for the fast and slow contractions as a function of target force. Each
data point corresponds to the mean ± SE for 1 block of 15 trials at each target force for fast
(filled circles) and slow (open circles) contractions. a The force error increased with target
force for the fast and slow contractions (P < 0.001). b The time error was greater for the
slow contractions compared with the fast contractions (P < 0.001)
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Fig. 5.
The SDs of peak force and time to peak force for the fast and slow contractions as a function
of target force. Each data point corresponds to the mean ± SE for 1 block of 15 trials at each
target force for fast (filled circles) and slow (open circles) contractions. a The SD of peak
force increased similarly with target force for the fast and slow contractions (P < 0.001). b
The SD of time to peak force was greater for the slow contractions than for the fast
contractions at all target forces (P < 0.001)
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Fig. 6.
Relative force error, relative time error, and relative endpoint error for the fast and slow
contractions as a function of target force. Each data point corresponds to the mean ± SE for
1 block of 15 trials at each target force for fast (filled circles) and slow (open circles)
contractions. a The relative force error was similar for the two contraction speeds and four
target forces, and there was no significant interaction between contraction speed and target
force. b The relative time error increased with target force for the fast contractions, but not
the slow contractions. Furthermore, the fast contractions exhibited significantly greater
relative time error compared with the slow speed contractions, especially at higher force
levels (speed × force interaction P = 0.001). C. The relative endpoint error was significantly
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greater for the fast contraction than for the slow contractions (P = 0.001). However, the
speed × force interaction was not significant (P = 0.1) despite the greater relative endpoint
error for the fast contractions at the higher force levels
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Fig. 7.
The peak EMG amplitudes of the agonist (FDI) and antagonist (SPI) muscles for the fast and
slow contractions as a function of target force. Each data point corresponds to the mean ±
SE for 1 block of 15 trials at each target force for fast (filled circles) and slow (open circles)
contractions. a The FDI peak EMG increased linearly with target force for the fast and slow
contractions (P < 0.001) and was greater for the fast contractions compared with the slow
contractions (P < 0.001). b There was no significant change in SPI peak EMG (P = 0.283) as
a function of target force for the fast and slow contractions. There was no main effect for
SPI peak EMG across contraction speed (P = 0.07)
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Fig. 8.
Prediction of the change (increase) in endpoint error for fast contractions relative to slow
contractions at 60% and 80% of MVC. Each open circle in the two panels represents that
data from one subject. a Stepwise, multiple linear regression analysis indicated that the
change (increase) in endpoint error at 60% MVC was strongly predicted (R2 = 0.75;
adjusted R2 = 0.71; P < 0.001) by the difference in SPI EMG onset for the slow and fast
contractions (part r = 0.87). b Stepwise, multiple linear regression analysis indicated that the
change (increase) in endpoint error at 80% MVC was strongly predicted (R2 = 0.73;
adjusted R2 = 0.69; P < 0.001) by the difference in FDI EMG duration (part r = 0.85) for the
slow and fast contractions
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Fig. 9.
Prediction of the change of endpoint error and endpoint variance for 80% relative to 20%
MVC of the fast contractions. Each open circle in the two panels represents that data from
one subject. a Stepwise, multiple linear regression analysis indicated that the change
(increase) in endpoint error from 20 to 80% MVC target force was predicted (R2 = 0.65;
adjusted R2 = 0.6; P < 0.001) by the difference in the SD of the time to peak EMG for FDI
(part r = 0.85). b Stepwise, multiple linear regression analysis indicated that the change
(decrease) in endpoint variance from 20 to 80% MVC target force was predicted (R2 = 0.
54; adjusted R2 = 0.49; P = 0.003) by the difference in the SD of the FDI peak EMG (part r
= 0.78) and the change in the variability of the time delay between the FDI peak EMG
relative to the peak force (part r = 0.73)
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