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Abstract
For accurate reading comprehension, readers must first learn to map letters to their corresponding
speech sounds and meaning and then they must string the meanings of many words together to
form a representation of the text. Furthermore, readers must master the complexities involved in
parsing the relevant syntactic and pragmatic information necessary for accurate interpretation.
Failure in this process can occur at multiple levels and cognitive neuroscience has been helpful in
identifying the underlying causes of success and failure in reading single words and in reading
comprehension. In general, neurobiological studies of skilled reading comprehension indicate a
highly overlapping language circuit for single word reading, reading comprehension and listening
comprehension with largely quantitative differences in a number of reading and language related
areas. This paper reviews relevant research from studies employing neuroimaging techniques to
study reading with a focus on the relationship between reading skill, single word reading, and text
comprehension.

Introduction
The ultimate goal of reading, beyond its initial acquisition stage, is comprehension –
typically comprehension of connected text. Successful reading comprehension requires
successful processing at all levels. At the lowest level, readers must have accurate word
level processing – this includes the conversion of letters into speech sounds (or decoding)
and accessing a words meaning. At higher levels readers must be able to string together
words to form sentences and understand their language’s syntax in order to get the sentential
meaning. And finally, at the text level, readers must be able to link sentences and paragraphs
and acquire a global meaning representation for a given text. Some models of reading
consider these processes to be largely independent and sequential (e.g., Jackendoff, 1999;
Levelt, 1999) while others consider them to be more fully interactive (McClelland, 1987;
Macdonald et al, 1994). Regardless, most researchers agree that failure at any of these levels
will result in poor reading comprehension (e.g., Perfetti & Hart, 2002). The recent increase
in cognitive neuroscience research into reading has led to a greater understanding of the
underlying neurobiology of reading success and failure at each of these levels. In this paper
we will review this literature with a particular focus on the relationship between the
neurocircuitry for single word reading and the neurocircuitry for reading comprehension.
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Basics of neuroimaging
In order to orient the reader to the topics reviewed here we provide a brief desription of
functional neuroimaging principles and methodology. Although several types of
neuroimaging are used to study reading including fMRI (functional magnetic resonance
imaging), MEG ( magnetoencephalography) PET ( positron emition topography), EEG
( electro encephalography and more recently NIRS ( Near Infrared Spectography), in this
article we focus on studies that have employed fMRI. fMRI is by far the most commonly
used neuroimaging method for studying reading, largely because of it’s precise spatial
resolution, which allows us to determine what regions of the brain are involved in a
particular cognitive task or skill. Thus, this work follows from a long tradition ( beginning
with lesion studies in the 19th century) of work that seeks to understand the cortical systems
responsible for cognition. fMRI measures the change in blood flow (the hemodynamic
response) that occurs when humans engage in an active task. This change in blood flow is
closely linked to neural activity; though the precise nature of this relationship is an active
area of research, the basic assumption is that when neurons are active they increase their
metabolism (glucose consumption) which results in greater oxygenated blood flow to the
active region. Critically, the molecule that carries oxygen in the blood, hemoglobin, has
particular magnetic properties that allow us to measure its level oxygenation using the fMRI
scanner, which creates a magnetic field. This signal is called the Blood Oxygen Level
Dependant (BOLD) signal and it measures the amount of deoxygenated hemoglobin in a
voxel (unit of activation, typically 2mm3).

Neurobiological basis of single word reading
Basic reading circuit

Evidence from functional imaging studies indicates that skilled word reading requires the
development of a highly organized cortical system that integrates processing of
orthographic, phonological, and lexical-semantic features of words (see Pugh et al, 2000a;
Sandak et al, 2004a and Sarkari et al, 2002 for reviews). This system broadly includes two
posterior areas in the left hemisphere: a dorsal (temporoparietal) system, a ventral
(occipitotemporal or OT) and, and a third, anterior area centered in and around the inferior
frontal gyrus (IFG).

The dorsal, temporoparietal, system broadly includes the angular gyrus (AG) and
supramarginal gyrus (SMG), and the posterior aspect of the superior temporal gyrus (STG;
Wernicke’s Area). The areas within this system seem to be involved in mapping visual
aspects of print on to their phonological form and binding phonological information to
semantic representations (Black & Behrmann, 1994). In skilled readers, regions within the
left hemisphere temporoparietal system (particularly the SMG) tend to respond with greater
activity to pseudowords than to familiar words or pictures (Price et al, 1997; Simos et al,
2002; Xu et al, 2001); the angluar gyrus, by contrast generally responds with greater activity
to words than pseudowords and a role in semantic integration has been suggested (e.g., Price
et al 1997). These findings, along with findings from our developmental studies (Shaywitz et
al, 2002) suggests that, in general, the temporoparietal system plays a role in the types of
phonological and semantic analyses that are relevant to learning new words.

The ventral system includes a left inferior occipitotemporal/fusiform (OT) region
(sometimes referred to as the visual word form area or VWFA because of findings
suggesting that this area responds more to word stimuli than to objects and nonwords) and
extends anteriorly into the middle and inferior temporal gyri (MTG & ITG). The more
anterior areas within the ventral system appear to be semantically tuned (Fiebach et al, 2002;
Simos et al, 2002) and the more posterior aspects of this system (OT region) are fast-acting
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in response to linguistic (particularly printed) stimuli in skilled readers. Importantly, the
functional specificity of the OT region appears to develop late and to be positively
correlated with the development of reading skill in children (Booth et al, 2001; Shaywitz et
al, 2002).

The anterior system, centered in the IFG, appears to have sub-regions that are utilized for
processing of different types of information during reading: the more anterior aspects of IFG
have been implicated in semantic retrieval (Poldrack et al, 1999). The more posterior regions
of this multi-functional system, along with the insula and opercular area seem to be
phonologically tuned; they are activated in silent reading and in naming and during rhyme
tasks (see Fiez & Petersen, 1998; Paulesu et al, 1997; Roskies et al, 2001) and, like the
temporoparietal system, are more strongly engaged by low-frequency words (particularly,
words with inconsistent spelling-to-sound mappings) and more strongly engaged by
pseudowords than by high-frequency words (Fiebach et al, 2002; Fiez & Peterson, 1998).
We have speculated that this anterior system operates in close conjunction with the
temporoparietal system to decode new words during normal reading development (Pugh et
al, 2000). However, it should be noted that this region has been linked to a variety of
functions including speech production (Indefrey et al, 2001) syntactic processing
(Grodzinsky et al, 2000) and more domain general selection processes (see Thompson-
Schill, 2005 for a review). The role of the IFG in sentence/syntactic processing is discussed
later in this paper.

This general account of single word reading is coarse grained and underspecified but is
continually being refined with more and more sophisticated neuroimaging designs that aim
to further understand the functional properties of each reading-related region and how they
interact (e.g., Frost et al, 2005, Katz et al, 2005, Pugh et al, in press; Sandak et al, 2004a).
For example, in one study from our group (Frost et al, 2005) we investigated the relative
tradeoffs between phonology and semantics in a neurobiological study based on the work of
Strain and colleagues. Strain et al (1995) found that the standard consistency effect on low-
frequency words (longer naming latencies for words with multivalent or inconsistent
spelling to sound mappings relative to words with singular or consistent mappings) was
attenuated for words that were concrete or imageable; thus implying a critical role for top
down semantic feedback on difficult-to-decode items. In the Frost et al study, go/no-go
naming produced higher activation for high imageable words in middle temporal and
posterior parietal sites, including AG, and higher activation for inconsistent relative to
consistent words in the IFG. Furthermore, increased imageability was associated with
reduced consistency-related activation in IFG but increased posterior activation; which we
interpret to be the neural signature of the behavioral trade-off between semantics and
phonology revealed behaviorally by Strain and colleagues.

Modification of the neural circuitry for reading
In another line of research from our group we have been investigating the shift from a
predominantly dorsal reading circuit to a predominantly ventral reading circuit associated
with increased reading skill (Shaywitz et al, 2002). For example, Katz et al (2005) found
evidence that this shift can happen on a relatively short time scale as skilled readers acquired
greater familiarity for words via repetition. In this study, words that were repeated three
times over the course of a scanning session were compared to unrepeated words, in both
lexical decision and overt naming. Along with improved behavioral performance, many sites
including LH IFG & SMG, supplementary motor area, and cerebellum, showed reduced
activation for repeated relative to unrepeated tokens across tasks. Critically, a dissociation
was observed within the ventral system: activation in L.OT showed repetition-related
reduction, whereas more anterior sites, (e.g., MTG), were stable or even showed increased
activation with repetition. Thus, we concluded that a neural signature of increased efficiency
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in word recognition is reduced activation in anterior, and posterior ventral sites, with stable
or increased activation in more anterior middle and inferior temporal sites. To further refine
our understanding of the type of learning that produces such a shift, Sandak et al (2004a)
examined whether the type of processing engaged in during word learning mediates how
words are learned, and what cortical regions are engaged when these words are subsequently
read. Prior to MRI scanning, participants completed a behavioral training session in which
they repeatedly saw three sets of pronounceable pseudowords while making orthographic
(consonant/vowel pattern), phonological (rhyme) or semantic (category) judgments. After
training, participants completed an event-related fMRI session in which they overtly named
trained pseudowords, another set of untrained pseudowords, and a set of real words. The
results indicated that the type of processing (orthographic, phonological, or semantic)
engaged in when learning a new word influences both how well that word is learned (as
evidenced by behavioral performance), and the cortical regions engaged when that word is
subsequently read. Behaviorally, phonological and semantic training resulted in speeded
naming times relative to orthographic training. However, of the three training conditions,
only phonological training was associated with both facilitated naming and the pattern of
cortical activations previously implicated as characteristic of increased efficiency for word
recognition, in particular reduced OT activation (Katz et al, 2005). Thus, we suggested that
for phonologically trained items, learning was facilitated by engaging in phonological
processing during training and that this in turn resulted in efficient phonological processing
(instantiated cortically as relatively reduced activation in LH IFG and SMG) and efficient
retrieval of presemantic lexical representations during subsequent naming (instantiated
cortically as relatively reduced activation in the OT skill zone). Semantic training also
facilitated naming but was associated with increased activation in areas previously
implicated in semantic processing, suggesting that the establishment and retrieval of
semantic representations compensated for less efficient phonological processing for these
items. Thus learning occurred for both phonologically and semantically trained items but
was accomplished via different neurobiological shifts.

These types of studies provide more information on specialization for component processing
(e.g., orthography, phonology, semantics) in subsystems within the broad left hemisphere
reading circuit, and also how these subsystems engage in tradeoffs as information-
processing demands are varied. Many of our current projects are aimed at further refining
our understanding of the interactions between subcomponents of word processing with
training studies that vary the emphasis on type and amount of training and through analyses
such as functional connectivity that aim specifically to identify the relationship among
cooperative and competitive systems within the reading circuit in skilled and less skilled
readers (Pugh et al., in press).

Neurobiological circuitry associated with impaired word reading
Altered circuitry

Studies of impaired word reading have also helped to refine our understanding of the
neurocircuitry for reading. Converging evidence from functional neuroimaging studies of
single word reading indicates that a primary neurobiological marker of reading disability
(RD) is reduced activation of left hemisphere posterior regions, particularly the
temporoparietal and OT regions relative to non-impaired (NI) readers during tasks that make
demands on language and printed word processing (Temple et al, 2003; Shaywitz et al,
2002). In fact, research has shown a linear relationship between reading skill and activation
of LH reading cites (Shaywitz et al, 2002; Turkeltaub et al, 2003). Together with this failure
to reliably engage left hemisphere temporoparietal and occipitotemporal regions, RD readers
tend also to show heightened activation of right hemisphere posterior and bilateral frontal
regions (see Pugh et al,2000a; Sarkari et al, 2002 for reviews). A number of explanations
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have been proposed for how the tendency to hyper-engage these regions may serve to
compensate for deficient linguistic processing in the left hemisphere, including greater
reliance on sight-word reading and/or increased involvement of higher level control
processing.

Although the pattern of altered function described above is the most commonly identified
pattern of neural activity for dyslexic children and adults, there is some evidence that
suggests a possible sensory processing deficit, e.g., low-level visual motion processing
(Eden et al, 1995; Eden et al, 1996) or low-level auditory processing, (e.g., Tallal, 1980),
with alerted circuitry extending beyond language processing areas. One of the more
prominent of these theories is the magnocellular deficit hypothesis, which suggests that
individuals with dyslexia have a deficit in the magnocellular pathway in the lateral
geniculate nucleus (LGN), which is involved in visual motion processing (e.g., Eden et al,
1995; Stein, 2003). Neurobiological evidence for this abnormality comes from a series of
studies that have shown that presentation of moving visual stimuli produced less functional
activity in V5/MT in dyslexics relative to control participants (Eden et al, 1996) and that
amount of activity in V5/MT associated with visual motion processing was directly
correlated with reading skill (Demb et al,1997; Eden et al, 2000). Proponents of this
argument admit that the visual motion processing deficit in V5/MT is small and may be
limited to specific subtypes of dyslexics (Zeffiro & Eden, 2000). Although these deficits are
likely to be relevant for a subtype of the dyslexic population, the behavioral and
neurobiological evidence for a lower level sensory deficit in dyslexia, and its causal role in
reading difficulties (Frith & Ramus, 2006) is limited. The current review will focus on the
linguistic processing regions involved in reading, a research issue more intensively
investigated to date.

Effects of intervention on the neural circuitry for reading
Importantly, several studies with school aged children have shown that the altered circuitry
in RD can be modified to look more like that of a typically developing readers with certain
types of intervention. For example, in a recent MEG study, children with severe reading
difficulties showed robust increases in the engagement of the L. temporoparietal region,
accompanied by a moderate reduction in the activation of the R. temporoparietal areas after
a brief but intensive phonics based remediation program (Simos et al, 2002). Using fMRI,
Temple et al, (2003) examined the effects of a commercial intervention aimed at building
auditory processing and oral language skills (Fast ForWord Language) on the cortical
circuitry of a group of 8- to 12-year-old children with reading difficulties. After intervention,
along with increased reading and oral language scores, the authors observed increased LH
temporoparietal and inferior frontal activation, and the LH increases correlated significantly
with increased reading scores. In another fMRI study, three groups of young children: A
treatment RD group that received nine months of an intensive phonologically-analytic
intervention and two control groups, typically developing and an untreated RD group, were
examined at two time points; pre and post intervention (Shaywitz et al, 2004). When RD
groups were compared post treatment, reliably greater activation increases in left
hemisphere reading related sites were seen in the treatment group. In particular, differences
were seen in L. IFG, and importantly in L. OT. Importantly, left hemisphere ventral
increases along with decreasing right hemisphere activation patterns were observed even one
year later in a follow up scanning session after treatment was concluded. These initial
combined intervention/neuroimaging studies suggest that a critical neurobiological signature
of successful intervention in young RD children is increased engagement of major left
hemisphere reading-related circuits, and reduced compensatory reliance on right hemisphere
homologues.
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Other forms of reading impairment
It is important to note that the group of readers that were investigated neurobiologically in
Shaywitz et al (2004) were all treatment responders; that is, they all showed behavioral
improvements as a function of training. Similarly, in the Temple et al, (2003) study, the
greatest increases in LH activity were seen for those children who made the greatest gains
behaviorally. What is unknown, is what type of remediation would be successful for those
readers that do not respond to these types of interventions. One possibility is that those poor
readers who did not respond represented a different subtype of RD reader. Most research on
impaired reading has focused on children and adults with phonological and or decoding
impairments (developmental dyslexia type). This focus on developmental dyslexia exists
because phonological deficits have long been thought to be the primary source of reading
difficulty (see Velutino et al, 2004). However, an understanding of the neurobiology of
additional types or subtypes of reading disability may also further our understanding of the
neurobiological circuitry necessary for reading. One such possible subtype of readers
particularly relevant to the current review are those with specific comprehension
impairments (or SCI). Behaviorally, this group has exhibited impaired working memory
skills (Cain et al, 2004), impaired semantic processing skills (Nation and Snowling, 1998)
and impaired inference making (Cain & Oakhill, 1999) skills, all despite normal IQ and
putatively normal decoding skill. The only neurobiological investigation of this group that
we know of compared SCI adults to control adults using ERP (Landi & Perfetti, 2007). In
this study SCI participants and adult control participants (who differed significantly on
comprehension but not on IQ or decoding tasks) made a semantic judgment about two words
(do they belong to the same category) and a homophone judgment about two words (do they
sound the same if pronounced). The authors found that SCI readers had reduced N400 and
P200 on the semantic but not on the phonological processing task, suggesting a semantic
processing weakness in this group. Although ERPs alone do not provide information about
localization of function, there is some evidence that the neural generators of the N400 are
located in Wernicke’s area (e.g., Kutas &Van Petten, 1993 – See also Frishkoff et al, 2004,
for evidence of a larger network of generators), which suggests that this region is related to
the observed processing differences in this group of poor readers and is consistent with the
hypothesis that these readers have difficulty with semantic processing. Further investigation
of the neurocircuitry of impaired reading, especially for understudied subtypes with more
isolated impairments such as SCI readers may help refine our current working model of the
neural basis of reading and provide a more solid foundation for neuroimaging studies of
comprehension in impaired groups (discussed later in this paper).

With regard to remediation in SCI readers, if they truly have a circumscribed difficulty with
comprehension, than we would not expect phonologically based or decoding based
intervention to improve their performance or shift their neurocircuitry. One barrier to
identifying the type of training that would be most beneficial for this group is that it is still
unclear what is causing SCI reader’s difficulty with comprehension – a deficit in working
memory would suggest a different course of training relative to a deficit in semantic
processing. Furthermore, it is difficult to speculate on how their neurocircuitry might be
altered as a function of intervention, as currently we don’t know how their basic
neurocircitry for language differs from typically developing or traditionally defined RD
readers. Knowledge of the basic mechanisms and neurocircuitry that underlie SCI will be
beneficial for making links between single word reading, impaired reading and
comprehension. There is a growing recognition of the importance of comprehension level
deficits in RD (especially in older children) and thus it will be critical to apply the same
intensity of research focus that has been applied to decoding in recent years. In With regard
to remediation in SCI readers, if they truly have a circumscribed difficulty with
comprehension, than we would not expect phonologically based or decoding based
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intervention to improve their performance or shift their neurocircuitry. One barrier to
identifying the type of training that would be most beneficial for this group is that it is still
unclear what is causing SCI reader’s difficulty with comprehension – a deficit in working
memory would suggest a different course of training relative to a deficit in semantic
processing. Furthermore, it is difficult to speculate on how their neurocircuitry might be
altered as a function of intervention, as currently we don’t know how their basic
neurocircitry for language differs from typically developing or traditionally defined RD
readers. Knowledge of the basic mechanisms and neurocircuitry that underlie SCI will be
beneficial for making links between single word reading, impaired reading and
comprehension. There is a growing recognition of the importance of comprehension level
deficits in RD (especially in older children) and thus it will be critical to apply the same
intensity of research focus that has been applied to decoding in recent years. In the following
section we review the status of research findings on the neurobiological basis of skilled and
impaired comprehension.

Neurobiological basis of comprehension
Although the primary focus of most cognitive neuroscience research in reading has been at
the single word processing level, recent research has begun to explore the neurobiological
bases of reading comprehension. The process of reading comprehension is often
characterized as the product of word reading and listening comprehension (Gough &
Tumner, 1986). Thus, one might expect to find areas that are recruited for each of these
skills to be recruited for reading comprehension. Although difficult to directly compare
because of the greater demands imposed by sentence reading, findings from neuroimaging
research generally indicate that the neurocircuitry for reading comprehension is largely
overlapping with the circuitry for single word reading and that the circuitry for
comprehension is largely modality independent (e.g., Michael et al, 2001).

Neurocircuitry associated with sentence processing
Neuroimaging investigations of comprehension, typically involve either passive single
sentence reading or listening followed by a judgment about the grammaticality or
meaningfulness of the sentence compared to a baseline comparison task (such as reading or
listening to a series of unrelated words or consonant strings). In a classic example of this
type study, Bevalier et al (1997) presented participants with alternating blocks of visually
presented sentences or a series consonant strings in a passive fMRI paradigm. The authors
found greater activity for sentence processing, relative to reading consonant strings, in
Broca’s area, Wernicke’s area, L. STG and MTG bilaterally, as well as the L. IFG and the
angular gyrus. This engagement of these areas for sentence processing is relatively
consistent across studies; in general, studies show greater activation for sentence reading
relative to a control task in the left IFG and the posterior, superior and middle temporal gyri
(typically with more activation in the left hemisphere relative to the right hemisphere) (e.g.,
Caplan et al, 2001; Fredeirici et al, 2003) some studies also report activation in the fusiform
gyrus/ occipital temporal region (Cutting et al, 2006) and in the parietal lobes (Booth et al,
2001). Depending on task demands and type of the comparison task, areas that are relatively
more active for sentences vary from study to study; for example, areas such as the parietal
lobe and the occipital temporal region are less commonly reported than temporal lobe
regions and L. IFG, which seem to be constant across studies of sentence comprehension.

Further refining comprehension processes
Some of the most informative studies of comprehension have tried to more specifically
isolate comprehension processes. For example, a few studies have tried to directly compare
single word reading to sentence comprehension in order to further refine the networks that
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are specific to each. Although sentence reading is a much more complicated task than single
word reading and brings to bear a number of higher level skills that may not be used in
single word reading, it is useful to compare the two using subtractive methodology in order
to try to isolate those regions that are used for sentential processing above and beyond those
used for decoding and identification of words. Using PET, Stowe et al (1999) presented
complex sentences or lists of single words made from scrambling the words from the
sentences such that the words seen across conditions were identical – participants were
instructed to listen passively. Stowe and colleagues found the left anterior temporal lobe to
be more heavily recruited for sentence processing relative to word processing but found no
regions with greater activity for words relative to sentences, suggesting that complex
sentence reading more heavily recruited all language areas identified in this study. In a
related PET study, Bottini et al (1994) had participants read sentences for plausibility or
make a lexical decision about a word that was embedded in a string of words. Greater
activation was found for sentences relative to words in a number of right hemisphere and left
hemisphere regions including a large left frontal region encompassing the IFG, a region in
the left parietal lobe, a large portion of the left temporal lobe encompassing the middle and
inferior temporal gyri as well as the right and left temporal poles, the right and left
subcallossal gyrus and right IFG and right hippocampus. Again these findings suggest
overlapping regions for word and sentence processing with qualitative differences (sentence
> word) in many language and reading-related areas, along with greater right hemisphere
recruitment. Many of these same regions of differences between sentence and single word
processing have been identified with fMRI. Cutting et al (2006) contrasted single word
processing to sentence reading and identified similar regions of increased activation for
sentences. In this examination participants either saw a list of words and made a button press
when they viewed a word corresponding to a living object or read a series of sentences and
made meaningfulness judgments. Findings included increased left inferior, middle and
superior temporal lobe activation as well as right middle temporal lobe activation for
sentences relative to words. Cutting and colleagues also found an area in IFG (left anterior
IFG) that was preferentially activated for single word tasks (although this activation might in
part be driven by the increased semantic processing demands of the single word task in this
study, as this part of IFG has been associated with semantic analysis). Thus, there appears to
be a critical network for comprehension that is largely overlapping with single word
processing but draws somewhat more heavily on a number of reading and language related
areas, particularly the left hemisphere temporal lobe regions and L.IFG and several right
hemisphere regions. The greater activation in temporal and inferior frontal regions likely
reflects the general increased processing demands associated with sentence relative to single
word processing, in particular the L. IFG is likely to be more active because of the need for
syntactic analysis (particularly for the more complex sentences) either because of the greater
working memory demands associated with syntactic processing (Roskies et al, 2001) or the
need to select between alternative interpretations (e.g., Thompson-Shill, 2005). The greater
role for the right hemisphere may reflect increased resources required above and beyond
word processing for sentence processing (Just et al, 1996), the addition of prosodic
processing (Buchanan et al, 2000; Damasio & Damasio, 1992), the increased need for
processing of subtle semantic information/relationships as in metaphor processing (Bottini et
al, 1994) and in some cases the resolution of semantic ambiguity (MacDonald et al, 1994);
this remains an important but understudied question.

Semantics and syntax
Additional research has attempted to further specify the neural circuitry for some of the
critical subcomponents of sentence comprehension including syntactic processing, semantic
processing, working memory and inferential processing. Behaviorally there is evidence to
suggest that although these processes work together, they pose somewhat different cognitive
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demands on the language system (e.g., Ni et al, 2000) and this partial dissociation as been
confirmed with neuroimaging studies. For example, using fMRI, Ni et al (2000) compared
processing of syntactically anomalous and semantically anomalous sentences. In this study,
across three types of runs, participants heard semantically anomalous or non-anomalous
sentences and were asked to make a meaningfulness judgment, syntactically anomalous or
nonanomalous sentences and were asked to make a grammaticality judgment or pure tones
and were asked to make a pitch discrimination judgment. Ni and colleagues found that
activity associated with semantic anomaly was generally more widespread and more
bilateral than for syntactic anomaly. Furthermore, confirming findings from lesion studies,
they found a region of IFG (Broca’s area) to be more active for syntactic anomaly and the
posterior part of superior temporal region (Wernicke’s area) to be more active for semantic
anomaly. This is a rather course distinction of this division of labor but generally, the
inferior frontal region encompassing Broca’s area seems to be critically related to syntactic
processing as this region is repeatedly implicated in tasks that require complex syntactic
processing, particularly for anomaly resolution (e.g., Constable et al, 2004; Michael et al,
2001;Peelle et al, 2004).

Working memory
With regard to the involvement of working memory in comprehension, studies that look
specifically at working memory typically identify regions of IFG or DLPFC; however,
working memory has long been difficulty to separate out from syntactic processing in
language comprehension studies, as working memory can be heavily taxed in syntactic
analysis. For example, one study by Fiebach et al (2004) found Broca’s areas activation to
increase as a function of length of a syntactically ambiguous region in a sentence and to
interact with working memory span (individual difference variable) and sentence
complexity, thus suggesting increased activation in this region for increased demands – both
for and individual with low span (working memory demands) and for increasing syntactic
complexity (sentence processing demands). Cutting et al (2006), using a subtractive
analysis, attempted to parcel out activation associated with working memory from that
associated with sentence processing and single word reading and found that working
memory was more strongly associated with the superior parietal lobe.

Inference making
Research in reading has long acknowledged the importance of inference making during
comprehension of sentences and texts. Although there has been a long-standing debate over
when and under what circumstances readers draw inferences when they read, most
researchers agree that a certain amount of inferential processing is necessary for adequate
understanding of discourse. Early neurobiological examinations of inference making
revealed a prominent role for the right hemisphere; patients with right hemisphere lesions
have trouble drawing inferences and integrating sentences (e.g., Beeman, 1993); also split
hemifield presentations has demonstrated an important role for the RH in inferential
processing (e.g., Beeman, et al, 2000). One recent neuroimaging study by Mason and Just
(2004) used fMRI to directly examine activation during inferential processing by having
participants read pairs of sentences that varied in the degree to which they were causally
related. In this study participants saw an a outcome sentence such as, “The next day Joey’s
body was covered with bruises” and either a highly causally related sentence “Joey’s big
brother punched him again and again” a moderately causally related sentence “Racing down
the hill, Joey fell off his bike” or a sentence that was not causally related “Joey went to a
neighbor’s house to play” (from Mason & Just, 2004). This study was based on an earlier
behavioral study by Meyers et al, (1987), which found that memory for these types of
sentence pairs followed an inverted U shape function; moderately related sentences were
recalled better than highly related or distantly related pairs. Meyers et al, (1987) suggested
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that for the moderately causally related pair, a causal inference was drawn, which created a
richer representation for the pair, thus enhancing memory. Mason and Just (2004) found a
similar inverted U shape function for neural activation in several right hemisphere regions
(including the R. inferior parietal lobule and the R. inferior and middle temporal regions),
with greater activity for moderately causally related sentences relative to either of the other
two types, but no modulation by condition of left hemisphere language processing regions.
This recent fMRI finding, along with early RH lesion and split hemifield presentation
research, suggests an important role for the right hemisphere in inferential processing.
Neuroimaging research on inference making has only emerged recently and thus further
research will be necessary to refine our understanding of which regions within the RH are
most important for inference making and how RH activation might be modulated for
processing of different types of inferential relationships (e.g., causal vs. predictive).

It is clear that there are many subcomponents of comprehension that work together to
produce a readers overall understanding of the text but more studies with greater
sophistication will be needed to fully identify the relative contribution of each of these sub
components.

Beyond the sentence
A small set of studies has examined the underlying brain regions involved in comprehension
of longer texts. Findings from these studies implicate many of the same regions for
comprehension of longer connected text that are involved in sentence and single word
processing, including the L. IFG and temporal lobe regions; however, for longer texts there
seems to be even greater involvement of the right hemisphere (see Gernsbacher & Kashak,
2003 for a review). Studies that have directly contrasted sentence processing and discourse
processing are of particular importance for understanding discourse or narrative processing
(processing of longer connected texts). In general, these investigations have revealed greater
right hemisphere and frontal activation for discourse over sentence processing. For example,
one study by Plante et al (2006) compared activation in typically developing (TD) and
college students with a broad history of learning disabilities (HLD) listening to a series of
six unrelated sentences or six sentences that formed a connected narrative (group differences
are discussed later in this article). Plante and colleagues identified several regions of interest
that were more active for sentence (IFG) or narrative (middle temporal gyrus and precentral
sulcus) processing and further compared left and right hemisphere activation. They found
greater activation in L. IFG relative to R. IFG for sentences, greater activation for the left
relative to the R. MTG and greater R. precentral sulcus relative to left for narratives. These
relative differences likely reflect greater attention to syntactic information in the sentence
processing condition compared to greater attention to semantic information in the narrative
condition. In another study by Robertson et al (2000) participants were visually presented
with 11 sentences that formed a narrative or 11 sentences that did not. To create this
distinction Robertson and colleagues manipulated the presence of indefinite articles – the
presence of a definite article in a series of sentences created a connected narrative whereas
the absence of a definite article created a series of unconnected sentences. This study
provides an important data point as the two conditions were maximally similar in structure.
The findings from this study revealed no differences between conditions in left hemisphere
regions that are typically implicated in reading and language processing, but did find
differential processing in several right frontal regions (connected > unconnected text)
including the right superior and medial frontal gyri. The authors point our that an increased
role for the right hemisphere when processing connected text is consistent with lesion data
that suggests difficulty with complex language processing after right hemisphere lesions
including, prosody and semantics (e.g., metaphor). Thus, overall, it seems that frontal and
right hemisphere regions become increasingly involved as texts get longer and require a
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more fine-grained analysis of meaning and relatedness, working memory demands increase
and prosodic information becomes relevant.

This RH role in more complex text comprehension tasks is a primary area of divergence
between the network for sentence and connected text level processing and single word
reading, where the RH plays a more limited role (one notable exception is the previously
discussed RH compensatory processing in RD).

Modality effects
Interestingly, the comprehension network seems to be largely modality independent: similar
networks are activated for auditorally compared with visually presented sentences –in
general, exceptions include increased extrastriate activation and greater left lateralization for
visually presented sentences (Constable et al, 2004; Michael et al, 2001) and increased STG
activation for auditorally presented sentences (Braze et al, under review). Several studies
have directly compared auditory and visual sentence processing in the same study to identify
more subtle differences. One such study by Michael et al (2001) used fMRI to directly
compare auditory and visual sentence processing by having participants listen to or read a
sentence and answer a true false question after each sentence. Michael and colleagues also
manipulated complexity such that half of the sentences were object relative and half were
simpler subject relative sentences. Region of interest analyses indicated several areas of
overlap across modalities including a left hemisphere temporal region (encompassing ITG,
STG, and MTG) and L. IFG. A modality comparison revealed a number of areas that were
differentially active as a function of modality including increased activation in bilateral ITG
& STG/MTG, bilateral Heschl’s gyrus, & L. IFG for auditory relative to visual processing of
sentences and increased activation for visually relative to auditorally presented sentences in
extrastriate regions and primary visual regions. With regard to complexity, the temporal
cortex regions and the L.IFG were more active for the object relative sentences regardless of
modality (again suggesting an important role for the IFG in syntactic analysis). Similar
findings were obtained by Constable et al (2004) who also compared auditory and visual
processing of more simple (subject relative) and more complex (object relative) sentences
and found that the IFG (bilaterally) responded to complexity regardless of modality.
Constable and colleagues also found the preferential response in auditory regions for
auditorally presented sentences and a preferential response for visual stimuli in inferior
parietal sites. These findings suggest that although there are many areas of overlap for visual
and auditory sentence processing there are also some significant quantitative differences in
many reading and language related areas.

In sum, neurobiological studies of skilled reading comprehension indicate a largely
overlapping language circuit for single word reading, reading comprehension and listening
comprehension with notable differences being largely quantitative: greater left hemisphere
temporal and L. IFG involvement for sentences over words and greater activity in auditory
processing regions, (Heschl’s gyrus and STG) for auditory relative to visual processing of
sentences and greater activity in visual processing regions (extrastriate cortex) for visually
relative to auditorally presented sentences. Additionally there is greater involvement of the
right hemisphere and prefrontal regions for longer connected narratives relative to single
sentences, likely due to the increased need for subtle semantic processing and higher level
cognitive processing in maintaining text meaning and drawing inferences.

Impaired reading and comprehension
Examinations of the single word reading with neuroimaging methods in impaired readers
have been extremely useful for furthering our understanding of the underlying
neurocircuitry. Understanding the way in which poor readers brains respond to processing
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connected text, which requires more complex syntactic and semantic processing should
provide additional information about the functioning of their impaired systems (e.g.,
phonological in the case of traditional RD and potentially semantic in the case of SCI) when
they are part of a more complex comprehension process (see Meyler et al, in press). Very
little research has examined the neurobiological basis of comprehension in poor readers
(broadly defined) .

In one recent fMRI study by Meyler et al (in press) that compared good and poor readers in
3rd and 5th grade, participants read sentences and had to decide if they were semantically
sensible (e.g., the man fed the dress vs. the man fed the goat). The authors used a whole
brain multiple regression analysis and found a significant positive linear relationship
between brain activation and increasing reading ability in the L. MTG, R. inferior parietal
lobule and L. precentral gyrus – the L. angular gyrus was also correlated with skill in the
older group of children (these findings parallel single word studies to an extent).
Developmentally, activation in the R.IFG and the R. superior frontal gyrus decreased from
3rd to 5th grade. These findings highlight the importance of the temporoparietal regions and
the R. IFG in sentence comprehension. Surprisingly, however, the authors failed to find
differences in L. IFG which is routinely active for sentence processing tasks and shows
increased activation with increasing difficulty, furthermore, this region is often more active
for dyslexic relative to control participants in single word studies (Shaywitz et al, 1998).
One potential explanation is the level of reading skill in the Meyler et al study, the poor
readers had a variety of reading difficulties, not necessarily dyslexia – the only criteria for
poor readers was that they were below the 30th percentile on nonword and word reading
assessments and were above the 5th percentile on a vocabulary assessment. Thus, this group
likely included mostly “garden variety poor readers” who may also have had lower IQ than
the control group. In the previously mentioned study by Plante et al (2006), she compared
non-impaired college aged adults to college aged adults with a history of learning disabilities
(HLD) who performed significantly worse on a variety of reading and language tasks but
had otherwise normal cognitive functioning. Plante and colleagues looked at activation
associated with processing of unrelated sentences and of narrative discourse. Participants
heard a series of sentences that formed a short story and were later asked a question about
the content or they heard a series of unrelated sentences. Plante and colleagues found that
during sentence processing, the HLD group, had higher activation in the L. IFG, and
reduced activation in the L. SMG during narrative processing. These findings are consistent
with findings from another study of German dyslexics who showed greater IFG (in addition
to reduced OT and SMG activation) during sentence reading relative to viewing strings of
false fonts (Kronbichler et al, 2006). The findings from this group of studies is mixed,
largely because of the differences in the types of reading disabled readers – although all of
the RD groups discussed all had some word level reading difficulty, their overall RD profile,
RD history, age and native languages varied. However, to date there have been no
investigations to our knowledge of sentence or discourse processing in RD readers with a
well defined, circumscribed reading impairment, thus our current understanding of disabled
processing for comprehension is nascent and needs further investigation before the altered
circuitry for comprehension can be informative about the relationship between
comprehension and reading skill. Furthermore, there have been no neuroimaging
investigations that have examined the neurobiology of comprehension in SCI readers – a
potentially very important line of research for understanding comprehension processes in
general. Although traditionally identified RD readers and SCI readers both have reading
comprehension difficulty it is likely to be for very different reasons; dyslexic readers likely
suffer from a bottleneck wherein their slow and impaired word reading leads to difficulty
with larger texts because of increased working memory demands etc. (Crain & Shankweiler,
1990) and poor comprehenders may have difficulty because of a weakness in a variety of
other higher level skills, such as semantic processing (Landi & Perfetti, 2007; Nation &
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Snowling, 1998) as discussed above. Again we would expect the neurobiological profile for
these two groups to be different if their reading difficulty stems from different sources. In
particular we would expect less of a difference in SCI readers neurocircuitry relative to the
comparison of traditionally defined RD and TD readers in phonological processing regions
as their single word reading is more similar to TD readers. However, like traditionally
defined RD readers we would expect large deviances from TD readers during
comprehension – but these differences are likely to be of a different nature. One possibility
is that these readers will show their primary differences in semantic processing regions
(temporal regions, angular gyrus) and in regions that are more heavily recruited for
comprehension of longer texts (right hemisphere and prefrontal regions). As mentioned
above, a better understanding of the neurobiological profile of SCI (for both single word
reading and reading of longer texts) will not only be useful for furthering our understanding
of the underlying cognitive processes involved in reading more generally, but will be of
critical utility for designing interventions for SCI readers.

Directions for future research
Although the neurocircuitry for single word reading has been relatively well defined for both
skilled and impaired readers, the neurocircuitry for reading comprehension (and
comprehension in general) is less well understood – particularly for impaired readers. The
identification of different subtypes of impaired readers will greatly improve our
understanding of the underlying circuitry for comprehension – as subtypes of readers with
different profiles (e.g., SCI) are likely to show impairments in different underlying circuits
involved in comprehension. For example, those readers with primary impairments at the
single word reading level are likely to show larger differences in those regions that are
largely overlapping in single word reading and comprehension (e.g., IFG) whereas those
readers without word level difficulties are more likely to show differences in areas that are
more specific to or taxed more heavily for comprehension (e.g., bilateral temporal regions).
Moreover, an understanding of the differences in underlying neurocircuitry for
comprehension in impaired readers, particularly those who have specific comprehension
impairments, will be important for informing education and remediation beyond the word
level because fast and accurate single word reading does not alone make a skilled reader.
Another neglected are of cognitive neuroscience research in reading is comprehension
development, although there has been extensive behavioral research on the development of
comprehension (see Perfetti, Landi & Oakhill, 2005 for a review), and many neuroimaging
studies of children that focus on single word processing, most neuroimaging studies of
comprehension examine skilled adult readers.

Another shortcoming of past neurobiological research on comprehension is that it has rarely
examined reading beyond the single sentence level – in part because of technical limitations
involved in neuroimaging design. Reading of larger texts (which makes up the majority of
skilled reading activity) uses a somewhat different set of skills – for example a shift from a
more simplistic syntactic analysis (e.g., correctly identifying the subject, verb and object) to
analysis of the larger meaning and themes of a text. Studies that look at comprehension of
larger texts will be critical for understanding some of the more complex aspects of
comprehension such as inference making, or comprehension monitoring as well as
semantics and working memory. Furthermore, such investigations will provide a closer
approximation to naturalistic reading as adult skilled readers rarely read disjoint sentences in
isolation. As new techniques and approaches for neuroimaging of more naturalistic
behaviors emerge (e.g., fMRI studies that measure activation during a long continuous
stimulus such as a movie; Golland et al, 2006), understanding the neurobiology associated
with reading or listening to longer narratives becomes a more realistic goal.
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Implications for education & practice
Neurobiological studies of word reading and reading comprehension have helped us to
further refine our understanding of the component processes involved in these tasks and this
knowledge can be useful for guiding appropriate teaching methods. For example,
neuroimaging research has highlighted the role of phonological systems for beginning
readers, and the role of semantic systems for comprehension. Moreover, neuroimaging
research has shown that there is plasticity in the system such that the circuitry for reading
can be modulated with appropriate treatment. This line of research has also shown that some
children do not respond to evidence based treatment, at both the level of brain and behavior.
This work provides concrete evidence that a poor reading system can be re-wired to be a
better reading system – and, that even state of the art evidence based treatments do not work
for everyone. Critically, ongoing research is looking to identify predictive starting states for
appropriate treatment, that is, a way to identify what will likely work for whom based on
initial neural response to spoken and written language.

Conclusion
Single word reading and reading of longer texts involve similar networks in the brain –
including the L. IFG, L. temporal cortex and L. posterior parietal regions with quantitative
differences for some of these regions (greater temporal lobe and IFG activation for sentences
and longer connected text relative to single words) and increased involvement of frontal and
right hemisphere regions as texts become longer and more complex. Additionally, studies of
reading comprehension indicate a large amount of modality independence in the neural
network for comprehension, with the exception of visual processing regions (greater
activation for visual than auditory presentation) increased STG activation for auditorally
presented sentences/texts and greater left lateralization for visually processed sentences.
Furthermore, studies that have attempted to isolate component processing have identified
regions that are more active for syntactic processing (e.g., IFG) and those that are more
active for semantic processing (e.g, Wernicke’s area) within sentence processing and areas
that are particularly important for inferential processing (e.g., R.H regions). Finally,
however, little research has examined the neurobiological basis of comprehension in
struggling readers, for either the more typically identified group of RD readers with
phonological deficits or for readers with impairments that are specific to comprehension.
Future investigations will need to consider different types or subtypes of reading disability
when assessing the neural circuitry for impaired reading as readers with different behavioral
profiles, including the poor comprehension profile are likely to show a very different pattern
of discrepancy from those with more general language and reading impairments or
developmental dyslexia.
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Figure 1.
Simplified diagram of the neurocircuitry for single word reading, adapted from Pugh et al.
(2000)
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