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We are on the cusp of transformational change in health care, in
general and in the field of oncology, specifically. The last four
decades have witnessed remarkable advances in the treatment of
cancer and significant improvements in outcomes, with mor-
tality rates for most cancers declining.1 By deciphering the
molecular code that underlies the development of cancer, ther-
apeutic advances long hoped for can finally be realized. How-
ever, this increased understanding of the molecular basis of
disease is accompanied by a dramatic increase in the complexity
of the treatment paradigms for cancer. A recent study identified
35 significantly mutated genes in breast cancer, many of which
may be targets for new therapies.2 As we begin to tailor our
treatments to all of the different genetic varieties of malignancy,
the process of determining the most appropriate cancer therapy
will become exponentially more complex and strain the abilities
of even the most seasoned clinician.

In parallel with the genomic revolution, advances in infor-
mation technology are producing data at a rate heretofore un-
anticipated. To capitalize on this substantial progress and
further drive innovation, the Institute of Medicine and others
are advocating rapid-learning health care, wherein data ob-
tained during the course of routine clinical practice are available
in real time for comparative-effectiveness research, quality im-
provement, safety, and generation of new hypotheses for inves-
tigation.3,4 An article in this issue of Journal of Oncology Practice
(JOP) describes the efforts of the American Society of Clinical
Oncology to develop CancerLinQ, a rapid-learning system
for oncology.5 However, a key challenge to fully realizing the
rapid-learning health care system is that most information
captured by electronic health records today is unstructured,
requiring new information technology (IT) tools to access
these data.6

Developing IT Applications for Oncology Using
IBM Watson

Since the 1960s, visionaries have anticipated computers pro-
viding clinicians with intelligent real-time consultative services
at the bedside.7 However, decades later, this vision has yet to be
realized. Recent advances in IT, including natural language
processing, cognitive computing, and machine learning, prom-
ise to finally make the so-called e-consultant in medicine a
reality.

Named after IBM founder Thomas J. Watson, the Watson
computer system was built by a team of IBM scientists with the
goal of creating a cognitive computing system that could re-
spond to the evolving big-data informational challenges of to-

day. To demonstrate the capabilities of the system, the team set
an objective of the system winning Jeopardy!, which it did in
2011, beating two national champions of the game in a nation-
ally televised show.8,9 To achieve this breakthrough, the scien-
tists who developed Watson had to integrate natural language
processing, information retrieval, knowledge representation,
machine learning, and a general reasoning paradigm and be able
to respond in less than 5 seconds.9

The powerful image of Watson winning Jeopardy! engenders
a mental picture of a computer system that is omniscient and,
once primed with the world’s medical literature, will be able to
answer any question posed to it at lightning speed. However
impressive such a system would be, it would not have much
clinical utility at the bedside, where the real challenges are to
first decompose a complex problem into a series of clinical
decisions (eg, whether to proceed directly to a resection or first
perform an endobronchial ultrasound biopsy followed by me-
diastinoscopy on an 82-year-old patient with a small peripheral
lung cancer who had a small inferior myocardial infarction 5
months ago but still bicycles to work every day). In contrast to
answering a simple question, providing a response regarding
treatment options for a patient requires Watson to analyze all of
the relevant clinical information about a patient case and then
identify those attributes that are relevant to the clinical decision
at hand. Although a physician could present a patient case to
Watson, much like a trainee would to an attending, having
Watson identify the relevant clinical attributes from the source
clinical data would provide additional value because this
summary could also be used by the oncologist during his or
her initial consultation with the patient. Researchers at the
Health Information Technology Research Laboratory at the
University of Sydney are developing a similar capability for a
tool for intensivists; the Intelligent Clinical Notes System
extracts pertinent information from patients’ medical re-
cords regarding their clinical course before transfer to the
intensive care unit.10 Developing a clinical summary for on-
cologists requires Watson to analyze potentially large vol-
umes of clinical information, which can include years of
physician notes, laboratory data, diagnostic imaging, and
pathology reports, most of which, even in electronic health
records, are stored as free text that can only be accessed with
sophisticated natural language processing.

Once the question or patient case has been understood, the
next step is for Watson to identify a broad set of candidate
treatment options. In this early phase of developing Watson for
oncology, treatment guidelines are being used to define the set
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of candidate treatment options. A physician considers a number
of factors when selecting the best treatment option for a patient,
including effectiveness, toxicity, comorbid conditions and their
potential impact on the benefit and harm of the treatment,
patient preferences, and health plan policies. Similarly, the al-
gorithms used by Watson to rank treatment options as more or
less optimal for a specific patient will need to weigh all of these
factors. Much of the data that a clinician uses to weigh these
factors comes for the medical literature; however, where evi-
dence is lacking, he or she relies on experience and guidance
from clinical experts. IBM has a dedicated team to seek out
sources of cancer care knowledge—text books, medical journals
(including Journal of Clinical Oncology and JOP), and clinical
trial databases—and evaluate licensing rights from publishers,
allowing content ingestion into the Watson corpus of knowl-
edge. To date, more than 1 million individual articles of evi-
dence have been ingested from hundreds of sources. For
Watson to use this medical corpus, we are developing a system
that again uses the natural language processing capabilities of
Watson. To analyze the evidence Watson must evaluate: first,
the relevancy of an article to a patient case (ie, are the patients
described in the article similar to the patient in the query);
second, the quality of the evidence (ie, an article reporting re-
sults of a randomized clinical trial is higher-quality evidence
than one summarizing a case series); and third, the sentiment of
the article (ie, does it provide evidence that is positive or nega-
tive about a particular treatment).

Watson uses machine learning to determine how to weigh
the clinical factors in a patient case so as to identify treatment
options from the data that have been ingested. The process of
developing and tuning the algorithms used by Watson to
provide decision support is referred to as training. Similar to
medical school students and residents learning during
rounds with experienced attending physicians, the perfor-
mance of Watson improves as it learns from various forms of
evidence and data. Watson is provided with training patient
cases, which, with input from experts at Memorial Sloan-
Kettering Cancer Center, help it tune its algorithms and
improve the confidence levels associated with its responses.
Initial efforts to date have focused primarily on metastatic
non–small-cell lung cancer and early-stage breast cancer.
This is an iterative process that repeats over many cycles,
through which Watson continues to learn and improve its
capabilities, improving its accuracy with each cycle.

Envisioning the Future
What might oncology look like in the future when it is

supported by tools like Watson? Before an initial consultation,
a patient’s entire electronic health record is processed by Wat-
son so that when the oncologist has his or her first encounter

with the patient, all of the pertinent clinical data are already
concisely summarized for review. During this process, Watson
identifies any discrepancies in the medical record and highlights
them for the physician to clarify when he or she conducts his
or her own assessment of the patient. In addition, as Watson
searches for treatment options for the specific patient, the
computer will identify diagnostic tests that would enable a
more refined set of treatment options and propose those to
the clinician. One can envision a scenario where all of this
occurs before the first visit so that all necessary diagnostic
testing is obtained in advance of the initial consultation.
Using the same algorithms, Watson then advises the oncol-
ogist when a test he or she was considering ordering would
not impact clinical decision making, thereby improving
health care efficiency. Finally, after the oncologist has com-
pleted his or her assessment of the patient and added any
additional pertinent information to the medical record,
Watson retrieves the most-applicable treatment options
given the individual patient’s tumor characteristics, overall
health, and preferences, with links to the supporting the
evidence. The clinician reviews the proposed treatment op-
tions and discusses them with the patient. Once a therapy
has been selected, the clinician responds to Watson with the
choice, and the information is directly relayed to the pa-
tient’s health plan for immediate preauthorization. Watson
captures as data the treatment selected and eventually the
patient’s outcomes, allowing it to also serve as the engine for
a rapid-learning health care system.
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Did You Know? ASCO Members Save on Annual Meeting

Beyond the benefit of being part of the only organization that represents all oncology disciplines, ASCO members
receive:

● Reduced registration rates for the ASCO Annual Meeting as well as all other ASCO meetings throughout the year.

● Complimentary educational products and resources from the ASCO Annual Meeting, including the Annual Meeting
Proceedings, the Annual Meeting Educational Book on CD, and Annual Meeting Summaries.

● Access to early registration and housing for the ASCO Annual Meeting, the premier educational and scientific event
in oncology.

● The opportunity to submit one abstract as first author and presenter at the ASCO
Annual Meeting as well as all other ASCO meetings throughout the year.
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