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Abstract
Research in the vestibular field has revealed the existence of a central process, called ‘velocity
storage’, that is activated by both visual and vestibular rotation cues and is modified by gravity,
but whose functional relevance during natural motion has often been questioned. In this review,
we explore spatial orientation in the context of a Bayesian model of vestibular information
processing. In this framework, deficiencies/ambiguities in the peripheral vestibular sensors are
compensated for by central processing to more accurately estimate rotation velocity, orientation
relative to gravity, and inertial motion. First, an inverse model of semicircular canal dynamics is
used to reconstruct rotation velocity by integrating canal signals over time. However, its low-
frequency bandwidth is limited to avoid accumulation of noise in the integrator. A second internal
model uses this reconstructed rotation velocity to compute an internal estimate of tilt and inertial
acceleration. The bandwidth of this second internal model is also restricted at low frequencies to
avoid noise accumulation and drift of the tilt/translation estimator over time. As a result, low-
frequency translation can be erroneously misinterpreted as tilt. The time constants of these two
integrators (internal models) can be conceptualized as two Bayesian priors of zero rotation
velocity and zero linear acceleration, respectively. The model replicates empirical observations
like ‘velocity storage’ and ‘frequency segregation’ and explains spatial orientation (e.g.,
‘somatogravic’) illusions. Importantly, the functional significance of this network, including
velocity storage, is found during short-lasting, natural head movements, rather than at low
frequencies with which it has been traditionally studied.
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Introduction
In addition to the classical five senses, all vertebrates possess the ability to detect motion of
the head and body in space through a set of specialized sensory organs located in the inner
ear. This sense is crucial for a variety of functions (Angelaki and Cullen 2008). It is
fundamental for navigation and spatial orientation. It contributes to equilibrium, in particular
while walking on uncertain or slippery terrains. It also drives a gaze stabilization reflex
called the vestibulo-ocular reflex (VOR), which maintains a sharp vision when moving the
head. In general, it allows tracking head and body position in space when performing
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complex sequences of movements. Unlike with other senses, one is usually not aware of the
existence of ‘vestibular perception’. The significance of this sense becomes apparent after
lesions of the vestibular periphery or when self-motion illusions are induced. One well-
known illusion happens when one rotates for a while and then stops: this leads to a feeling of
spinning in a direction opposite to the initial rotation. Erroneous judgments of body
orientation in space are also typically experienced aboard a turning aircraft. In this situation,
the influence of the vestibular organs, which misperceive earth-vertical, is so strong that one
watching the ground will perceive it as tilted. Vision may also contribute to self-motion
perception, as illustrated by the feeling of self-motion experienced when one, sitting in a
train, watches an adjacent moving train.

These illusions are attributable to the physical properties of the vestibular sensors and to the
organization of central vestibular processing. The various components of self-motion—head
rotations and translations—are transduced by two set of vestibular sensors, the semicircular
canals and the otolith organs, respectively, as well as the visual system. These sensors have
intrinsic limitations: for instance, the canals respond reliably only to brief rotations and the
visual system responds with a certain delay. However, the various sensory channels
complement themselves efficiently. For example, the canals and the visual system together
can reliably detect all rotations, and the canals can contribute to graviception by measuring
rotations of the head relative to gravity; both of these ideas are further developed in the next
sections. These multisensory interactions are implemented through central processing
elements taking into account the specificity of each sensor and the physical relationships
between motion variables—e.g., between head velocity and position. One of these key
elements processes angular velocity information: Various sources of rotation information
converge towards a multi-sensory process which has been called ‘velocity storage’ (see
reviews by Hess and Angelaki 1997; MacNeilage et al. 2008; Raphan and Cohen 1985,
2002), and this concept will be central to this review.

But what is the function of velocity storage? Its most apparent feature in laboratory settings
is its ability to memorize, or store, rotation information. But why this is functionally
important has remained obscure. This lack of intuition is exasperated by the observation that
gravity information influences velocity storage properties in a complex and rather
unintuitive manner. In this review, we attempt to rationalize why velocity storage and other
central vestibular properties exist from a theoretical point of view, while emphasizing
intuition rather than presenting mathematical formulas. We start by describing the main
sensory organs, their limitations, and how these limitations can theoretically be overcome by
a set of simple processing elements. This will lead towards a simple but comprehensive
schematic model incorporating the influences of the otolith organs and the semicircular
canals, as well as visual rotation information (Part I). We will show how this model relates
to previous works and, in particular, to a recent modeling approach based on Bayesian
inference (Part II). Once such a model is constructed out of basic principles, as necessary to
overcome the peripheral limitations of the vestibular system, it can also explain multiple
perceptual illusions and the bizarre gravity influences on velocity storage (Part III). Because
our goal is to introduce the central processing elements intuitively, as important and
necessary computational solutions to the deficiencies in the peripheral sensors, references to
previous work in Part I are limited—but are fully acknowledged in Parts II and III.

Part I: building a model of vestibular processing for spatial orientation and
gaze stabilization

The ability of the vestibular organs to detect motion of the head is limited by their physical
properties. These limitations can be improved by dynamic processing and multi-sensory
integration. In this section, we show how a set of central processing stages can use vestibular
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information to compute an accurate estimate of head motion. We will illustrate this process
by a series of simple simulations, focusing on motion stimuli that are representative of
natural movements. Note that the concepts we present here represent a synthesis from a
variety of theoretical studies performed in the last decades, e.g., (Bos and Bles 2002;
Glasauer and Merfeld 1997; Hess and Angelaki 1997; Laurens and Droulez 2007;
MacNeilage et al. 2008; Merfeld et al. 1993a; Merfeld 1995; Merfeld et al. 1999; Mergner
and Glasauer 1999; Raphan et al. 1977; Zupan et al. 2002). Its relationship to previous
modeling studies will be detailed in Part II.

Rotation information from the vestibular system
Rotations of the head are primarily sensed by the semicircular canals. Schematically, these
organs are tubes filled with a liquid called endolymph. Whenever the head rotates, the canals
themselves rotate together with the head, while the endolymph remains stationary because of
its own inertia—as an analogy, one may imagine the motion of tea inside of a rotating
teacup. This creates a relative motion between the canals and the endolymph, which is
detected by a specialized structure, the cupula: the cupula is deflected by the action of the
lagging endolymph, which causes a neural signal indicating the rotation. The canals can
accurately report brief rotations of the head in all directions. However, they suffer from one
limitation: whenever a rotation lasts for more than a fraction of a second, the endolymph
gets progressively dragged by the friction with the canal wall; thus, it has a non-zero
velocity in space (Fig. 1a). As the endolymph accelerates in space, its motion relative to the
canals decreases and consequently the rotation signal decays (Fernández and Goldberg
1971; Goldberg and Fernández 1971; Mayne 1974).

This is illustrated in Fig. 1c, d, in which a sequence of one brief rotation (0.5 s) and a longer
one (3 s) are simulated. Note that the endolymph reaches a substantial velocity, particularly
for the latter (Fig. 1d, arrow), and consequently, the rotation signal generated by the canals
decreases (Fig. 1e, arrow). Furthermore, endolymph rotation persists for a while when the
rotation stops (Fig. 1d, red line), which causes a post-rotatory activation of the canals
(rebound activity in Fig. 1e). These properties of canal afferents have been described by a
high-pass filter, with a time constant of 4 s (Goldberg and Fernández 1971). It is reasonable
to assume that these deficiencies in the dynamics of the semicircular canals can be ‘known’
by the brain, such that the real angular velocity can be centrally reconstructed by inverting
the transfer function of the canals. This concept can be thought of as the brain having an
‘inverse internal model’ of canal dynamics, such that the real angular velocity of the head
can be ideally reconstructed. We will show that what is known as velocity storage can be
interpreted as this internal model. Unfortunately, this ideal solution cannot be implemented
completely, as will be shown next, because of biological noise. It is for this reason that
although the velocity storage improves canal dynamics, the real angular velocity is never
reconstructed ideally.

But to proceed further with our discussion, we will first show how the inverse internal
model idea can be implemented using the most widely known Raphan-Cohen model of
velocity storage (Raphan et al. 1977) (Fig. 1b). It is possible to design a system that
overcomes the deficient dynamics of canal afferents, by feeding their signal into an
integrator. This velocity storage integrator can easily be tuned in such a way that its output
will closely match the velocity of the endolymph in space.1 Thus, by summing the output of
the velocity storage with the canal signal, one can compute head velocity in space (Fig. 1b).
In other words, the combination of these two pathways implements an internal model of the

1 It is so because the acceleration of the endolymph in space is due to the friction between the endolymph and the canals. This friction
is proportional to the difference in velocity between the canal and the endolymph, which is what is reported by the canal. Therefore, a
perfect integration of the sensory signal of the canals yields a signal which is proportional to endolymph velocity in space.
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canals. This solution is, however, impractical for one reason: any biological system is
subject to a certain amount of noise. This noise can affect the canal signal or the integrator
itself and would invariably accumulate in the integrator (Fig. 1h), causing a drift in its output
and thus also in the rotation estimate (Fig. 1g).

This problem can be surmounted by adding a leak to the integrator, i.e., a process that
slowly and continuously discharges it, which is represented by a negative feedback loop on
Fig. 1b. This leak ‘flushes’ the noise that continuously accumulates in the integrator’s output
and thus counteracts the drift. This comes at the expense of the efficiency of the system
during sustained rotations: the leak causes the integrator’s signal to undershoot endolymph
motion (Fig. 1j, arrow). Therefore, the final estimate decays to a certain extent during
continuous rotation and suffers from a slight aftereffect (Fig. 1i, arrow). Despite this
limitation, the leaky integrator improves considerably the rotation signal extracted from the
canals (compare Fig. 1e, g, i). Importantly, the contribution of velocity storage to the angular
velocity reconstruction is not only limited to very low frequencies and long-duration,
constant velocity rotations, as often erroneously presumed (because these are the conditions
typically tested in behavioral experiments). As illustrated in Fig. 1, its effects are already
seen for 1–3 s constant velocity rotations, which are certainly in the range of motions
experienced during natural behavior.

Rotation information from the visual system
Whenever the centrally reconstructed signal does not match endolymph velocity—either
because of sensory noise or because of the integrator leak, the visual system is activated.
The resulting retinal flow signal (generated because of a less than ideal VOR) can be added
with an appropriate gain to the velocity storage such that its output now more closely
reflects endolymph velocity (Fig. 1l, red versus gray dotted lines). This in turn improves the
rotational velocity estimate (Fig. 1k).

Retinal flow can also be used to correct the output of the rotation estimator itself (Fig. 1b,
direct visual pathway, dashed gray line), e.g., this pathway is recruited for gaze stabilization
by efficiently suppressing vestibulo-ocular commands during fixation on a head-stationary
target. Importantly, however, while this direct pathway improves the final estimate, the
correction through the velocity storage is actually the one that minimizes the mismatch
between the estimated and the real velocity of the endolymph in space. By doing so, it
allows the VOR to provide a more accurate gaze stabilization command and reduces the
contribution of visual fixation and tracking. This is ecologically beneficial since ocular
tracking is typically weary—one can appreciate this by attempting to watch a movie filmed
by an unsteady camera or read a book while slowly moving it in front of one’s head. In other
words, the visual projection through the velocity storage allows the rotation estimator to
operate accurately indefinitely, thereby minimizing the need to suppress the retinal flow by
recruiting the direct pathway.

Note that once the velocity storage is inserted inside the visual feedback loop, its tendency
to leak becomes rather unimportant, since the stored signal is continuously updated by the
visual system. Whenever a change in the velocity storage output is necessary to match the
visual signal, the stored velocity will increase or decrease exponentially towards the
intended value. It is for this reason that the time constant of velocity storage is reduced
during rotation in the light when compared with darkness (Cohen et al. 1977; Gizzi and
Harper 2003; Waespe and Schwarz 1986). In the light, the time constant depends mostly on
the gain of the visual feedback loop and only marginally on the leak of the velocity storage.
In other words, the time constant measured in darkness becomes functionally unimportant,
because the visual loop automatically updates the stored signal and therefore dominates its
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dynamics. As we will see next, there is a similar feedback loop from a processed otolith-
driven signal to the velocity storage.

Inertial information from the otolith organs
Another component of the vestibular system arises from the otolith organs, which are
specialized to detect gravito-inertial acceleration (GIA), i.e., translation in space and tilt
relative to gravity. The information provided by the otolith organs can be compared
schematically with that of a pendulum (Fig. 2a), and we will use this analogy here.
Translational acceleration of the head in a given direction (i.e., towards the right) causes the
pendulum to be deviated in the opposite direction (i.e., the left), generating a sensory signal.
However, a tilt of the head towards the left also deviates the pendulum in exactly the same
manner (Fig. 2a). This is because the physical variable sensed by the otolith organs is the
GIA, which is equal to the gravity vector minus the linear (inertial) acceleration. Thus,
extracting the linear acceleration from the GIA requires knowledge of head orientation
relative to gravity. This problem is called ‘the gravito-inertial ambiguity’, which can
physically not be resolved (Einstein 1907) without the use of additional sensory signals.

Under most circumstances, such signals are, however, readily available to the brain: a tilt of
the head is a rotation which activates the semicircular canals. Therefore, tilt can be
distinguished from translation by merging the signal of the canals and the otolith organs. A
convenient way to do so consists of integrating rotation velocity over time, in order to keep
track of head orientation relative to gravity (or equivalently of head tilt). This allows the
estimation of the deviation of the GIA relative to the head attributable to gravity (Fig. 2c).
Subtraction from the actual net deviation of the GIA allows computation of the linear
acceleration (translation). We will refer to the element that integrates rotation velocity as the
‘tilt estimator’ (block “∫G × Ω” in Fig. 2c). Mathematically, the change of the estimated
gravity vector relative to the head can be computed by the vectorial cross-product G × Ω
(Fig. 2d), where Ω is the angular velocity vector and G the estimated gravity vector. Notice
that this product is equal to zero if the head rotates around an earth-vertical axis, since this
rotation does not affect head orientation relative to gravity (it is for this reason that the tilt
estimator uses ∫G × Ω, rather than ∫Ω; the latter operation would erroneously estimate a
non-zero tilt during earth-vertical axis rotations, e.g., yaw in upright). By integrating this
product, G × Ω, over time, the tilt estimator delivers an estimate of the gravity vector that
can be subtracted from the GIA in order to compute the translation of the head. Note that
this second integrator can be thought of as another internal model, this time not of a sensor
but of the physical equations relating signals Ω and G from the two vestibular sensors. This
is a direct (forward) model, since it uses an estimate of the variable that causes the tilt (the
rotation velocity) in order to compute the tilt.

A simple simulation of head tilt and translation is presented in Fig. 2e, in which the head is
tilted for 1 s and then undergoes a linear acceleration for 1 s. Both motions induce the same
variation of the GIA (Fig. 2e, bottom row). If the tilt estimator operates noiselessly, then tilt
and translation can be discriminated perfectly. In practice, however, this approach is
compromised by the same problem as the internal model of canal dynamics, i.e., error
accumulation due to the integration of a noisy signal. The G × Ω signal is subject to noise
and simply integrating it will cause the estimate of tilt to drift away from the real value,
leading to an increasing error in the estimate of translation (Fig. 2e, ‘noisy estimate’).

This problem can be solved in a way which is similar to the leak introduced in the velocity
storage, i.e., by adding a feedback loop that slowly and continuously drags the tilt estimate
towards the direction indicated by the pendulum (i.e., the GIA). For reasons that will appear
obvious soon, this loop is named the ‘somatogravic feedback’ (Fig. 2c) and its function is to
bring the gravity estimate towards the GIA, a process that efficiently cancels the drift. Note
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that the signal fed back to the tilt estimator is simply the difference between GIA and
gravity, times a coefficient, and it implements a simple low-pass filter.

But this important functional advantage also comes at a cost. During translation, the tilt
estimate increases over time as the estimated gravity moves towards the GIA. This
phenomenon, which has been known as the ‘somatogravic illusion’ (Graybiel 1952;
Graybiel and Clark 1965; Graybiel et al. 1979; Paige and Seidman 1999), causes a decrease
in the translation estimate, as well as an aftereffect at the end of the translational
acceleration. The somatogravic illusion could occur rapidly and could be appreciable even
during a simulation of a 1 s long translation (Fig. 2e, arrows). Indeed, tilt perception during
translation can be sensed at frequencies as high as 0.5 Hz (Merfeld et al. 2005). For reflexive
eye movements, torsional modulation during lateral translation in darkness can be seen at
frequencies of ~0.5 Hz (Angelaki 1998; Paige and Tomko 1991a, b).

Thus, the caveat of this loop is that it can cause a misinterpretation of translational
accelerations as tilt relative to gravity. However, the benefit is important. The somatogravic
feedback ensures that the gravity estimate does not drift over time because of noise
accumulation, i.e., the system ensures most accurate perception of brief translations and tilts
at the expense of less commonly experienced prolonged constant accelerations. Note that
this somatogravic feedback essentially generates Gary Paige’s ‘frequency segregation’
filtering seen in behavioral output (Paige and Tomko 1991a, b; Seidman and Paige 1996;
Seidman et al. 1998). Importantly, though, the functional significance of this filtering is not
to segregate tilt from translation (this is performed by integrating canal, or other rotation-
coding, cues). This filtering rather improves the fidelity of mid/high-frequency motion
perception at the expense of low-frequency tilt (somatogravic) illusions experienced during
low-frequency translations.

Although the somatogravic feedback improves the noise-driven drift of the tilt estimator,
there is another problem that needs to be dealt with. If the angular velocity estimate (input to
the tilt estimator) is itself incorrect, then it will cause the tilt estimator to generate new errors
continuously. Such inaccurate rotation signals, for example, would commonly exist because
of the canal aftereffect (Fig. 1e). In this case, it is more efficient to also directly correct the
rotation estimate itself, rather than correcting only the gravity estimate through the
somatogravic feedback. This is performed by a second feedback loop that acts on the
velocity storage (Fig. 2c). This ‘rotation feedback’ is an angular velocity signal that
represents a virtual rotation that would bring the estimated gravity vector back in alignment
with the otolith signal (GIA). Such signal adequately opposes incorrect rotation estimates
that drive the estimated gravity vector away from the GIA.

The mechanism underlying this rotation feedback is illustrated with an example in Fig. 3a:
suppose that the head is upright but that, for some reason, the tilt estimator indicates that it is
tilted backwards. This error can be corrected by a forward rotation. This virtual rotation can
be computed as the cross-vector product of the estimated gravity (G) and the GIA. Thus,
estimated gravity and GIA are continuously monitored and their cross-product, GIA × G,
yields a rotation vector in the appropriate direction that would bring the estimated gravity
back into alignment with the otolith signal. Note that this rotation feedback signal to the
velocity storage allows the system to more accurately compute a rotation estimate using
otolith information. Indeed, as will be further discussed in part III, this feedback loop
accounts for the ability of the otolith system to generate a steady-state velocity and to
improve the low-frequency dynamics of the VOR during off-vertical axis rotations
(Angelaki and Hess 1996a, b; Angelaki et al. 2000; Benson and Bodin 1966a; Correia and
Guedry 1966; Kushiro et al. 2002; Laurens et al. 2010).
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This velocity feedback acts in synergy with the somatogravic feedback. Its specificity is that
it can correct errors in the angular velocity signal coming from the semicircular canals. But,
importantly, the functional significance of this velocity feedback loop from the tilt estimator
to the velocity storage is not found in low-frequency or constant velocity rotations, where it
has been typically tested. Rather, it lies on the need to appropriately estimate tilt and
translation under natural, everyday conditions. Consider, for instance, a rotation from supine
to upright (Fig. 3b), performed in 1 s (such a movement happens daily as we get up from
bed). Such a rotation is strong enough to induce a significant post-rotatory rotation signal
(Fig. 3c, note that the noise is omitted from this simulation for clarity, as we are focusing on
the consequences of the post-rotatory effect). This erroneous signal from the canals, which
indicates a backward rotation, dramatically perturbs the gravity estimate (Fig. 3d). Without
correction, the erroneous tilt and translation estimates would cause a considerable
disorientation of the subject and compromise equilibrium. Although the somatogravic
feedback somewhat counteracts the problem (compare Fig. 3d, f), an erroneous estimate of
tilt would remain as long as the rotation signal persists (Fig. 3e). This problem is
exasperated because, as explained above, the velocity storage would normally increase the
duration of the erroneous rotation estimate. However, because of the conflict between the tilt
estimate and the otolith GIA signal, the velocity feedback loop will carry a forward rotation
signal to the velocity storage, which will strongly reduce the rotation estimate by ‘dumping’
the post-rotatory response (Fig. 3g, black arrow) and thus also reduce the incorrect tilt
estimate (Fig. 3h).

Note that the influence of this velocity feedback on the velocity storage is similar to the
influence of visual cues. Thus, the earth-horizontal component of the stored rotation velocity
signal is continuously updated by the inertial system, and the exact value of the leak (i.e.,
time constant of velocity storage in darkness) becomes unimportant. Indeed, this inertial
contribution reduces the time constant of the velocity storage during earth-horizontal axis
rotations, as shown by e.g., Benson and Bodin (1966b), Dai et al. (1991), Laurens et al.
(2010), Merfeld et al. (1993b), and Raphan and Cohen (1985). This is because the functional
need to lengthen the canal time constant no longer exists.

Conclusion of part I: importance of spatial orientation processing for normal, every-day
activities

An accurate perception of rotation, translation, and spatial orientation relative to gravity is
primordial for everyday life. These signals must be correctly computed not only for
stabilizing gaze, but also for avoiding illusions, loosing balance, and causing disorientation.
The main take-home message from part I of this review is the following: Because of the
physical limitations of the peripheral sensors, two important central integrators ensure
proper evaluation of vestibular information:

1. The velocity storage is a multisensory element whose function is to compute an
accurate estimate of rotation velocity using multiple sensory cues, e.g., canal
signals, otolith signals, and vision. An accurate estimate of rotation is critically
important not only for itself but also for accurate estimation of tilt and translation.
During earth-vertical axis rotations in darkness, where contributions from the other
cues are minimized, the velocity storage can be thought of improving the temporal
response of the canals by compensating for their dynamics, although the extent of
this compensation is limited because of error accumulation.

Traditionally, the function of velocity storage has been regarded as improving
rotation estimates at low frequencies (i.e., below ~0.1 Hz) or during long-duration
constant velocity rotations (i.e., >5 s). Ironically, though, it is the other way around.
An internal model of canal dynamics would provide a frequency-independent,

Laurens and Angelaki Page 7

Exp Brain Res. Author manuscript; available in PMC 2013 May 14.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



perfect estimate of rotation. This is not possible, however, because of noise
accumulation in the integrator, and this is why the integrator is leaky. This leak
reduces the accumulation of noise and improves the overall accuracy of the rotation
estimator. Thus, a fine compromise is reached.

If low frequencies were important, the time constant of the velocity storage would
be increased (reduced leak). The low-frequency response would be improved but
the overall amount of integrated noise would be higher. Thus, the time constant of
the velocity storage integrator is not adapted to the need to assist low-frequency
rotation estimation, but rather to improve accuracy during mid-frequency rotation
estimation (0.2–1 Hz, or constant velocity rotations lasting 1–3 s) and consequently
also tilt and translation estimation, while compromising low frequencies. This is a
fundamental difference in how one thinks of the system.

Importantly, the ecological relevance of the time constant of this integrator is
trivialized by the fact that the velocity storage is a multisensory integrator, which
allows visual and otolith information to contribute to the estimation of rotation.
Accordingly, the velocity storage is continuously updated by feedback from the
visual and otolith (inertial) systems and its storage ability allows an accurate
estimate of head rotation even during brief interruptions of this feedback. Thus,
under normal circumstances, the dynamics of the velocity storage is dominated by
the strength of these feedback loops, so that the actual value of the time constant
measured during earth-vertical axis rotations in darkness has little impact on its
function.

2. A second integrator uses canal and otolith information to compute a robust central
estimate of tilt. Like the velocity storage integrator, however, the tilt estimator is
also limited dynamically in order to improve the signal-to-noise ratio. To avoid
drift because of error accumulation, a somatogravic feedback loop makes the tilt
and translation estimates more robust for short-duration movements, at the expense
of compromising spatial orientation during prolonged linear accelerations
(somatogravic illusion).

Importantly, the functional range of both components, and the central vestibular
processing in general, is mid/high frequencies (e.g., 0.2–0.5 Hz or 1–3 s constant
velocity head movements). Proper estimation of tilt and translation is of the greatest
importance for spatial orientation. To ensure this during everyday activities given
the deficiencies of the peripheral vestibular sensors, feedback from the tilt
estimator to the velocity storage ensures proper operation and avoids illusions and
disorientations, which otherwise would be frequent in everyday life. In fact,
without these two interconnected integrators, spatial orientation would be
compromised for head movements lasting as little as, or less than, 1 s (Fig. 3),
something which would be detrimental for everyday activities. Next, we relate
these ideas to more traditional models that have been proposed over the years, with
a special emphasis on Bayesian processing. Unlike parametric models where gains
and time constants are set arbitrarily or through curve fitting, the Bayesian
framework provides a unique intuition, where coefficients approximating pathway
gains are set based on signal-to-noise properties and integrator time constants are
viewed as priors influencing sensory signals.

Part II: comparison with published models
The full model outlined above, which is presented in Fig. 4a, includes elements from several
previous theoretical studies, which we will briefly review and comment in this section. The
model merges three modeling approaches: Specifically, the model of Raphan and Cohen
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(Cohen et al. 1977; Raphan et al. 1977) has defined the velocity storage and shown how it
interacts with visual signals. Another line of models, initiated by Oman and Merfeld
(Merfeld et al. 1993a; Merfeld 1995; Oman 1982), has shown that the storage activity could
be created by the use of an internal model of the canals and has focused on explaining the
influence of inertial signals on rotation estimation. Here, we have merged the inertial
pathway of Merfeld’s model with the velocity storage element defined by Raphan and
Cohen, which is simpler and more intuitive than the internal model of the canals used in
Merfeld’s model. The third approach is the Bayesian model (Laurens 2006; Laurens and
Droulez 2007, 2008) that directly addresses the issue of sensory noise and takes into account
the statistical distribution of head movements in everyday life. We will show in this section
how the Bayesian approach relates to the model presented here.

The inputs of the model are the canal signal, the otolith signal (GIA), and rotational retinal
flow, whereas its outputs are: rotation velocity (Ω), the direction of gravity (G), and
translation (A = G − GIA). Its architecture can be summarized into three main components:

1. The vestibular rotation pathway (blue lines in Fig. 4a) is dedicated to detecting fast
rotations of the head. Its main feature is the velocity storage (inverse dynamic
model), which improves the signal of the canals. Note that there are a number of
ways to describe this phenomenon. Here, we have opted for the formalism
introduced by Raphan and Cohen (Cohen et al. 1977; Raphan et al. 1977). Other
modeling studies have reproduced this improvement of canal signals by various
other means, without explicitly using a velocity storage element (e.g., Robinson
1977). The notion of velocity storage as an internal model of canal dynamics can
also be found in the studies by Droulez and Perez (1993), MacNeilage et al. (2008),
Merfeld et al. (1993a), Merfeld (1995), and Zupan et al. (2002).

2. The visual pathways (grey lines in Fig. 4a) allow the rotational retinal flow to
influence the velocity storage and participate directly to the estimate of rotation.
These pathways appear in an identical form as in the model of Raphan and Cohen
(Cohen et al. 1977; Raphan et al. 1977), see also (Gizzi and Harper 2003), although
other representations are identical (Robinson 1977; Zupan et al. 2002).

3. The inertial pathways (green lines in Fig. 4a), where rotation information is
integrated into an estimate of head tilt, disambiguate the otolith signal. This idea is
identical to previous studies putting forward the notion that the brain processes
vestibular information using an internal model of the physical equations relating
gravity, linear acceleration, and GIA (Angelaki et al. 1999, 2004; Merfeld et al.
1999, see Green and Angelaki 2010; MacNeilage et al. 2008; Poon and Merfeld
2005 for reviews). The implementation of tilt/translation discrimination has been
included in several models of vestibular information processing (Borah et al. 1988;
Bos and Bles 2002; Droulez and Perez 1993; Glasauer and Merfeld 1997; Green
and Angelaki 2004; Laurens 2006; Laurens and Droulez 2007, 2008; Mayne 1974;
Merfeld et al. 1993a; Merfeld 1995; Mergner and Glasauer 1999; Oman 1982;
Reymond et al. 2002; Zupan et al. 2002). These models also include feedback loops
to the tilt estimator and to the estimate of rotation velocity (Droulez and Perez
1993; Glasauer and Merfeld 1997; Merfeld et al. 1993a; Merfeld 1995; Reymond et
al. 2002; Zupan et al. 2002).

These models all rely on similar equations, i.e., the tilt estimate is computed as ∫G × Ω and
the feedback to the velocity storage as ε = kFGIA × G, where G is the tilt estimate, GIA
represents the otolith signal, kF is a coefficient, and x is the vectorial cross-product (note that
variants of this formula have been used in certain models but are all approximately
equivalent during most motion simulations). Of these, the least well-appreciated signal is the
feedback from the inertial system to the velocity storage integrator; this feedback is a virtual
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rotation vector pointing in such a way that applying this rotation brings G towards GIA (Fig.
3). One should point out that ε is always orthogonal to the GIA. Therefore, if the GIA is
aligned with earth-vertical—i.e., when the head is not translating, then ε always indicates a
rotation around an earth-horizontal axis. We will show how this feedback affects the rotation
estimate during various motion paradigms in part III of this review.

Bayesian model of vestibular processing
In addition to being in line with previous deterministic models using classical control
systems and observer theory, the ideas governing central vestibular processing are more
intuitively appreciated using the Bayesian framework (Laurens 2006; Laurens and Droulez
2007, 2008; Laurens et al. 2010). One of the many features of the Bayesian approach is that,
rather than making hypotheses on how the brain processes sensory information, it makes
hypotheses on which information is available to the brain. Once this has been defined, the
rules of Bayesian inference determine how the estimate of motion should be computed, thus
directly guiding our understanding of central vestibular processing. Another important
feature is the handling of biological noise, which is intuitively incorporated into the
definition of Bayesian variables.

Importantly, the model outlined in Fig. 4a becomes a direct result from the rules of Bayesian
inference (rather than arbitrarily assigning loops and pathways). For example, one can show
(Laurens 2006) that, when restricted to rotations around an earth-vertical axis, the Bayesian
model is mathematically equivalent to the Raphan and Cohen model of visuo-vestibular
interactions (Raphan et al. 1977), i.e., the model of Fig. 1b (blue, red, and gray lines in Fig.
4a) computes optimal estimates of rotation, as predicted by Bayesian inference. As
explained by Laurens (Laurens 2006; Laurens et al. 2010), the inertial pathway of Fig. 4a
(green) can also approximate optimal processing of otolith information based on Bayesian
inference. Next, we first present the fundamental hypotheses of the Bayesian model
developed by Laurens (2006) (Fig. 4b) and then describe in more detail the correspondence
with the model of Fig. 4a.

Building blocks of a Bayesian model
Deterministic components—The first assumption of the model is that the brain
processes information according to the physical and geometrical relationships between the
motion and sensory variables. This includes, for instance, the dynamics of the endolymph or
the fact that rotation velocity integrated over time yields the orientation of the head in space.
These relations are represented in Fig. 4b by black lines. In the absence of noise, a model
restricted to these black lines could compute a perfect estimate of head motion indefinitely.

Sensory and processing noise—As we have pointed out earlier, the factor that limits
the ability of the brain to compute spatial orientation indefinitely is the noise present at the
level of sensory organs or of central processing (note that, for simplicity, the noise in otolith
organs has not been considered here since its effect on the dynamics of the model is
marginal). This noise accumulates in the integrators and would cause an increasing
uncertainty on the estimate of endolymph velocity and head tilt in the absence of additional
information.

Priors on head motion—Even in the absence of sensory information, head motion can
be expected to follow certain statistical rules, in particular the fact that high velocity or high
acceleration movements are infrequent in everyday life. This represents a source of
information which is used by the Bayesian model when it is uncertain about head motion.
There are two such priors in the Bayesian model of Fig. 4b:
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1. A zero angular velocity prior: High head velocities are uncommonly experienced
and, when averaged across time, angular velocity is generally close to zero. Thus,
in the absence of robust sensory information, it is more likely that we are stationary
than rotating at constant velocity. Similarly, when based on sensory information
two angular velocities are equally probable, the prior would pull the estimate
towards the lower value. For example, the fact that this prior is responsible for the
leak of the velocity storage can be shown by the following example: suppose that
the model integrates the signal of the canals for a certain period in order to compute
endolymph motion in space. At the end of this period, the model estimates that this
velocity is 10°/s, with an error margin of 2°/s due to the noise. Since the error
margin is symmetric, the values of 9 and 11°/s are so far equiprobable. However,
an endolymph velocity of 11°/s would yield a higher estimate of head velocity, and
the prior indicates that high rotation velocities are less probable than low ones. The
Bayesian model takes this prior into account and concludes that a low endolymph
velocity is more probable. This lowers the average velocity estimate. As this
operation is repeated over time, the estimate of endolymph velocity, i.e., the output
of the velocity storage, acquires a tendency to decrease continuously. By this
process, the prior on zero velocity together with the presence of noise are
responsible for the leak of the velocity storage.

2. A zero linear acceleration prior: High linear accelerations are also unlikely; thus,
the second Bayesian prior is that translational acceleration is generally close to
zero. This prior is responsible for the somatogravic effect: the noise on the rotation
velocity results in uncertainty on head orientation relative to gravity—or
equivalently on the direction of the gravity vector relative to the head. Since the
linear acceleration estimate is minimized when the estimated gravity vector is close
to the GIA, this prior influences the estimate of head tilt relative to gravity.

The fact that this prior affects the velocity storage can be explained as follows. In the
example of Fig. 3, the post-rotatory rotation signal indicated that the head was tilting away
from gravity, although this was not the case. This led to an estimate of linear acceleration
which was unlikely according to this prior. Higher values of the rotation velocity estimate
drive the head tilt estimate further away from the earth-vertical and therefore correspond to
higher linear acceleration estimates. Thus, when the Bayesian model computes the
probability distribution of the rotation velocity during the motion simulated in Fig. 3, higher
rotation velocities are disfavored by the prior on linear acceleration. As a result, the average
estimate of rotation velocity is shifted towards zero, i.e., the post-rotatory rotation estimate
is suppressed. This effect can be modeled by the rotation feedback described earlier. For the
same reasons, the Bayesian model also predicts that if the head actually rotates relative to
gravity at a certain velocity, then the estimate of rotation will be shifted towards that
velocity. The rotation feedback is also performing this function, as will be shown in part III.

Visual information—Whenever the eye velocity generated by the vestibulo-ocular reflex
does not match head velocity relative to the environment, the difference generates a retinal
flow that can charge or discharge the velocity storage (Fig. 4b, gray solid lines) and also
affect directly the final estimate (Fig. 4b, gray dashed line). Laurens (2006) formulated the
Bayesian model by using a steady-state Kalman filter, which is a simple optimal estimator
applicable to linear problems such as visuo-vestibular interaction. Mathematical analysis
demonstrated that this Kalman filter is equivalent to the Raphan and Cohen’s model (Cohen
et al. 1977; Raphan et al. 1977); therefore, this model can compute a Bayesian optimal
motion estimate.
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Conclusion of part II: modeling
Bayesian inference focuses on the information available to the brain and uncovers the
principles by which this information should be processed optimally. These principles have
been included in a variety of previous deterministic control system models. Nevertheless,
whether using classical control system approaches, internal model, and observer theory or
Bayesian inference, the main principles that have emerged are similar (MacNeilage et al.
2008), with the velocity storage having a central role.

Importantly, the spatial orientation system of Fig. 4a, b has evolved to extract spatial
orientation parameters from ambiguous sensory information during short- and medium-
duration movements (<3 s). Indeed, all simulations shown already were based on such short-
lasting head movements (Figs. 1, 2, 3). The compromise solutions in Fig. 4a, b occur often
at the expense of low frequencies (e.g., <0.1 Hz, or when a rotation is maintained for more
than 5 s), where spatial orientation can be critically compromised and where spatial
orientation illusions are often experienced. As shown in the studies by MacNeilage et al.
(2008) and Laurens (2006), relaxing the Bayesian priors on zero rotational velocity and zero
linear acceleration increases the time constant of the velocity storage and the somatogravic
effect and therefore improves the performance of the model at low frequencies. However, it
also increases the amount of noise on the motion estimates. Thus, although the fact that
velocity storage can be best observed during prolonged rotations lasting more than 10 s may
suggest that it has emerged to operate at low frequencies, such a concept could not be more
incorrect and misleading.

Having made this point, however, we now show next that this same model can nevertheless
predict the low-frequency properties of velocity storage that have been described previously
by many laboratories, e.g., the steady-state VOR velocity during off-vertical axis rotation
(Angelaki and Hess 1996a, b; Angelaki et al. 2000; Kushiro et al. 2002; Laurens et al. 2010)
and tilt dumping during post-rotatory nystagmus (Angelaki and Hess 1994; Benson and
Bodin 1966b; Laurens et al. 2010; Raphan et al. 1981).

Part III: experimental paradigms of gravity influences on velocity storage
Several experimental studies have demonstrated that the velocity storage is influenced by
the orientation or the motion of the head relative to gravity (Angelaki and Hess 1994, 1995a,
b, Angelaki and Hess 1996a, b; Dai et al. 1991; Laurens et al. 2010; Raphan and Cohen
1985). The results of these paradigms have inspired a variety of models (Droulez and Perez
1993; Laurens and Droulez 2007; Merfeld et al. 1993a; Merfeld 1995; Raphan and Sturm
1991; Zupan et al. 2002). Several of these rely on the notion that the signal of the otoliths
tends to be interpreted as indicating gravity and that the estimated rotation of the head
relative to gravity should match this signal. This principle conforms to the Bayesian prior in
favor of zero linear acceleration and can be implemented by the rotation feedback loop
which we have described. We will review a couple of experimental paradigms in light of
this theory and use simulations performed with the model of Fig. 4a to illustrate them.

Off-vertical axis rotation
As previously described, the signal emitted by the canals and the output of the velocity
storage fade away during a constant velocity rotation (Fig. 5a). As a consequence, the
feeling of rotation totally vanishes within 30 s to 1 min during a constant velocity rotation
around an earth-vertical axis in darkness. However, if one rotates relative to gravity in
darkness, then the perception of rotation and the VOR persist indefinitely (Angelaki and
Hess 1995b, 1996a, b; Angelaki et al. 2000; Benson and Bodin 1966b; Cohen et al. 1983;
Correia and Guedry 1966; Darlot et al. 1988; Denise et al. 1988; Guedry 1965; Harris 1987;
Haslwanter et al. 2000; Kushiro et al. 2002; Laurens et al. 2010). This paradigm is called
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off-vertical axis rotation (OVAR) or ‘barbecue rotation’ in the particular case in which a
subject is tilted 90° and rotated around the body’s vertical axis (Fig. 5b).

The persistence of the rotation estimate is easily explained by the model of Fig. 4. During
OVAR, the orientation of the head relative to gravity is continuously changing (Fig. 5b). In
an egocentric frame of reference, the GIA is continuously rotating around the head (Fig. 5c:
blue arrow). Immediately at the beginning of the rotation (Fig. 5b, arrow), the canals
indicate the rotation velocity accurately. By integrating the velocity signal, the tilt estimator
can track the motion of the head relative to gravity; therefore, the gravity estimate rotates
together with the GIA.

After a few seconds, however, the rotation estimate (originating from the canals but through
the velocity storage) begins to decay. Since the velocity of the rotation relative to gravity is
underestimated, the estimated gravity vector begins to rotate slower and therefore to lag
behind the GIA (Fig. 5c, gray). The difference between the two (G estimate versus GIA)
generates a feedback signal computed as the cross-vector product GIA × G (Fig. 5c, green)
that is sent to the velocity storage. This feedback compensates for the leak and allows the
velocity storage to keep a constant velocity estimate, such as to ensure that the estimate of
tilt, and thus of translation, is not compromised. This estimate is typically lower than the real
rotation velocity and depends on how much the rotation axis is tilted relative to gravity, in a
way which can be predicted by the Bayesian model (Laurens 2006; Laurens et al. 2010). The
steady-state estimate of rotation represents an equilibrium where the angle between the
estimated gravity and the GIA remains constant.

Post-rotatory tilt
The post-rotatory tilt is one of the clearest demonstrations of the influence of gravity on the
velocity storage (Angelaki and Hess 1994, 1995a; Benson and Bodin 1966b; Dai et al. 1991;
Fetter et al. 1996; Furman and Koizuka 1994; Hess and Angelaki 1995; 1997; Hess et al.
2005; Jaggi-Schwarz et al. 2000; Laurens et al. 2010; Merfeld et al. 1993b; Raphan et al.
1981; Waespe et al.1985). It consists of rotating a subject until the signal of the canals (and
velocity storage) has subsided to zero. The subject is then abruptly stopped: this generates a
post-rotatory stimulation of the canals, indicating a rotation in the direction opposite to the
initial rotation (Fig. 6a). Immediately after the stop, the subject is tilted to the side.

The tilt generates a canal/otolith conflict, where the signal of the canals indicates a yaw
rotation around an axis which is now off-vertical. This yaw rotation signal is processed by
the tilt estimator, which predicts that the head should rotate from an ear-down towards a
nose-down orientation, although the head is in fact not moving (Fig. 5a). Consequently, the
tilt estimate (G) rotates away from the GIA, which remains stationary (Fig. 6b). This
discrepancy generates a corrective rotation feedback signal corresponding to a virtual
rotation about an axis perpendicular to GIA, as is illustrated in Fig. 6b (green).

The effect of this feedback is shown in Fig. 6d. The rotation initially indicated by the canals
is represented by the black arrow which is tilted relative to earth-vertical. The feedback
brings the rotation estimate towards alignment with the earth-vertical. The time course of the
resulting rotation estimate is shown in Fig. 6c in an earth-fixed reference frame.
Immediately after the tilt, the earth-vertical and earth-horizontal components of the rotation
signal are equal, since the tilt angle is 45°. Then the feedback loop, which provides an earth-
horizontal correction signal to the velocity storage, shortens the horizontal component (Fig.
6c, grey arrow), while the earth-vertical component is essentially unaffected.

It is also noteworthy to consider the response to post-rotatory tilt in a head-fixed reference
frame (Fig. 6e, f), as is the case when examining the VOR (where eye velocity is measured
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relative to the head). The rotation signal is initially aligned with the head-vertical (z) axis.
By shifting it towards earth-vertical, the feedback loop induces a horizontal (y) component
in the rotation estimate. Examination of the time course (Fig. 6e) shows that the post-
rotatory tilt results in a rapid dumping of the head-vertical component, together with the
appearance of an orthogonal (horizontal) component. Once the resulting vector has aligned
with the earth-vertical, the rotation estimate decays slowly, with a time constant, which is
characteristic of the velocity storage (Laurens et al. 2010).

In summary, the response to post-rotatory tilt can be expressed in two frames of reference.
In the earth-fixed reference frame, the brain resolves the conflict induced by the post-
rotatory canal signal by dumping the earth-horizontal component, which is responsible for
the conflict. In a head-fixed reference frame, the same response can be expressed as a
dumping and a realignment, both of which happen simultaneously. The realignment induces
a rotation estimate around an axis (the y axis in this example), which is orthogonal to the
axis of the initial canal activation (z). By realigning the estimated rotation vector, this
induced component participates in resolving the canal-otolith conflict.

Conclusion of part III
The two paradigms presented here have been the most widely used to study the influence of
the otolith (gravity) signals on the velocity storage. We have shown that they generate
responses that can be explained by the velocity feedback loop, which is designed to correct
mismatches between the internal estimate of rotation and the motion of the head relative of
gravity. Importantly, the responses in Figs. 5, 6 are of little, if any, functional significance
per se; they simply manifest the existence of the velocity feedback loop between the tilt
estimator and velocity storage. Recall that this feedback signal is needed in order to improve
the rotation estimate used for the calculation of tilt and translation. As illustrated in Fig. 3,
without this feedback, an erroneous tilt, and thus an erroneous translation, signal would be
generated every day we get up from bed.

In summary, with these examples, we hope to have illustrated the following paradox: On
one hand, research in the field has used for decades the low-frequency regime during OVAR
and post-rotatory tilt to study gravity influences on velocity storage (Figs. 5, 6). These
responses, when considered in isolation, have little ecological relevance. On the other hand,
the elements of central vestibular processing (Fig. 4) have emerged based on functional
demands during natural head movements (Figs. 1, 2, 3). Yet these natural conditions have
not been studied in the laboratory, as findings would be boring: when all elements of central
vestibular processing are intact (Fig. 4), spatial orientation works perfectly, perception is
robust, and the VOR is as it should be. Thus, a group of researchers focused on the low-
frequency regime where findings become ‘interesting’, as the influence of these loops
manifests themselves clearly on behavior (e.g., gravity-dependent VOR responses).
However, the relation between these paradigms and ecologically relevant conditions has
remained obscure, and most researchers might not have appreciated that these seemingly
complex, low-frequency properties reflect the existence of a beautiful spatial orientation
system that represents a superb example of neural computation.

We have shown how erroneous and problematic spatial orientation and motion estimation
would be during natural head movements if any one (or all) of the elements of central
vestibular processing (i.e., velocity storage, tilt estimator, somatogravic, and rotation
feedbacks) were not in place (e.g., see Figs. 1, 2, 3). We do hope that this review achieves its
goal to bring the two groups of researchers together, by helping those who have been
skeptics understand that there is a treasure of extreme functional significance hidden behind
the gravity-dependent low-frequency properties of the velocity storage.
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Function of velocity storage: multisensory rotation estimator
In this review, we have also advocated the Bayesian framework and emphasized how
Bayesian inference allows linking the central vestibular processing with the physical laws
which govern motion in space and sensor properties. The fact that this link has been
recognized by a few is not new, as shown by the following lines written in 1977 by David A
Robinson regarding velocity storage: “[…] this is just a restatement of Newton’s second law
of motion. Whenever a body (you) is set into motion, it is presumed that you will continue in
that motion until you are acted upon by another force, at which time your canals will tell
you. […] Thus, even without vision, the brain is using the properties of positive feedback to
recognize and simulate simple laws of physics to improve on the design of the canals”
(Robinson 1977).

In the following decades, several theoretical studies have been based on the notion that
internal models of the laws of physics and of sensory organ dynamics are key to how the
brain interprets vestibular information. The Bayesian model is the heir to this line of work,
which was refined by removing from the model’s design everything other than assumptions
about the physical world. By introducing sensory noise and priors about body motion into a
rigorous mathematical formalism, the Bayesian model predicts how vestibular processing is
shaped by these constraints. Finally, by focusing on the processing of rotation information
during stimulations of the canals, the otolith organs, and the visual system, the model has
presented the velocity storage as an optimal multisensory integrator placed at the center of
spatial orientation processing.

Under most natural activities, the velocity storage receives continuous inputs from the visual
and inertial systems (Fig. 4). These inputs determine its activity to such a large extent that
we should think of the velocity storage primarily as a multisensory integrator rather than as a
process dedicated to lengthening the time constant of rotation perception. Importantly, this
lengthening of the time constant is not ecologically relevant because it only exists during
earth-vertical axis rotations in darkness (i.e., in the absence of otolith and visual
information). In contrast, there is no time constant lengthening during either rotations
relative to gravity (post-rotatory tilt and OVAR experiments have demonstrated that the
VOR time constant drops to ~3–7 s, see Benson and Bodin 1966b; Dai et al. 1991; Laurens
et al. 2010) or in the presence of vision (Cohen et al. 1977; Gizzi and Harper 2003; Waespe
and Schwarz 1986).

Thus, an important take-home message from this review is that lengthening of the
semicircular canal time constant, which has been used to define the concept of velocity
storage (Raphan et al. 1977), does not exist during 99% (if not more) of our daily lives when
the velocity storage is under the influence of vision and otolith signals. Instead, velocity
storage should be viewed as a central, multisensory rotation estimator that represents a
critical element of spatial orientation as it provides input signals for tilt and translation
estimation. But its storage ability during earth-vertical axis rotation in darkness should be
considered as an anecdotic aspect of its function which, in our view, is optimal multi-
sensory processing.

General comments
The motivation for this review came after a promise one of us made to Jay after a flight from
Reykjavik to Boston in August 2010. For those who have not had the opportunity to spend 5
h sitting and talking to Jay undisturbed, it is an experience not to be missed. There are a few
topics that we and Jay disagree and the velocity storage is (or was?) one of them. So, this
review has been written for Jay and for others who, like Jay, have not appreciated the
significance of velocity storage. On that flight, it became apparent that it has been our fault
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(i.e., those of us who have studied extensively and remain intrigued by the mysteries of
velocity storage) not articulating in a comprehensive way what has been so obvious to us for
so long. We hope that this review has at least partly achieved this goal.

In closing, it is worth pointing out that those of us who have always been intrigued and
allured by the mysteries of velocity storage do so because we view the system as a prime
example of neural computation that rivals (and probably wins) over other sensory systems. It
is also worth highlighting the fact that it is often beneficial to study a system in the
laboratory using experimental protocols that are artificial and far from everyday, natural
movements. This is because such artificial stimuli are often the best to reveal the underlying
mechanisms. But such a statement should be of little surprise to most, as this is how all
major discoveries in other systems have been made (e.g., Hubel and Wiesel (Hubel and
Wiesel 1962) did not discover orientation columns using natural visual stimuli!). In this
respect, we can only speculate that experimental protocols like OVAR and post-rotatory tilt
(as well as ‘pitch while rotating’, a stimulus that we have not considered here; but see Hess
and Angelaki 1993; Raphan et al. 1983) will prove extremely important in revealing how
these computations are made by neural populations. Of course, if one uses unnatural
experimental protocols, it is also important to put findings into proper perspective and to be
able to see the whole picture, and this is where modeling and modelers have an advantage.
But the modelers must communicate better the basic intuitions to the rest of the field. What
is written here is not of any surprise to the modelers of velocity storage and spatial
orientation, but we do hope it is of use to those who are not.
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Fig. 1.
Perception of angular velocity. a: principle of the semicircular canals: the cupula (blue)
detects the difference between head velocity (black arrow) and endolymph velocity in space
(red). b: model of the central visual and vestibular processing of rotation. c, d: head and
endolymph velocity in space during a sequence of rotations. e–l: information about head
velocity and endolymph velocity provided by the canals alone (e, f), the canals and the
velocity storage (g–j), and the full visuo-vestibular model (k, l). Dashed black lines in (e, g,
i, k) superimpose trace from (c). Dashed black lines in (f, h, j, l) superimpose trace from (d).
See Fig. 4 for simulation parameters
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Fig. 2.
Processing of inertial information. a: gravito-inertial ambiguity (the otoliths are represented
as a pendulum inside of a box). b:somatogravic effect: a prolonged linear acceleration is
interpreted as a tilt. c: model of canal and otolith information processing. d: Integration of
angular velocity by the tilt estimator. The vector cross-product G × Ω allows computation of
the rate of change of gravity (left). Note that this product is equal to zero during earth-
vertical axis rotation (right). e: Motion estimates (top: tilt relative to gravity; middle: linear
(inertial) acceleration; bottom: gravito-inertial acceleration (GIA)) during a tilt of the head
followed by a step of inertial acceleration. The sign of the acceleration trace is inverted for
clarity. Arrows illustrate soma-togravic effect. See Fig. 4 for simulation parameters
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Fig. 3.
Need for somatogravic and rotation feedback loops for inertial processing. a: principle of the
rotation feedback signal to the velocity storage. b: example of motion inducing a canal
aftereffect. c–h: rotation velocity (top) and tilt estimate (bottom) caused by the canal
aftereffect in the absence of any feedback (c, d), in the presence of somatogravic feedback
only (e, f; note that, due to its nature, the somatogravic feedback does not affect the velocity
estimate (e) but only the tilt estimate (f)), and in the presence of both somatogravic and
rotation feedback loops (g, h). See Fig. 4 for simulation parameters (the noise is omitted for
clarity)

Laurens and Angelaki Page 22

Exp Brain Res. Author manuscript; available in PMC 2013 May 14.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Fig. 4.
Modeling visuo-vestibular processing. a: full representation of the model developed in the
previous sections and used for all simulations; blue lines: vestibular pathways; grey lines:
visual pathways; green lines: inertial pathways. The parameters used in all simulations are:
kV = 0.2, ko = 0.6, τVS = 15 s, go = 2, kF = 0.38, l = 0.65. The time constant of the canals is
4 s. For the simulations of Figs. 1, 2. Gaussian noise with standard deviation of 0.1°
(canals), 1° (vision) and 0.4° (velocity storage) is added every 0.1 s. b: schematic model of
the principles of Bayesian inference applied to vestibular processing; black lines:
deterministic model; lightning bolts: sources of noise; question marks: points of error
accumulation; blue lines: influence of the zero velocity prior; green lines: influence of the
zero translation prior; grey lines: incorporation of visual information
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Fig. 5.
Simulations of off-vertical axis rotation (OVAR). a, b: angular velocity estimate during
earth-vertical axis rotation (a) and OVAR (b). c: motion of the GIA (black) and the gravity
estimate relative to the head during OVAR (gray), and resulting rotation feedback (green).
See Fig. 4 for simulation parameters
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Fig. 6.
Post-rotatory tilt paradigm. a: illustration of the paradigm and of the rotation indicated by
the semicircular canals. b: motion of the estimated gravity caused by the rotation signal
(grey arrows) and resulting rotation feedback (green). c, e: rotation estimates during the
paradigm, in space-fixed (c) or head-fixed (e) coordinates. d, f: effects of the feedback
signal (green arrow) in space-fixed (d) or head-fixed (f) coordinates. See Fig. 4 for
simulation parameters
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