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Abstract: The default mode network (DMN), based in ventromedial prefrontal cortex (vmPFC) and
posterior cingulate cortex (PCC), exhibits higher metabolic activity at rest than during performance
of externally oriented cognitive tasks. Recent studies have suggested that competitive relationships
between the DMN and various task-positive networks involved in task performance are intrinsically
represented in the brain in the form of strong negative correlations (anticorrelations) between spon-
taneous fluctuations in these networks. Most neuroimaging studies characterize the DMN as a ho-
mogenous network, thus few have examined the differential contributions of DMN components to
such competitive relationships. Here, we examined functional differentiation within the DMN, with
an emphasis on understanding competitive relationships between this and other networks. We used
a seed correlation approach on resting-state data to assess differences in functional connectivity
between these two regions and their anticorrelated networks. While the positively correlated net-
works for the vmPFC and PCC seeds largely overlapped, the anticorrelated networks for each
showed striking differences. Activity in vmPFC negatively predicted activity in parietal visual spa-
tial and temporal attention networks, whereas activity in PCC negatively predicted activity in
prefrontal-based motor control circuits. Granger causality analyses suggest that vmPFC and PCC
exert greater influence on their anticorrelated networks than the other way around, suggesting that
these two default mode nodes may directly modulate activity in task-positive networks. Thus, the
two major nodes comprising the DMN are differentiated with respect to the specific brain systems
with which they interact, suggesting greater heterogeneity within this network than is commonly
appreciated. Hum Brain Mapp 30:625–637, 2009. VVC 2008 Wiley-Liss, Inc.
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INTRODUCTION

The repeated observation that the ventral medial pre-
frontal cortex (vmPFC) and posterior cingulate cortex
(PCC) paradoxically exhibit high levels of activity during
resting baseline and decreases in activity during externally
oriented cognitive tasks led to the characterization of these
regions as belonging to a ‘‘default mode network’’ (DMN)
[Esposito et al., 2006; Fransson, 2006; Gusnard et al., 2001a;
McKiernan et al., 2003; Raichle et al., 2001]. Originally pro-
posed as a system for evaluating ‘‘information broadly
arising in the external and internal milieu’’ [Raichle et al.,
2001], the network has since been posited to underlie a va-
riety of functions. The DMN has been linked to episodic
memory [Greicius and Menon, 2004] and memory consoli-
dation [Miall and Robertson, 2006] in some studies, and
social [Iacoboni et al., 2004; Uddin et al., 2005] or self-
related processes [Buckner and Carroll, 2007; Gusnard
et al., 2001a; Wicker et al., 2003] in others. Still others asso-
ciate default mode function with more general processes
such as stimulus-independent [Mason et al., 2007] or task-
unrelated thought [McKiernan et al., 2006]. Though it is
possible that one comprehensive theory will arise explain-
ing the network’s ability to support such a diverse array of
functions, the greater likelihood is that the DMN consists
of functionally differentiable subdivisions or subnetworks.
Evidence for functional differentiation within the DMN

comes from task-based activation studies, where vmPFC
and PCC are often reported to act independently across a
wide array of cognitive tasks. In the emerging social cogni-
tive neuroscience literature, one of the most ubiquitous
findings is the link between the ventral division of medial
frontal cortex and tasks involving mentalizing, or reflecting
on mental states of others [Gilbert et al., 2006], especially
others perceived as similar to the self [Mitchell et al.,
2006]. Similarly, vmPFC is often implicated in perception
and judgments of other people [Mitchell et al., 2002]. This
region is also involved in representing self-knowledge
[Macrae et al., 2004] or self-referential processing
[D’Argembeau et al., 2005]. Activity in the posterior cingu-
late and precuneus, on the other hand, is more commonly
associated with episodic memory retrieval [Lou et al.,
2004; Lundstrom et al., 2005] and visuo-spatial imagery
[Cavanna and Trimble, 2006]. On the basis of these func-
tional distinctions, one would predict that the anterior and
posterior regions comprising the DMN should show differ-
ences in their interactions with other networks.
Recent advances in fMRI analysis methods have enabled

the study of spontaneous neural activity and network

interactions at rest (e.g., data collected while subjects

engage in a low-level task such as fixating on a central

cross). Since the discovery by Biswal and colleagues that

spontaneous fluctuations during rest were coherent within

the somatomotor system [Biswal et al., 1995], several

researchers have confirmed that many of the networks

known to be engaged during various cognitive tasks are

also identifiable during resting states (e.g., dorsal and ven-

tral attention systems [Fox et al., 2006], hippocampal mem-
ory systems [Vincent et al., 2006]).
Intriguingly, functional connectivity measures at rest

have also shown a tight coupling between the DMN and
‘‘task-positive’’ networks, manifest as strong negative cor-
relations or ‘‘anticorrelations’’ [Fox et al., 2005]. While
strong positive correlations between regions indicate that
those regions are typically comodulated during task per-
formance, anticorrelations between networks indicate that
the networks are temporally modulated in opposite direc-
tions [Fox et al., 2006]. Anticorrelations may therefore
reveal key aspects of functional organization of the brain,
as they are thought to represent the dichotomy between
increased brain activity in regions supporting execution of
a task and decreased brain activity in regions involved in
unrelated processes [Fox et al., 2005]. It has been suggested
that anticorrelations represent a ‘‘division of labor’’
between networks with seemingly opposite functions
[Fransson, 2006]. The anticorrelation between the DMN
and task-positive frontoparietal networks, for example,
may reflect the dichotomy between tasks requiring intro-
spectively oriented vs. extrospectively oriented attentional
modes [Fransson, 2005]. Such competitive relationships can
significantly impact behavioral performance. For example,
failure to suppress activity in the posterior node of the
DMN results in attentional lapses [Weissman et al., 2006],
and the competitive relationship between the DMN and its
anticorrelated network influences behavioral performance
[Kelly et al., 2007].
Despite considerable interest in the DMN and its rela-

tionship with other networks, little is known about possi-
ble heterogeneity within the network itself. A previous
study of resting-state functional connectivity in the DMN
reported strong coupling between the vmPFC and PCC,
with subtle differences between the two networks. Though
analysis of the differences between the two networks was
not the main focus of that study, the authors did report
that a seed placed in the PCC region ‘‘provided a far more
complete match with the hypothesized DMN’’ [Greicius
et al., 2003], suggesting variability within the DMN. Simi-
larly, approaches employing independent component anal-
ysis (ICA), or probabilistic ICA (PICA) typically capture
the entire DMN as a single major component [De Luca
et al., 2006]. One report of ICA separation of anterior and
posterior DMN components exists, though the implications
were not discussed [Damoiseaux et al., 2006]. Accordingly,
previous work has typically characterized the vmPFC and
PCC as belonging to a single network. However, whether
the entire DMN functions as a single unit, or whether each
DMN node has a specific functional role remains
unknown. Additionally, the directionality of influence of
each DMN node on its anticorrelated network has not
been investigated.
Here, we used a seed-based correlation analysis to deter-

mine the functional connectivity of vmPFC and PCC at
rest. We hypothesized that seeding these regions individu-
ally would reveal important differences in resting-state
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functional connectivity between the two. We were particu-
larly interested in examining the networks negatively cor-
related with each individual seed, given our preliminary
findings that the strength of the coupling between the
DMN and its antinetwork is related to behavioral variability
[Kelly et al., 2007]. To understand the ‘‘effective connectiv-
ity’’ [Friston, 1994; Goebel et al., 2003; Roebroeck et al.,
2005] between each network and its anticorrelated counter-
part, we also computed Granger causality probabilities
[Granger, 1969] as an indirect measure of the directionality
of causal influence between the networks.

METHODS

Subjects

Twenty-six (average age 5 28.4 6 8.5, nine females)
healthy, right-handed subjects participated in the study.
All subjects were free of psychiatric disorders or history of
head trauma. Participants signed informed consent after
the experimental procedures were explained, prior to scan-
ning, and received monetary compensation. The study
complied with the Code of Ethics of the World Medical
Association (Declaration of Helsinki) and was IRB
approved at New York University and the NYU School of
Medicine.

fMRI Data Acquisition and Analysis

Functional images were acquired on a Siemens Allegra
3-Tesla scanner using an EPI gradient echo sequence (TR
5 2,000 ms; TE 5 25 ms; Flip angle 5 908, 39 slices, matrix
64 3 64; FOV 5 192 mm; acquisition voxel size 3 mm 3

3 mm 3 3 mm) while subjects were instructed to rest with
eyes open. For each participant, 197 contiguous EPI func-
tional volumes were acquired, resulting in a 6 min 38 s
scan. A subset of these data provided the basis for map-
ping anterior cingulate functional connectivity in a sepa-
rate analysis [Margulies et al., 2007]. During this functional
scan, the word ‘‘Relax’’ was projected in white font against
a black background. A T1-weighted anatomical image was
also acquired for registration purposes (MP-RAGE, TR 5

2,500 ms; TE 5 4.35 ms; TI 5 900 ms; Flip angle 5 88; 176
slices; FOV 5 256 mm).
A schematic of the data processing stream is shown in

Figure 1a. Data preprocessing was completed using FSL
(Oxford Centre for Functional Magnetic Resonance Imag-
ing of the Brain Software Library, www.fmrib.ox.ac.uk).
Image preprocessing comprised slice-timing correction for
interleaved acquisition (using Fourier-space time series
phase-shifting), motion correction (using a 6 parameter
affine transformation), spatial smoothing (using a Gaussian
kernel of FWHM 6 mm), and temporal bandpass filtering
(highpass temporal filtering: Gaussian-weighted least-
squares straight line fitting, with sigma 5 100.0s; Gaussian
lowpass temporal filtering HWHM 2.8s). These temporal
filtering parameters were selected based on prior work

demonstrating that spontaneous fluctuations upon which
functional connectivity analyses are based exist in the
range of 0.01–0.1 Hz [Biswal et al., 1995]. Inclusion of a
lowpass filter facilitated removal of high-frequency noise
unrelated to our signals of interest. As a final preprocess-
ing step, each individual’s time series was normalized by
registration to the Montreal Neurological Institute (MNI)
template, with 3 mm resolution, using a 6 degrees-of-free-
dom affine transformation.

Figure 1.

(a) Diagram of data processing steps. (b) Locations of seeds

used for correlation analysis (vmPFC Talairach coordinates 5 2,

54, 23; PCC Talairach coordinates 5 22, 251, 27).
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For the functional connectivity analysis, we created two
spherical ‘‘seed’’ ROIs (ten 3 mm 3 3 mm 3 3 mm voxels,
volume 5 270 mm3) centered in vmPFC (Brodmann area
10) and PCC (Brodmann area 31), using Talairach coordi-
nate locations from previous work [De Luca et al., 2006]
(Fig. 1b). These Talairach coordinates were first converted
to MNI space using the algorithm implemented in the
Matlab script tal2mni.m (http://imaging.mrc-cbu.cam.
ac.uk/imaging/MniTalairach). The ROIs were used to
extract an average hemodynamic time series for each loca-
tion, and for each subject, by applying each ROI mask to
the preprocessed time series, and averaging across all vox-
els within the ROI. We then carried out a multiple regres-
sion analysis (using the GLM as implemented in FEAT),
with the vmPFC and PCC seed time series regressors and
nuisance covariates (global signal, cerebrospinal fluid,
white matter). Specifically, the GLM included the three
nuisance (global, csf, white matter) and the two seed
(vmPFC, PCC) time series. Using Gramm Schmidt ortho-
gonalization as implemented in FSL, vmPFC was ortho-
gonalized with respect to global, csf, white matter, and
PCC. PCC was orthogonalized with respect to global, csf,
white matter, and vmPFC. The global signal, thought to
reflect a combination of physiological processes (such as
cardiac and respiratory fluctuations) and scanner drift,
was included in the GLM to minimize the influence of
such factors [Birn et al., 2006; Gavrilescu et al., 2002; Macey
et al., 2004]. An analysis of the data without global signal
correction is presented in supplementary materials (Supple-
mentary Fig. 1). Orthogonalizing the two seed ROIs with
respect to each other effectively leaves out signal that cova-
ries in the two regions. This allowed examination of differ-
ences between the anterior and posterior nodes, as their
commonalities have been documented in previous reports.
This analysis identified voxels that were uniquely function-
ally connected to each ROI, as well as those that were mem-
bers of the corresponding anticorrelated networks. Group-
level analyses were carried out using FLAME, a mixed-
effects model in FSL, to produce thresholded Z-score maps
of voxels positively and negatively correlated with each
ROI. We will refer to voxels positively correlated with the
vmPFC seed as the vmPFC1 network, and voxels nega-
tively correlated with the vmPFC seed as the vmPFC2 net-
work. Similarly, voxels positively correlated with the PCC
seed belong to the PCC1 network, and voxels negatively
correlated with the PCC seed are part of the PCC2 net-
work. Corrections for multiple comparisons were carried
out at the cluster level using Gaussian random field theory
(min Z > 2.3; cluster significance: P < 0.05, corrected).

Granger Causality Analysis

Initial analysis of fMRI data (filtered for temporal drift,
high-frequency noise and nuisance covariates) using a
modified general linear model indicated activity in 4 net-
works (vmPFC1, vmPFC2, PCC1, and PCC2). Granger
causality methods were used to assess dynamic interac-

tions between these cortical regions. Granger causality
between two regions can be defined as the extent to which
the data from one region at one point in time improves
the prediction of another region’s data at a later point in
time [Goebel et al., 2003]. We used this analysis to evaluate
causal influences between networks by measuring the
extent to which signal changes in one region reliably pre-
ceded those in other regions at later points in time, permit-
ting characterization of the strength and direction of influ-
ence between discrete brain regions [Goebel et al., 2003;
Roebroeck et al., 2005]. For this analysis, the mean time se-
ries of all voxels within each network (vmPFC1, vmPFC2,
PCC1, PCC2) was calculated.
Granger analysis was performed using code written in

MATLAB, as follows. (1) For each pair of networks, the

mean time series from each network was fit using a full

vector autoregressive model, which took both time series

into account. Briefly, in a vector autoregressive process the

time series datasets assume that the current time point is

functionally related to its N previous time points. For this

study, a 5th order vector autoregressive process was used

for each of the four networks. (2) From one of the two

time series in a pair, five sequential time points (10 s) were

randomly omitted and the effect on predicting the output

was calculated. The time series with omitted time points is

referred to as the ‘‘sub-model’’ (suboptimal model). Ten

seconds were omitted to account for the delay in the he-

modynamic response which occurs after a neuronal

response [Lee et al., 1995]. The selection of 10 s was based

on the observation that delay between regions has been

shown to be as large as 8 s [Saad et al., 2001]. (3) Sub-

model fits were then carried out for each time series data-

set compared with the other time series datasets. Time

point omission from one regional time series permitted

characterization of its influence on other subsequent time

points in other regional time series. The significance level

for each of them was tabulated for within group analysis.
The Granger analysis we performed used F-statistics to

test whether lagged information on a time series (variable)
y provided any statistically significant information about
another time series (variable) x in the presence of lagged x.
If not, then ‘‘y did not cause x.’’ The vector autoregression
model we used assumed an autoregressive lag length p,
and estimated the following unrestricted equation by ordi-
nary least squares (OLS):

xðtÞ ¼ c1þ
Xp
i¼1

aðiÞxðt� iÞ þ
Xp
i¼1

bðiÞyðt� iÞ þ uðtÞ ð1Þ

where x(t) and y(t) are the two time series being evaluated
for causality, t is the current time point, a(i) and b(i) are
the linear prediction variables for x and y, u is the error of
the fit, and p is the lag length.
The F-statistic tested the null hypothesis (Ho: b(1) 5 b(2)

5 b(3) 5 � � � b(p) 5 0) using the following simplification of
Eq. (1):
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xðtÞ ¼ c1þ
Xp
i¼1

gðiÞxðt� iÞ þ eðtÞ ð2Þ

where x(t) is the time series being evaluated for causality,
t is the current time point, g(i) is the linear prediction vari-
able for x, e is the error in fit, and p is the lag length.
If the F-test

Fy;x ¼

PT
i¼1

eðiÞ �
PT
i¼1

uðiÞ
� ��

p

�PT
i¼1

uðiÞ
��

ðT � 2p� 1Þ
ð3Þ

(where T is the total number of time-points and p is the
lag length) was greater than tabular significance values,
then the null hypothesis (y does not cause x) was rejected,
and the alternative ‘‘y causes x,’’ is accepted.
This procedure was performed on the data from all net-

works and their influences on all other networks were
computed. Each time series dataset was modeled and the
sub-model was compared against the other time series
datasets. Sub-model fits and directional causality were
then tabulated for each of the time series datasets. This
process was repeated until all possible combinations were

obtained, thus mutual directional causality was analyzed
between all four networks, resulting in twelve tests. Model
diagnostic tests and resulting significance levels were esti-
mated from the sub-model fit matrix [Goebel et al., 2003].
Directed influences between the different regions were cal-
culated for the significance level P < 0.10.

RESULTS

Positively-Correlated Networks (vmPFC1, PCC1)

The vmPFC seed correlation analysis revealed that in
addition to highly correlating with precuneus/posterior
cingulate, activity in this seed correlated with several fron-
tal regions including right medial frontal, left superior
frontal, bilateral inferior frontal, and bilateral middle fron-
tal gyrus. Additionally, bilateral middle temporal, and
right angular gyrus correlated with activity in this seed.
Bilateral parahippocampal gyri and right cingulate were
also correlated with the vmPFC seed (Fig. 2a, Table I).
The posterior cingulate seed was correlated with bilat-

eral medial frontal cortices, precuneus, and bilateral poste-
rior parietal cortices (right and left angular gyrus). Several
frontal regions also correlated with the PCC seed, namely
bilateral middle frontal, bilateral superior frontal, and left
inferior frontal gyrus. Temporal regions included bilateral

Figure 2.

Positive and negative correlations with each seeded region. (a) vmPFC (orange) and its anticorrelated network (blue). (b) PCC (or-

ange) and its anticorrelated network (blue).
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inferior temporal and right superior temporal gyrus. The
right fusiform gyrus and right postcentral gyrus also
showed correlated activity with this seed (Fig. 2b, Table II).

Negatively-Correlated Networks

(Antinetworks, vmPFC2, PCC2)

Activity in the vmPFC network was anticorrelated with
extrastriate visual areas (left superior occipital gyrus, right
middle occipital gyrus, right lingual gyrus, bilateral fusi-
form gyrus, bilateral cuneus) and attention networks (bilat-
eral inferior parietal lobule, right inferior frontal gyrus, left
middle frontal gyrus, left medial frontal gyrus). Additional
anticorrelations were seen with anterior and posterior por-
tions of right cingulate gyrus and precuneus as well as
bilateral inferior temporal gyrus, right middle temporal
gyrus, right postcentral gyrus, and left insula (Fig. 2a,
Table III).

The anticorrelation analysis for the PCC seed also
showed extrastriate visual areas (bilateral lingual gyrus,
bilateral cuneus, bilateral middle occipital gyrus) and pari-
etal networks (bilateral inferior parietal lobule, bilateral
postcentral gyrus). There were also anticorrelations with
left anterior cingulate and left medial frontal gyrus, lateral
prefrontal (bilateral middle and superior frontal gyri, bilat-
eral insula, left inferior frontal gyrus), and lateral temporal
networks (bilateral superior temporal gyrus, bilateral mid-
dle temporal gyrus) as well as parts of left precuneus (Fig.
2b, Table IV).

Direct Comparisons Between Networks

To verify differences between the two positive networks
and the two negative networks, direct contrasts between
the vmPFC1 and PCC1 networks were computed on a
voxel-wise basis (Z > 2.3, P < 0.05, corrected). Masking

TABLE I. vmPFC Seed: Talairach coordinates of regions positively correlated

Region
Peak activation

Z-score x y z
Brodmann

area

Medial frontal gyrus (R) 11.34 6 57 0 11
Superior frontal gyrus (L) 7.93 0 57 27 9
Inferior frontal gyrus (R) 6.51 33 12 218 47
Inferior frontal gyrus (L) 5.74 230 15 218 47
Precuneus (R) 5.63 6 254 30 7
Middle temporal gyrus (R) 5.39 63 218 218 20
Angular Gyrus (R) 5.26 51 272 36 39
Cingulate Gyrus (R) 5.08 3 218 33 23
Middle temporal gyrus (L) 5.07 260 227 215 21
Middle temporal gyrus (R) 5.05 51 12 239 21
Parahippocampal gyrus (R) 4.99 30 230 212 36
Middle temporal gyrus (L) 4.98 251 9 233 21
Parahippocampal gyrus (L) 4.98 227 218 215 36
Middle frontal gyrus (R) 4.87 30 24 48 8
Middle frontal gyrus (L) 4.41 233 54 29 10

TABLE II. PCC Seed: Talairach coordinates of regions positively correlated

Region
Peak activation

Z-score x y z
Brodmann

area

Posterior cingulate gyrus (R) 11.44 3 254 27 31
Angular gyrus (R) 7.17 51 266 33 39
Medial frontal gyrus (R) 7.02 3 60 212 11
Angular gyrus (L) 6.98 242 257 30 39
Medial frontal gyrus (L) 6.06 23 54 24 9
Inferior temporal gyrus (R) 6.02 69 29 221 21
Middle frontal gyrus (R) 5.83 27 24 45 8
Inferior temporal gyrus (L) 5.69 254 212 224 20
Superior frontal gyrus (R) 5.57 21 42 51 8
Superior temporal gyrus (R) 4.99 57 15 233 38
Superior frontal gyrus (L) 4.88 212 42 51 8
Fusiform gyrus (R) 4.37 33 239 218 20
Superior frontal gyrus (R) 3.80 24 66 0 10
Inferior frontal gyrus (L) 3.73 230 24 221 47
Postcentral gyrus (R) 3.70 30 224 33 2
Middle frontal gyrus (L) 3.62 242 18 36 9

r Uddin et al. r

r 630 r



was performed to determine regions specifically connected
to each seed. For example, areas common to the vmPFC1
network (Fig. 2a) and the vmPFC > PCC contrast are

unique to the vmPFC seed. These regions encompass
mainly bilateral frontal and temporal gyri (Fig. 3a, Supple-
mentary Table I). A similar mask shows the regions

TABLE III. vmPFC seed: Talairach coordinates of regions negatively correlated

Region
Peak activation

Z-score x y z
Brodmann

area

Inferior parietal lobule (L) 6.59 239 248 51 40
Superior occipital gyrus (L) 5.79 230 281 27 19
Precuneus (R) 5.59 27 254 51 7
Inferior parietal lobule (R) 5.35 63 242 39 40
Inferior parietal lobule (R) 5.34 42 245 45 40
Cuneus (L) 5.30 26 278 15 18
Fusiform gyrus (L) 5.13 248 245 224 36
Cuneus (R) 5.08 9 278 6 18
Cuneus (R) 5.06 15 293 18 18
Middle frontal gyrus (L) 5.05 251 6 48 6
Middle occipital gyrus (R) 5.03 33 281 15 19
Lingual gyrus (R) 4.77 21 272 0 18
Inferior frontal gyrus (R) 4.71 60 6 33 6
Postcentral gyrus (R) 4.70 54 218 54 3
Inferior temporal gyrus (L) 4.65 254 260 215 37
Fusiform gyrus (L) 4.63 227 260 26 19
Middle temporal gyrus (R) 4.48 51 275 9 39
Medial frontal gyrus (L) 4.48 218 3 54 6
Inferior temporal gyrus (R) 4.42 66 260 29 37
Middle occipital gyrus (R) 4.28 48 269 29 19
Cingulate Gyrus (R) 4.22 9 6 42 32
Cingulate gyrus (R) 3.51 18 233 36 31
Insula (L) 3.13 245 9 15 13

TABLE IV. PCC seeds: Talairach coordinates of regions negatively correlated

Region
Peak activation

Z-score x y z
Brodmann

area

Superior temporal gyrus (L) 6.42 239 6 215 38
Superior temporal gyrus (L) 6.37 257 9 3 22
Insula (R) 6.26 45 12 23 47
Cingulate gyrus (L) 5.56 23 18 30 32
Inferior frontal gyrus (L) 5.53 245 3 18 44
Middle frontal gyrus (R) 5.32 48 39 30 46
Medial frontal gyrus (L) 5.23 23 9 51 6
Inferior parietal lobule (R) 5.07 66 233 39 40
Inferior parietal lobule (L) 5.05 257 239 54 40
Middle temporal gyrus (R) 4.99 66 260 23 37
Precuneus (L) 4.94 218 287 42 19
Cuneus (R) 4.71 21 290 30 19
Middle frontal gyrus (L) 4.70 242 23 63 6
Inferior parietal lobule (L) 4.62 269 224 20 40
Postcentral gyrus (R) 4.59 60 239 57 40
Cuneus (L) 4.54 212 275 3 18
Inferior parietal lobule (L) 4.53 257 233 24 40
Superior frontal gyrus (L) 4.38 230 48 27 9
Postcentral gyrus (L) 4.04 26 257 69 7
Middle occipital gyrus (R) 3.97 42 275 3 19
Middle occipital gyrus (R) 3.93 48 290 18 19
Superior temporal gyrus (R) 3.90 66 221 12 42
Middle frontal gyrus (R) 3.82 24 0 63 6
Middle temporal gyrus (L) 3.77 242 278 15 19
Lingual gyrus (R) 3.70 21 269 23 19
Cuneus (R) 2.94 6 299 23 18
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unique to the PCC seed, mostly lateral parietal cortices
(PCC1 network masked with PCC > vmPFC, Fig. 3a, Sup-
plementary Table II). Direct comparisons between the net-
works negatively correlated with each of the seeds were also
computed. The vmPFC2 network was quantified with the
following mask: vmPFC2 masked with PCC > vmPFC.
This revealed that several regions of the precuneus, parietal
lobules, middle temporal, and occipital gyri are unique to
the vmPFC antinetwork (Fig. 3b, Supplementary Table III).
Lastly, PCC2 masked with vmPFC > PCC shows that ante-
rior cingulate, insula, lateral prefrontal regions, and bilateral
superior temporal gyri are unique to the PCC negative net-
work (Fig 3b, Supplementary Table IV).

Relationships Between Networks

We examined the relationship between coupling of activ-
ity in the DMN subnetworks (vmPFC1, PCC1), and that

in the two antinetworks (vmPFC2, PCC2). As demon-
strated in Figure 4, the more tightly coupled the two DMN
subnetworks for a given subject, the more tightly coupled
the two DMN antinetworks (r 5 0.83, zr 5 1.19, P 5 2.35
3 1028).
Table V shows significant Granger causality between

networks at the group level. Granger causality analyses
showed influences between each pair of networks. Most
notably, the vmPFC1 and PCC1 networks significantly
influenced their respective antinetworks (Table V). This
suggests that the two default mode nodes may causally
influence activity in their respective antinetworks. The per-

Figure 3.

Direct comparisons between positive and negative networks for

each seed. (a) vmPFC (red) and PCC (pink) positively correlated

networks. (b) vmPFC (blue) and PCC (green) negatively corre-

lated networks.

Figure 4.

Correlation between DMN components and antinetworks.

TABLE V. Granger causality probabilities predicting

influences between positively correlated (1) and

negatively correlated (2) networks

Network
Predicts
values in:

% Subjects with
significant Granger

causality
Binomial test
significance

vmPFC1 vmPFC2 65.4 1.2 3 10211

vmPFC1 PCC2 57.7 2.4 3 1029

vmPFC1 PCC1 42.3 1.6 3 1025

PCC1 vmPFC2 3.8 0.2
PCC1 PCC2 57.7 2.4 3 1029

PCC1 vmPFC1 11.5 0.2
vmPFC2 vmPFC1 11.5 0.2
vmPFC2 PCC1 61.5 1.9 3 10210

vmPFC2 PCC2 15.4 0.1
PCC2 vmPFC1 19.2 0.1
PCC2 PCC1 3.8 0.2
PCC2 vmPFC2 61.5 1.9 3 10210
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centage values indicate proportion of subjects showing sig-
nificant relationship at P < 0.10. This more lenient within-
subject threshold was employed due to the number of
points included in the Granger causality analysis. As indi-
cated by the binomial test, a significant relationship at that
threshold in 30% or more subjects is significant at P < 0.01
(see Fig. 5).

DISCUSSION

Using seed-based regression analyses of resting state
data, we individually assessed functional connectivity of
the anterior (vmPFC) and posterior (PCC) components of
the DMN. We found that the anticorrelated networks asso-
ciated with the anterior and posterior seeded regions
appear to be dissociable. The functional significance of
these anticorrelated networks is unknown, although they
are posited to serve a differentiating role segregating neu-
ral processes subserving competing representations or op-
posite goals [Fox et al., 2005]. The presence of such anticor-
relations is consistent with a recently published computa-
tional model of functional connectivity across multiple
time scales [Honey et al., 2007]. Previous studies have
demonstrated anticorrelations between lateral prefrontal
ROIs showing task-related increases, and the DMN, sug-
gesting the possibility of inhibitory interactions between
these and default mode regions [Greicius et al., 2003].
Such anticorrelations might be more accurately referred to
as manifestations of ensemble inhibition, a term that refers
to interactions between brain areas as defined by patterns
of covariation, rather than individual neurons [Nyberg
et al., 1996]. This competitive relationship between the
DMN and task-positive networks has consequences for be-
havioral performance, as recently demonstrated [Kelly
et al., 2007]. Previous work has hinted at functional differ-
entiation between the anterior and posterior nodes of the
DMN, as failure to suppress PCC activity is associated
with attentional lapses [Weissman et al., 2006]. The anti-

correlated networks we found for each DMN component
were strikingly different for the two seeded regions. Below
we discuss the known functions of each of the networks
revealed by this analysis and implications for theories of
default mode function.

Discussion of Areas Correlated With

vmPFC and PCC

The seeds placed in vmPFC and PCC showed positive
correlations with each other, consistent with previous func-
tional connectivity analyses of these two regions [Fox
et al., 2005; Greicius et al., 2003; Hampson et al., 2006]. The
regions connected to each of the individual seeds also fol-
lowed the expected pattern. The vmPFC seed was more
strongly positively correlated with adjacent frontal and
temporal regions, whereas the PCC seed was more corre-
lated with nearby mid- and lateral parietal regions. Our
analysis revealed patterns of connectivity for both of these
regions that is consistent with what is known about their
anatomical connectivity [for review of vmPFC see Amodio
and Frith, 2006; for review of PCC see Cavanna and
Trimble, 2006].
Our approach of separately seeding the vmPFC and

PCC and orthogonalizing each network with respect to the
other revealed the novel finding that each network has a
unique variance capable of predicting distinct patterns of
interactions throughout the DMN. ICA methods of identi-
fying the DMN [Damoiseaux et al., 2006; De Luca et al.,
2006] typically capture only the common variance, and,
thus, miss the subtle differences in functional connectivity
we report here. Previous seed-based ROI approaches have
also overlooked potential differences between the net-
works. A major difference between our results and a previ-
ous study by Fox et al. is that they perform a conjunction
analysis in which voxels were only included if they were
significantly correlated or anticorrelated with five of the
six seed regions, thus, biasing the report towards finding
commonalities between networks. Our focus, instead, was
to identify potential differences between the networks;
thus, our methods produce understandably contrasting
results [Fox et al., 2005]. We show that orthogonalizing the
time courses of ROIs with respect to each other prior to
multiple regression reveals differences between them that
other approaches miss.

Discussion of Areas Anticorrelated With vmPFC

Areas comprising the anticorrelated network for vmPFC
resemble those most commonly activated in studies of vis-
ual and spatial attention, namely superior/inferior parietal
and extrastriate cortices [Coull and Nobre, 1998; Nobre
et al., 1997]. This anticorrelated network resembles the
‘‘task-positive’’ network identified using similar methods
by other groups [Fox et al., 2005; Fransson, 2005]. The fact
that such networks are anticorrelated with vmPFC sug-
gests that they are coupled to vmPFC activity. Our

Figure 5.

Granger causality results. Significant relationships between DMN

components and antinetworks. The percentage values indicate

proportion of subjects showing significant relationship at P <
0.1. As indicated by the binomial test, a significant relationship at

that threshold in 30% or more subjects is significant at P < 0.01.
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Granger causality analyses suggest that the direction of
causality is stronger from vmPFC1 to vmPFC2 than vice
versa. As previously noted, the vmPFC is often associated
with mentalizing, evaluative, and self-referential process-
ing. Such processes typical require attention to be diverted
away from stimuli in the external environment and redir-
ected to monitoring one’s own or another’s mental state. It
would thus make sense for these two networks to have
an antagonistic relationship, to allow for activation of one
or the other as task demands require, but not both
simultaneously.

Discussion of Areas Anticorrelated With PCC

The networks found to be anticorrelated with the PCC
seed resembled prefrontal-based motor planning and con-
trol circuits. Much of the circuitry revealed here overlaps
with parts of the human mirror neuron network (inferior
frontal gyrus and superior temporal gyrus) involved in
action observation and execution [Rizzolatti and Craighero,
2004]. In addition, the insula is strongly present in the
PCC2 network. This region has previously been shown to
act in concert with the human mirror neuron system dur-
ing imitation and observation of emotions (e.g., empathy)
[Carr et al., 2003]. Additionally, the anterior cingulate,
known to be responsive to affective aspects of empathy for
pain [Singer et al., 2004] is anticorrelated with the PCC.
That such regions should have an antagonistic relationship
with the posterior cingulate suggests the intriguing possi-
bility that we have identified an important locus of interac-
tion between the human mirror neuron system and the
DMN. Indeed, the Granger causality results for reveal
stronger directionality of influence from PCC1 to PCC2.
This antagonistic relationship is consistent with known
activation patterns of the two networks: the mirror neuron
system shows increases in activity during execution and
observation of goal-directed actions [Rizzolatti, 2005],
whereas DMN activity is attenuated during goal-directed
actions [Gusnard et al., 2001b; Weissman et al., 2006]. The
fact that these networks interact in such a way is consist-
ent with theories positing that the DMN and mirror neu-
ron system interact during social and self-related cognition
[Uddin et al., 2007].
Interestingly, a recent study has shown correlations

between anxiety ratings and intrinsic functional connectiv-
ity of an anterior cingulate and insula-based network. The
network described in that study closely resembles our
PCC2 network, and suggests a potential mechanism
whereby PCC can regulate activity in this ‘‘salience net-
work’’ [Seeley et al., 2007].

Implications of Granger Causality Findings

Several studies have demonstrated default mode sup-
pression during goal-oriented task performance, with fail-
ure to suppress default mode activity being linked to
decreased activity in task-relevant regions [Greicius and

Menon, 2004] and attentional lapses, or decrements in per-
formance [Weissman et al., 2006]. The present work’s find-
ing that the anterior node of the DMN may influence ac-
tivity in parietal networks provides new insight into the
need for default mode suppression during performance of
attentionally demanding tasks. More specifically, it sug-
gests that this component of the DMN may directly bias
the brain towards a nonattentive state at rest, thus, requir-
ing suppression to release attentional networks during task
performance. Further examination of causality during task
performance is required to test this hypothesis. While our
Granger analysis suggests a directionality to the influence
that each network exerts on the other, this method is lim-
ited in that modeling only these regions does not take into
account the possibility that other common inputs may also
exert their influences on these systems.
Despite the need for DMN suppression during task per-

formance, a recent study found that greater coordination
within the DMN between vmPFC and PCC nodes was
associated with better performance during a working
memory task [Hampson et al., 2006]. Though seemingly
contradictory, our finding that greater connectivity
between vmPFC1 and PCC1 is associated with greater
connectivity between vmPFC2 and PCC2, suggests that
the DMN may actually serve to coordinate activity
between the two antinetworks. Though speculative, this
suggestion would explain recent findings showing that
while the DMN is clearly suppressed during a working
memory task, a significant amount of spontaneous signal
fluctuations in the DMN persists [Fransson, 2006].
We found that vmPFC1 and PCC1 exert greater influ-

ence on vmPFC2 and PCC2 than the other way around,
suggesting that during resting-states, the introspectively-
oriented processes attributed to these two regions [Amodio
and Frith, 2006; Cavanna and Trimble, 2006] likely domi-
nate. As the two networks (vmPFC1 and PCC1) nega-
tively influence their respective antinetworks, they are in a
position to suppress externally oriented attentional focus
mediated by regions in the vmPFC2 and PCC2 networks.

Clinical Implications

Differences in activity of the DMN have been linked to
cognitive deficits in a number of clinical populations. To
date, abnormalities in the DMN have been demonstrated
in individuals with autism spectrum disorders [Kennedy
et al., 2006], Alzheimer’s disease [Buckner et al., 2005;
Greicius et al., 2004; Wang et al., 2006], schizophrenia
[Liang et al., 2006; Liu et al., 2006], and attention-deficit/
hyperactivity disorder [Tian et al., 2006; Zang et al., 2007].
Application of our method to resting data from these pop-
ulations may provide greater insights into specifically
which region of the default mode (anterior or posterior) is
compromised in clinically impaired individuals. Consider-
ing ADHD and other clinical populations associated with
attentional dysfunction, our findings suggest multiple
potential loci of dysfunction associated with the DMN.
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Most notably are the possibilities that these disorders may
be associated with (1) failure to suppress default mode ac-
tivity, (2) abnormally greater influence of default mode
regions on task-positive networks, or (3) decreased connec-
tivity within the DMN, thus decreasing the coordination of
its antinetworks, which are commonly implicated in per-
formance of attentional tasks. Indeed, evidence for
decreased connectivity between the anterior and posterior
nodes of the DMN in ADHD has recently been demon-
strated [Castellanos et al., in press]. It is likely that charac-
terization of each of the anticorrelated networks in these
various populations, as described here, will be useful in
further describing the underlying neuropathology of such
conditions.

Implications for Theories of Functional

Significance of Default Mode

There exist various methods for identifying the DMN,
ranging from ICA [De Luca et al., 2006], to examination of
‘‘task-negative’’ networks [Fransson, 2006], to large-scale
network identification [Bellec et al., 2006]. For the most
part, these methods are biased towards consideration of
the entire DMN as a cohesive unit. Here, we show that
individually seeding the anterior and posterior compo-
nents of this network reveals important differences in
functional connectivity between the two regions. Our
approach suggests that there is greater heterogeneity in
the DMN than is generally appreciated, particularly
among the networks anticorrelated with each DMN com-
ponent. Which terms (self-related or social cognition, task-
unrelated thought, etc.) best describe default mode func-
tion remains unsettled. Our analysis here suggests that
each component of the DMN may be differentially
involved in these processes, and that analyzing each indi-
vidually will lead to a richer understanding of the func-
tions of the network. We speculate that it is unlikely that
the DMN as a whole is involved in many or all of the
processes previously ascribed to it. The concept of neural
context, the idea that the role of a brain region is deter-
mined by how it interacts with other regions, is particu-
larly relevant here [McIntosh, 2000]. It may be that the
relationship between activity in the DMN and its anticorre-
lated networks, instead of the DMN itself, is most func-
tionally relevant.
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