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Abstract
Computational models of the neural control system for breathing in mammals provide a theoretical
and computational framework bringing together experimental data obtained from different animal
preparations under various experimental conditions. Many of these models were developed in
parallel and iteratively with experimental studies and provided predictions guiding new
experiments. This data-driven modeling approach has advanced our understanding of respiratory
network architecture and neural mechanisms underlying generation of the respiratory rhythm and
pattern, including their functional reorganization under different physiological conditions. Models
reviewed here vary in neurobiological details and computational complexity and span multiple
spatiotemporal scales of respiratory control mechanisms. Recent models describe interacting
populations of respiratory neurons spatially distributed within the Bötzinger and pre-Bötzinger
complexes and rostral ventrolateral medulla that contain core circuits of the respiratory central
pattern generator (CPG). Network interactions within these circuits along with intrinsic
rhythmogenic properties of neurons form a hierarchy of multiple rhythm generation mechanisms.
The functional expression of these mechanisms is controlled by input drives from other brainstem
components, including the retrotrapezoid nucleus and pons, which regulate the dynamic behavior
of the core circuitry. The emerging view is that the brainstem respiratory network has
rhythmogenic capabilities at multiple levels of circuit organization. This allows flexible, state-
dependent expression of different neural pattern-generation mechanisms under various
physiological conditions, enabling a wide repertoire of respiratory behaviors. Some models
consider control of the respiratory CPG by pulmonary feedback and network reconfiguration
during defensive behaviors such as cough. Future directions in modeling of the respiratory CPG
are considered.

Introduction
The mammalian respiratory system and neural control of breathing: Brief overview

Breathing is an extraordinarily robust and complex innate motor act that continues, albeit
with intermittent disruptions, from before birth to death. Breathing-like behavior occurs in
the mammalian embryo and is necessary for normal lung development (116, 141, 147).
Following birth, breathing is essential for ventilation, the maintenance of lung volume, and
other conditions necessary for gas exchange.
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The brainstem contains bilateral ponto-medullary circuits necessary for breathing (18, 36,
64, 72, 82, 177, 250, 340). Each side has a “ventral (or ventrolateral) respiratory column”
(VRC) of neurons interconnected with several pontine nuclei, which comprise the pontine
respiratory group (PRG) (297). A schematic of the brainstem with several different views of
regions containing respiratory neural structures, whose functions are described later, is
shown in Figure 1. This ponto-medullary network is essential for respiratory rhythm and
motor pattern generation (18); its elements are also coordinated and modulated by numerous
afferent systems. The nucleus of the solitary tract (NTS) is the “entry point” of lung
afferents (157), carotid baroreceptors and peripheral chemoreceptors (172, 269), and other
influences important for respiratory control. Rhythmically active neurons in the NTS form a
dorsal respiratory group (DRG). Collectively, the VRC, DRG, and PRG constitute the
brainstem respiratory central pattern generator (CPG). The VRC contains core CPG
elements, which provide neural machinery for generating rhythmic respiratory activity
patterns. These core elements drive the activity of motor neurons and receive convergent
inputs from the NTS, PRG, and higher central nervous system (CNS) structures such as the
cerebral cortex (71), cerebellum (118, 346), hypothalamus (341), midbrain periacqueductal
gray (327), and other suprapontine brain regions (119).

Central chemoreceptors that monitor the level of CO2 and pH in the brainstem, and
peripheral chemoreceptors, which are sensors of arterial O2 and CO2 and pH, provide
essential components of the drive necessary for respiratory rhythm generation and breathing
(49, 92, 111). Changes in tidal volume, breathing frequency, and the underlying motor
pattern are controlled by numerous other afferent systems, including slowly and rapidly
adapting pulmonary receptors (172), baroreceptors (20, 108, 124, 268), and respiratory
muscle afferents (301). Changes in sleep and other brain states (117), exercise (195), and
network plasticity induced by prior experience (39, 309, 319) can also alter breathing.
Intermittent hypoxia can evoke “long-term facilitation” (LTF), a respiratory memory
expressed as an increased drive to breathe that outlasts the inducing stimuli (178, 192, 196,
209, 332). Extreme hypoxia can lead to apnea—the cessation of breathing—followed by
gasping, an autoresuscitative reconfiguration of the respiratory network involving O2-
sensing neurons (317, 332). The network is also functionally reconfigured during breathing-
related behaviors, such as coughing (21, 302), swallowing (135, 288), vocalization (7, 142,
214), and vomiting (e.g., 105, 215).

The output of the brainstem respiratory network is transmitted through premotor neurons
that drive spinal phrenic, intercostal, and lumbar motor neuron pools, innervating the
diaphragm, intercostal, and abdominal respiratory “pump” muscles, respectively (18, 44, 47,
130). Although the brainstem has a major role in generating the complex patterns expressed
by these respiratory motoneurons, spinal circuits also contribute to rhythm generation (130,
146, 171, 291, 295). Both cats and rats have upper cervical propriospinal inspiratory (I)
neurons driven by inputs from the VRC and DRG. These spinal interneurons excite
ipsilateral phrenic motor neurons (149). Other brainstem premotor and motor neurons
control muscles of the upper airways, such as tongue, oropharyngeal, and other accessory
muscles that influence airway resistance and protect lung volume (9, 11, 18, 72, 127, 129,
249, 266, 347).

Mathematical and computational modeling as a tool for studying the neural control of
breathing

There is a long tradition of modeling the respiratory neural control system. Computational
models provide a framework for representing current knowledge, explaining previously
known phenomena by reproducing experimental observations, and formulating hypotheses
and predictions. While experimental approaches provide increasingly detailed information
on structural and functional characteristics of the neural system and its components
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controlling breathing, it is difficult to understand many features of the complex cellular and
neural circuit behaviors that are integrated for network- and systems-level functions. It is
generally recognized that computational models can provide invaluable aid for
understanding nervous system function at all levels, from cellular and microcircuit
mechanisms to complex large-scale network and neural system dynamics. The fast-growing
field of computational neuroscience provides new approaches for studying and
understanding the operational principles and mechanisms of the respiratory CPG. The basic
organizational principles (e.g., 106, 107, 181, 308, 325) and instructive modeling of other
CPGs and related motor circuits [e.g., reference (46)] provides cross-fertilization. Like other
neural and physiological control systems, the respiratory system is a very complex
dynamical system. Not surprisingly, this system has attracted the attention of
mathematicians and modelers interested in applying dynamical systems and other modeling
approaches to understand vital neurophysiological functions. Some of these approaches are
illustrated herein. The enterprise of understanding neural circuit and system dynamics
including rhythmic neural systems [see reference (31)] is at the forefront of computational
neuroscience. Comprehensive descriptions of the mathematical foundations of neural
modeling and computational neuroscience, including perspectives and approaches from
dynamical systems theory, are now available (43, 70, 131, 150). Concise reviews with
perspectives on computational neuroscience (1, 182) and how computational approaches
contribute to understanding neurobiological mechanisms and processes [e.g., references (45,
180)] can also be consulted.

A major goal of respiratory neural models is to explain how the spatiotemporal patterns of
brainstem-spinal respiratory neuron and network activity are generated. This ultimately
entails modeling and analysis at multiple spatiotemporal scales. Model development
involves choosing the appropriate levels of computational and neurobiological detail and
complexity. Respiratory models with different levels of complexity at the neuron, neural
population, circuit, and system levels have been developed. These models include: (i)
integrated system-level models incorporating respiratory and cardiovascular components
with very simplified neural models used [e.g., references (12, 34)]; (ii) network models
based on interacting neural populations with each population represented as a single
“lumped” nonspiking element (modeled by continuous activity-based neuron descriptions as
in references (271, 276)]; (iii) models describing interacting populations of simplified
spiking neurons modeled in the “integrate and fire” style with distributed connections (10,
279); and (iv) complex multiscale network models describing interacting populations of
neurons modeled in the Hodgkin-Huxley (H-H) style (i.e., ion conductance-based models),
which provide a more detailed representation of cellular biophysics such as kinetics of
multiple ionic conductances to capture more realistic features of neuronal spiking and
electrophysiological behavior. Such models include an explicit simulation of synaptic
kinetics and typically intracellular processes, such as the kinetics of intracellular
concentrations of Ca2+, including its influx buffering and accumulation for modulation of
ion channel gating [e.g., references (28, 29, 67, 200, 278, 280–282, 285–287, 310, 312,
337)]. For descriptions of various mathematical formulations for modeling of single
neurons, neural populations, and networks, including advantages and limitations of each
model type, the reader is referred to the recent comprehensive books on mathematical
foundations of neural modeling noted earlier [e.g., reference (131)].

Increasingly, as illustrated in this review, most contemporary computational models are
developed in connection with particular neurobiological experiments employing a variety of
experimental preparations, permitting iterative model development and experimental tests of
model predictions. This review will specifically consider experimental results that led to
development of various brainstem respiratory network models, and/or were motivated by
modeling results or were performed to test modeling predictions. This iterative approach has
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advanced our understanding of respiratory network architecture and connectivity,
mechanisms of rhythmic motor pattern generation and its modulation by afferent systems,
and circuit reconfiguration for different breathing-related behaviors. The original modeling
papers cited should be consulted for theoretical underpinnings and rationales for model
development, including historical perspectives and model advantages/limitations for
understanding respiratory network behaviors, only some of which are delineated here.

Respiratory Neurons and Respiratory Network Architecture
The respiratory pattern

The eupneic respiratory motor pattern is commonly divided into three phases: (i) inspiration,
(ii) postinspiration (post-I) or stage 1 expiration (E1), and (iii) stage 2 expiration (E2) (262,
263). The inspiratory phase is typically identified by the “ramp” or “step-ramp” discharge
pattern of phrenic motor neurons. The post-I interval is often recognized by the
decrementing (dec, Dec) discharge pattern in brainstem post-I neurons (Fig. 2) and
expiratory (E) laryngeal (thyroarytenoid adductor, TA) motor neurons; a dec low-amplitude
“residual” phrenic nerve discharge pattern may also be apparent. E2 is characterized by
augmenting (aug, Aug) activity of some E neurons (E-AUG or aug-E; see Section
“Respiratory neuron classification”) reaching a peak or plateau by the end of expiration.
Under conditions of elevated respiratory drive (e.g., hypercapnia), expiration may also have
a late-expiratory (late-E) component that represents forced expiration as often assessed by
recordings of the lumbar nerve activity associated with abdominal muscle contraction (3, 86,
95, 128, 132, 133, 200, 271).

Respiratory neuron classification
Brainstem respiratory neurons are commonly classified according to the phase in the
respiratory cycle when they are most active as determined by simple visual inspection of
neural recordings (e.g., extracellular recording traces in Figure 2) or, following “spike
sorting,” by measures of average neuronal firing rate (probability) in respiratory cycle-
triggered histograms (Fig. 2). Statistical tests are also used to identify the presence of
respiratory-modulated activity (37, 202, 220, 234, 263, 340).

Neurons classified as I or E are often further subdivided into categories such as aug/Aug or
dec/Dec, early or late, or “phase-spanning” (IE, EI) depending on their temporal pattern of
firing rate modulation during the respiratory cycle. Additional descriptors include “phasic”
and “tonic,” with the former designation indicating that the cell spiking pattern exhibits one
or more intervals during the respiratory cycle with a low firing probability where spiking
rarely occurs. Table 1 (adapted from 279) lists common categories or “types” of neurons
distinguished by discharge pattern and other properties, including location, axonal
projection, and proposed or inferred synaptic action. Table 1 also provides a glossary, key to
abbreviations, and alternative nomenclatures that have been used by various investigators.
Some neuron types in the table are grouped for simplicity or because different terminology
has been used for neurons with similar discharge patterns and proposed functions by
different laboratories.

Classification schemes based on spike discharge pattern do not specify the intrinsic or
synaptic mechanisms that contribute to the generation of a particular pattern, and usually do
not by themselves define a specific function (e.g., I or E) within the network. Heterogeneity
due to variation of intrinsic properties or time varying fluctuations of synaptic input patterns
that affect spiking profiles within such classes of respiratory neurons must be considered.
Neurons with axons confined to the brainstem are termed propriobulbar interneurons, while
bulbospinal neuron populations transmit excitatory or inhibitory signals to spinal
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interneurons and motor neurons that innervate muscles of the respiratory pump. Some
bulbospinal neurons have axon collaterals within the brainstem (18, 72).

Other properties used to characterize neurons include their ion channels, some of which
could be involved in generation of endogenous bursting activities, membrane receptors and
neurotransmitter(s) (5) and other molecular phenotypes (24, 103), responses to stimulation
of afferent systems, and short-time scale correlations of their spike trains with those of other
neurons or with nerve or electromyogram (EMG) signals [reviewed in reference (279)].
Some of these properties may change over the course of development, during different
behaviors involving network reconfiguration, and with disorders and diseases.

Spatially arrayed brainstem compartments involved in generation and control of the
respiratory rhythm and motor pattern

The bilaterally distributed brainstem “respiratory network” is considered essential for the
generation and control of the motor pattern for breathing. This section briefly considers key
regions or “compartments” of the medulla and pons containing respiratory network
components; the boundaries between and the functions of each compartment as currently
understood are based on results of many experiments employing diverse methodologies
(Fig. 1). Further details and issues in the delineation of brainstem neuroanatomy relevant to
the respiratory network can be found elsewhere (5, 8, 18, 36, 82, 200, 278, 279, 285, 310,
311, 340).

Ventral respiratory column—The VRC includes the core circuitry of the respiratory
CPG. VRC extends bilaterally, in the rostral-to-caudal direction, starting from the
retrotrapezoid nucleus (RTN) and includes the Bötzinger (BötC) and pre-Bötzinger (pre-
BötC) complexes and the rostral (rVRG) and caudal (cVRG) ventral respiratory groups (Fig.
1) (4, 5, 19, 278, 310, 313). Other adjacent ventral medullary regions of interest include the
subretrofacial region (187), other parts of the lateral tegmental field (235), and
nonrespiratory modulated (NRM) “pericolumnar” areas (297).

The BötC, with predominately expiratory neurons (post-I, dec-E or E-DEC, and aug-E or E-
AUG types), is considered to be a major source of E activity patterns in the system during
normal breathing (72, 76, 136, 169, 311, 336). This function of the BötC through its
interactions with other VRC compartments has been extensively investigated. BötC E-AUG
neurons have widespread inhibitory actions upon I neuron populations in the brainstem and
spinal cord (78, 80, 238). Mutual inhibitory interactions between E-AUG and E-DEC
neurons modulate their respective discharge patterns. Inhibitory actions between E-AUG
neurons have also been identified, and it has been suggested that this network property could
modulate late expiratory phase E-AUG neuron activity and thus affect post-I rebound
properties of I target neurons (72, 74, 76, 80, 136, 169, 174, 307, 336). The absence or
paucity of evidence for excitatory actions of BötC neurons in the referenced studies is
noteworthy.

Recent work indicates that the BötC contains critical respiratory network elements
generating two major forms of E activity (310), which is consistent with a basic role of the
BötC in expiratory pattern generation. This role arises from the presence of rhythmic
expiratory inhibitory neurons making widely distributed interconnections with other
compartments. The BötC neurons are critically involved in control of the transition between
inspiratory and expiratory activities in the network, which is fundamental for the rhythmic I-
E alternation essential for normal breathing.

The pre-BötC compartment contains interneuron circuitry essential for generating I activity
(86, 153, 259, 312, 313). The pre-BötC has been of intense interest because it is thought to
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function as a kernel structure that is a main source of rhythmic inspiratory drive originating
from bilateral populations of interconnected glutamatergic neurons (24, 103, 326) that excite
premotor and other brainstem circuits (331). Furthermore, pre-BötC circuits can express
autorhythmic or pacemaker-like bursting activity that generates a rudimentary pattern of I
activity when the brainstem structure, including pre-BötC or its parts (islands), are
experimentally isolated in vitro [e.g., references (139, 153)]. This activity has been proposed
to arise from excitatory synaptic interactions within the pre-BötC and intrinsic cellular
mechanisms involving persistent (slowly inactivating) sodium current (INaP, 28, 29, 152,
257, 283, 286, 312). The intrinsic rhythmic activity of the network may also involve
calcium-activated nonselective cationic current (ICAN), which in combination with
excitatory synaptic interactions can also provide cellular- and network-level rhythmic
bursting (55, 241, 258). Collectively, these (and other) neuronal currents and excitatory
synaptic interactions provide mechanisms for regenerative initiation, maintenance, and
termination of inspiratory network activity in the isolated pre-BötC in vitro. Mechanisms
underlying rhythmic inspiratory pattern generation in the pre-BötC under more
physiological conditions (i.e., when the pre-BötC is embedded in the intact brainstem) are
more complex, because there is a dynamic overlay of rhythmic inhibitory, tonic excitatory,
and other modulatory inputs that converge on the pre-BötC excitatory network [e.g.,
references (255, 310, 312)]. Furthermore, the cellular composition of the pre-BötC is
heterogeneous, containing different electrophysiological phenotypes (53, 54, 56, 152, 258,
293, 312, 326), including populations of rhythmically active γ-Aminobutyric acid (GABA)
containing (159) and glycinergic inhibitory neurons (201, 344). The local microcircuit
organization of this region has not been established in detail, as is the case with other VRC
areas.

The rVRG compartment contains the main bilateral clusters of bulbospinal inspiratory
[ramp-inpiratory (ramp-I) or (I-AUG)] excitatory neurons that project to spinal phrenic and
intercostal inspiratory motor neurons and shape the inspiratory motor output pattern (17, 18,
79, 81, 190, 263, 340). These neurons are driven by the pre-BötC excitatory neurons and are
inhibited during expiration by the BötC inhibitory neurons (18, 72, 299); both of these
inputs along with other modulatory drives shape and control the characteristic ramping
pattern of inspiratory rVRG activity. Thus, the rVRG is also a compartment with multiple
convergent input drives essential for inspiratory pattern formation but in contrast to the pre-
BötC, this neuronal population as a whole does not appear to have intrinsic rhythmogenic
capability (310) although neurons with intrinsic rhythmic bursting properties have been
identified in this region (322).

The cVRG compartment contains excitatory bulbospinal expiratory neurons that project to
spinal thoracic and lumbar expiratory motor neurons and are concentrated in the
retroambiguus area (72). This compartment is presumed to be the expiratory counterpart to
the inspiratory rVRG. Convergent inputs, including those from BötC that are synaptically
integrated in the cVRG, locally shape the patterns of excitatory and inhibitory expiratory
bulbospinal drives.

The retrotrapezoid nucleus/parafacial respiratory group—A source of rhythmic
respiratory-related activity independent of the pre-BötC was discovered by Onimaru et al.
(227) in the isolated brainstem-spinal cord preparation from neonatal rats. This structure
supposedly located more rostral to the BötC was subsequently associated with the so-called
parafacial respiratory group (pFRG), spatially overlapping with the RTN (5, 40, 86, 213,
231, 232). The RTN, originally described by Smith et al. (315), is a site of central
chemoreception (109, 173), containing chemoresponsive neurons (217), including cells with
intrinsic chemosensitive properties (102, 112, 213, 218, 330). These neurons are gluta-
matergic and have widespread projections to the respiratory network providing excitatory
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drive to the VRC and pons (2). Lesions, including genetic deletions of the large
subpopulation of RTN neurons expressing the Phox2b transcription factor (62), or
experimental perturbations decreasing neuronal activity in this region, reduce or eliminate
phrenic activity, alter respiratory cycle frequency (323), and decrease CO2 sensitivity (2,
102, 111, 219). Some RTN neurons respond to peripheral chemoreceptor inputs and many
have respiratory-modulated firing patterns (40, 110, 248), attributable to inputs from more
caudal regions of the VRC (239, 330).

The pFRG (231, 233), consists of rhythmically active neurons including cells with intrinsic
bursting properties (233), and has been proposed to constitute the primary rhythm generator
by Onimaru’s group (227, 228). The RTN/pFRG region includes neurons that burst twice
per respiratory cycle: in late expiration and in the post-I phase. Neurons with this discharge
pattern are common in neonatal preparations (233), but less frequently observed in adults,
and have been described as a type of preinspiratory (pre-I) neuron (86, 134, 189, 226, 227,
229, 231, 232) or as “biphasic-E” (3, 200, 276, 278, 310–312). It has been noted that BötC
E-Aug neurons may become biphasic during hypercapnic anoxia (94, 276) or hypoxia (279).
Biphasic neurons active in late expiration and late inspiration have also been found, albeit
rarely, in vivo and in simulations (10).

It has been proposed that rhythmically active RTN/pFRG neurons are elements of a separate
expiratory oscillator that is coupled with a pre-BötC inspiratory oscillator for generation of
the coordinated I-E pattern in vivo (86, 132–134, 189). Subsequent work employing in situ
rat brainstem-spinal cord preparations, and more recently targeted photostimulation
experiments in anesthetized rats in vivo (243) suggests that RTN/pFRG neurons provide or
relay a late expiratory drive to bulbospinal premotor expiratory neurons and upper airway
adductor motor neurons activated under critical metabolic conditions producing high
respiratory drive such as hypercapnia (3, 86, 132–134, 184, 200).

Pontine regions involved in control of breathing pattern—Pontine neurons are
also essential for generation of the normal resting breathing pattern (18, 32, 33, 96, 137, 138,
177, 211, 297, 298, 320, 321). The PRG includes neurons of the dorsolateral pons (dlP) with
either phasic, or more commonly, tonic respiratory-modulated discharge patterns. Phase-
spanning activity profiles are frequently observed (297) and the pattern of respiratory
modulation may vary, depending on the presence of vagal afferent or pulmonary afferent
feedback signals (60).

Functional connectivity within the ponto-medullary network [reviewed in references (73,
297)] suggests circuits for the critical role of respiratory phase switching and hence
respiratory pattern generation (212, 279, 285). For example, stimulation of the medial
parabrachial or Kölliker-Fuse nucleus in dlP induces a premature I-E transition and extended
expiratory phase. These effects are similar to the effects of vagal stimulation (36, 121, 340).
Also, it appears that the perturbations of respiratory pattern with both vagal and pontine
stimulation are mediated by the same medullary circuits that control the onset and
termination of inspiration (114, 115, 225, 285).

Since the experiments of Lumsden (177), many studies have shown that ponto-medullary
transections in the vagotomized cat (36, 321) and rat (211, 342) convert the normal three-
phase pattern (eupnea) to apneusis (a two-phase pattern with prolonged inspiratory
durations), whereas the complete removal of the pons (transection at the ponto-medullary
junction) results in a gasping breathing pattern (36, 177, 321). In perfused rat brainstem-
spinal cord preparations in situ, transverse sections through the brainstem starting at the
pontine level and progressing caudally have revealed similar characteristic transformations
of the respiratory motor pattern (310, 311) (see later).
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Medullary raphé—Medullary raphé nuclei, which contain serotonergic neurons, also have
multiple functions in the control of breathing. Multisite recordings and spike train analysis
of functional connectivity support a model of brainstem respiratory network architecture
with medullary raphé circuits constituting a parallel system of “intermediate relays” for
breathing-related signaling between the pons and VRC (222). Reciprocal interactions with
an efferent copy of respiratory drive and phase information from the VRC to midline raphé
circuits may contribute to raphé modulation of the respiratory motor pattern (167, 255).
Conversely, raphé serotonergic neurons provide a fundamental permissive excitatory drive
to the respiratory CPG circuits (58, 125, 255, 261, 267).

These and other studies have led to the concept that midline medullary circuits maintain
particular states or levels of neuronal activity that are subject to adjustment by several
afferent systems (6, 161–165, 205, 222, 255). Rostral and other medullary raphé sites
include chemoresponsive neurons (223, 261), and local CO2 and/or pH perturbations evoke
state-dependent changes in breathing (216). Similar experimental perturbations in more
caudal raphé regions modulate the responses of other central chemoreceptive sites such as
the RTN. Stimulation of peripheral chemoreceptors also evokes changes in raphé neuron
activity (59, 202, 203, 205, 209, 223). Moreover, repeated stimulation of carotid body
receptors or medullary raphé neurons can induce the aforementioned persistent increase in
inspiratory drive termed LTF (193, 204, 206, 209).

The nucleus of the solitary tract—The DRG is located in the NTS and is composed of
I neurons inhibited (α) or excited (β neurons) by lung inflation (18). Both types of neurons
receive central inspiratory drive, presumably from the VRC (335). I-β neurons also receive
input from pulmonary stretch receptors (PSRs). In cats, these populations are bulbospinal
and excite phrenic and intercostal motor neurons (18); axon collaterals within the medulla
have also been identified (237).

The NTS contains second-order neurons for several reflex circuits that profoundly influence
breathing. Lung afferents include slowly adapting PSRs sensitive to changes in airway
volume. These PSRs project to second-order “pump cells” (P-cells) in the NTS, so called
because their rhythmic activity is entirely dependent on periodic lung inflation by a
ventilator (pump) in some fictive breathing animal model systems (14, 22). In the rat, P-cells
are modulated by a variety of central respiratory modulated influences that contribute to
their discharge pattern (199). P-cells mediate the Hering-Breuer inflation reflex (see later in
Section “Feedback control of the respiratory CPG”) (77, 121, 157, 236).

Carotid body chemoreceptor afferent projections terminate in the medial and lateral
subnuclei of the NTS (42, 61, 91, 104) and in the ventrolateral medulla (42, 91, 104).
Peripheral chemoreceptors contribute to the drive to breathe and are stimulated by a
decrease in blood oxygen tension or rise in PaCO2. Selective stimulation of peripheral
chemoreceptors evokes an increase in phrenic nerve discharge amplitude and alterations in
respiratory frequency through distributed actions in the respiratory network (223).

The NTS also contains CO2- and pH-sensitive neurons and local perturbations of CO2 in the
NTS stimulate breathing (49). A new theory proposes that solitary complex central
chemoreceptors may also contribute to the control of gastric CO2 ventilation during
respiratory acidosis (48).

NTS neurons receive and transform inputs from carotid and aortic baroreceptors (61, 157,
172, 269). Baroreceptors play an important role in the regulation of cardiovascular function
through the baroreflex. They also modulate breathing. Perturbations that transiently elevate
arterial blood pressure or carotid sinus pressure can reduce inspiratory drive hence affecting
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phrenic discharge amplitude and respiratory frequency (20, 27, 108, 124, 162, 221, 268).
Baroresponsive NTS neurons project to regions of the rostral and caudal ventrolateral
medulla and toward the pons (8, 75).

Feedback control of the respiratory CPG
The NTS is the site of termination of various populations of lung afferents and other sensory
inputs that influence the motor pattern for breathing and the regulation of lung volume by
coordination of diaphragmatic, intercostal, abdominal, laryngeal, and other muscle activities
(18, 157). The two main receptor types that monitor airway volume or pressure are termed
slowly adapting PSRs and rapidly adapting receptors (290, 292, 348).

The PSRs activated during inspiration and lung inflation have a prominent role in the
Hering-Breuer reflex in which lung inflation inhibits inspiration and prolongs expiration
(157). Through the P-cells, PSR-originating signals alter the activity of CPG neurons in
manners consistent with their proposed roles in regulation of rhythmic pattern generation. E-
DEC (post-I) neurons display reductions in the rate of decline in firing frequency, and the
prolonging of their discharge mirrors the increase in expiratory duration (83, 121, 156, 179,
245). Conversely, lung inflation accelerates the rate at which I-DEC [early-inspiratory
(early-I)] neurons decrease their firing frequency, corresponding to the reduction of
inspiratory duration (156). The firing frequency of another class of neurons that fire late in
inspiration, I-AUG (ramp-I) neurons, does not appear to be affected by lung inflation, but
the onset of their firing is advanced by the duration of inspiratory shortening, supporting the
suggestion that they are involved in I-E phase switching. Furthermore, vagal stimulation/
lung inflation was shown to excite post-I and ramp-I neurons and inhibit early-I neurons (38,
113–115, 225, 260).

Thus, PSR inputs, through their second-order neurons in the NTS, are a major component of
the peripheral afferent loop, and must be accounted for in models of this system when
considering control of phase switching and phase durations. As noted earlier, the effects of
both vagal and pontine stimulation appear to be mediated by the same medullary circuits
that control the onset and termination of inspiration (114, 115, 225). Finally, the respiratory
pattern in vagotomized animals with an intact pons is similar to that in animals without the
pons and vagi intact. The earlier observations support the idea that the pontine nuclei
mediate a function similar to that of the Hering-Breuer reflex.

Brainstem circuits also represent targets mediating feedback regulation of the respiratory
motor pattern by afferents from respiratory pump muscles (301), peripheral and central
chemoreceptors (92, 223), and other afferent systems that influence breathing and cardio-
respiratory coupling (e.g., baroreceptor reflexes 20, 162, 188, 338).

Computational Models of the Respiratory CPG
Early network models

Computational models of the respiratory network have been in development for several
decades, with the objective of explaining mechanisms of respiratory rhythm and pattern
generation. Although the alternative concepts of pacemaker and network mechanisms for
respiratory rhythmogenesis had been introduced [e.g., reference (289)], most early
computational models focused on the network interactions between different types of
respiratory neurons and did not consider possible contributions of the intrinsic biophysical
properties of neurons, which were essentially unknown during that period [e.g., references
(10, 23, 63, 66, 84, 85, 98, 101, 186, 224, 277)]. These network models were based on
simple, activity-based models of neurons, which did not simulate the neuronal spike-
generating mechanism. The output activity of a neuron (or neural population) was usually
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described by a single continuous variable representing the neuronal firing rate. Synaptic
interactions in these models were also simplified whereby neuronal input was represented as
a weighted sum of output variables of all source neurons projected to the given neuron.
Generation of the respiratory rhythm in these models was based on a pure network concept
suggesting that the respiratory rhythm results from sequential phase switching, such as an
inspiratory off-switch (IOS, transition from inspiration to expiration) and an expiratory off-
switch (EOS, transition from expiration to inspiration). The phase switching mechanisms
were suggested to operate via the reciprocal (mostly inhibitory) interactions among different
types of respiratory neurons or neuronal populations. For example, Duffin (63) proposed a
network model consisting of one excitatory (I-AUG) and two inhibitory (I-DEC and E-
BÖT) neurons that generated two-phase (inspiration-expiration) oscillations due to mutual
inhibition between the I-DEC and E-BÖT neurons. Both phase-switching mechanisms (IOS
and EOS) in this model were based on the adaptive properties (i.e., time-dependent decline
of activity) of the I-DEC neuron and the reciprocal interactions between the two inhibitory
neurons.

A series of three-phase pattern-generating network models were developed based on a
conceptual schematic proposed by Richter and his collaborators (264, 265) postulating that
the respiratory cycle consists of three phases: inspiration, post-I, and stage-2 (late)
expiration. As a representative example, Figure 3A and B shows the schematic of the
Ogilvie et al. (224) model and its performance. Other similar models were also developed
[e.g., references (23, 101)]. The IOS mechanism in these models involved the late-I neurons
that started firing by the end of inspiration, reached the peak of activity at the transition from
inspiration to expiration, and provided the initial inhibition of I neurons. These early three-
phase models also usually consisted of nonspiking activity-based models for simulating
single neurons or neural populations. The model proposed by Botros and Bruce (23)
included five neuron populations: I (inspiratory with a ramp-I pattern), early-I, late-I, and
post-I and E (expiratory). Interconnections among these populations were assigned in
accordance with the Richter schematic (264, 265). The model generated a stable respiratory
rhythm and reproduced realistic activity profiles of all five neuron populations incorporated.
Some effects of pulmonary feedback on the respiratory pattern were also reproduced.

Balis et al. (10) developed the first model of interacting populations of respiratory neurons
that incorporated simplified, “spiking” (integrate-and-fire type) models of single neurons.
These models allow calculation of the timing of “generated spikes.” It is considered that the
action potential (spike) is generated when the neuronal membrane potential reaches a
threshold, but the changes in the membrane voltage itself are not associated with, and are not
described based on, kinetics of the fast ionic conductances driving the action potential
generation. Nevertheless, such models enable, in many instances, realistic neuron simulation
and require much less computational power than more complicated models of the H-H type.
Specifically, they allow an investigator to perform simulations of interactions among the
large populations of spiking neurons (with numbers of neurons in populations close to their
numbers in the real system). Synaptic processes in these models can be realistically modeled
via changes in the corresponding postsynaptic conductances. The model of Balis et al.
contained six neuron populations: one excitatory of I-AUG type, four inhibitory [I-DEC, E-
AUG (SYM), E-AUG (LATE), and E-DEC], and an additional I-E/I (pre-I/I, see Table 1)
excitatory population. Some key connections in the model network were assigned from a
spike-train analysis of multiple, simultaneous neuronal recordings performed by the same
group (168–170, 299). Simulated perturbations of the activity of various populations and
changes in their connection strengths led to several predictions on control of phase durations
and patterns that guided subsequent experiments. Interestingly, depending on the model
parameters, the respiratory pattern could be generated with or without involvement of the I-
E/I population.
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Rybak et al. (280–282, 284) built a series of network models with more complicated, ionic
conductance-based models of single neurons described in the H-H style, which allowed
analysis of possible roles of intrinsic neuronal properties in the genesis of the respiratory
rhythm. Several distinct network schematics were comparatively investigated. The basic
model included six respiratory neurons: early-I, ramp-I, late-I, post-I, aug-E (or E2), and
pre-I, the latter of which was proposed as a potentially important class of neurons for E-I
phase switching as suggested from experimental recording of this cell type(s) (263, 293).
The IOS mechanism in these models operated via the late-I neuron as proposed by the
Richter scheme (see earlier text). The EOS mechanism involved the pre-I neuron, which was
inhibited during expiration and gradually released from this inhibition, allowing neuronal
spiking that provided an initial activation of early-I and ramp-I neurons; the early-I neuron
then inhibited post-I and aug-E neurons hence completing the switch to inspiration. The
model also included a simplified model of the lungs and PSRs that provided pulmonary
feedback to the respiratory network. This feedback was excitatory to the late-I and post-I
neurons and inhibitory to the early-I neuron allowing expression of the Hering-Breuer
reflex. Disconnecting the vagal feedback (vagotomy) caused a prolongation of inspiration
and an increase in the amplitude of integrated phrenic nerve discharges. The model was
shown to generate a realistic respiratory pattern, reproduce membrane potential trajectories
of individual respiratory neurons, and exhibited proper changes in the respiratory pattern and
firing activities of individual respiratory neurons under different conditions, including
vagotomy and various afferent input stimulations. However, this model (as well as other
purely network models) could not reproduce some important behaviors obtained from in
vitro studies of the respiratory network, specifically the persistence of rhythmic activity after
synaptic inhibition in the network was blocked (see Section “Generation of respiratory
oscillations in vitro, the pre-Bötzinger complex, and the role of intrinsic cellular
mechanisms”).

Generation of respiratory oscillations in vitro, the pre-Bötzinger complex, and the role of
intrinsic cellular mechanisms

A fundamentally distinct concept of respiratory rhythm generation, at least for the
generation of inspiratory activity, was derived from studies conducted with isolated neonatal
rodent brainstem-spinal cord and slice preparations that generate rhythmic respiratory
activity in vitro (313, 314). The important discovery has been that a functionally specialized
region within the VRC, called the pre-BötC complex, contains a population of interneurons
that can intrinsically generate a rudimentary inspiratory rhythm (313). This rhythm was
shown to persist after disrupting GABAergic and glycinergic synaptic inhibition (90, 139,
306), consistent with the experimental finding that the pre-BötC contains a subpopulation of
specialized “pacemaker” cells with intrinsic oscillatory bursting properties (Fig. 4) and
mutually excitatory interconnections that can synchronize their activity to generate coherent
population-wide rhythmic bursting (153, 313). The possible contributions of neuronal
pacemaker properties to respiratory rhythm generation had long been speculated upon in the
field and these findings provided initial evidence for the existence of such properties. Butera
et al. (28, 29, 53) developed and analyzed a series of computational models of bursting
pacemaker neurons and heterogeneous populations of these neurons with mutual excitatory
synaptic connections that captured features of the rhythmic behavior of pre-BötC neurons
and circuits.

These models proposed biophysically minimal mechanisms for intrinsic rhythmic bursting
activity at the cellular-level (in the absence of excitatory interactions) based on H-H style
descriptions of a persistent sodium current (INaP) with a subthreshold, voltage-dependent
activation as the essential burst-generating, inward cationic current. In one of the model
formulations (model 1), the rhythmic bursting cycle was controlled by the hypothesized
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slow kinetics of INaP inactivation and recovery from inactivation, as defined by the H-H
inactivation variable h (Fig. 4B), and the dynamic interactions of INaP with a K+-dominated,
outward leak current [for a mechanistically different model 2 formulation not discussed here
see Butera et al. (29)]. In the simulations performed, the slow kinetics of h in model 1 was
shown sufficient to orchestrate burst termination, regulate the dynamics of the interburst
period, and generate voltage-dependent oscillations with the bursting frequency spanning the
frequency range observed experimentally in vitro (Fig. 4D) (16, 29, 30, 53); this voltage-
dependent behavior provided a rudimentary mechanism for burst frequency control when
these neurons were subjected to tonic depolarizing excitatory synaptic drive. Furthermore,
these neuron models, as found experimentally, had multiple activity states (Fig. 4A):
quiescence at hyperpolarized membrane voltages where INaP was not activated, oscillatory
bursting in the voltage regimes where INaP underwent rhythmic activation and inactivation,
and tonic spiking activity at more depolarized voltages where INaP was essentially
inactivated. As a consequence of this voltage-dependent behavior, INaP-dependent bursting
is conditional, and the neuronal models can be tuned to be either conditional intrinsic
bursters (rhythmic bursting emerging for some level of depolarizing input) or
nonintrinsically bursting cells that cannot rhythmically burst for any level of input, for
example, due to a low level of INaP conductance relative to the leak conductance.

The model 1 formulation of oscillatory bursting dynamics with voltage-dependent slow
inactivation of INaP, which is consistent with experimental observations of INaP kinetic
behavior and bursting characteristics of pre-BötC neurons (Fig. 4B), has been widely
adopted. This model has been utilized in extensive modeling studies investigating the
dynamical behavior of heterogeneous excitatory networks consisting of subpopulations of
intrinsically bursting and nonintrinsically bursting cells as a basic model for the pre-BötC
excitatory network (28–30, 53, 257, 272, 286, 287) including recent studies exploring how
different connection topologies contribute to network burst synchrony and shape network
activity (97).

Modeling heterogeneous networks of such intrinsic and nonintrinsically bursting neurons
with mutually excitatory interactions has shown that the excitatory synaptic interactions
coupled with INaP activation can readily synchronize cellular activity bursts and produce
population-wide rhythmic bursting (Fig. 5) over a broad range of frequencies, including a
situation when only a small fraction (5%–10%) of the neurons within the network are
intrinsically bursting cells. Moreover, synchronized emergent population rhythms can occur
at the network level in these models even if none of the cells are in the intrinsic bursting
state or exhibit conditional bursting at some level of depolarizing input (i.e., as characterized
in the absence of excitatory interactions among the cells) (28, 68, 257, 274, 286, 287) due to
the ability of INaP to dynamically orchestrate population-wide burst initiation and
synchronous termination in a mutual excitatory network. The oscillatory dynamics are
controlled in complex ways, even in small symmetrical networks (Fig. 5A), by the strengths
of excitatory drive inputs, excitatory synaptic coupling strengths, and in large networks by
connection probabilities (sparse vs. densely connected networks) (28) and different network
topologies (97). Interestingly, this network modeling (257) has shown that the oscillatory
frequency range is a function of the fraction of neurons with intrinsic bursting properties
within the network. Inclusion of such pacemaker neurons in the network increases the
robustness of rhythm generation by substantially augmenting the operational range of
oscillation frequencies (as controlled by tonic excitatory drive) compared with networks
containing no intrinsically bursting neurons. A feature of these heterogeneous networks is
that there is a temporal dispersion of neuronal spiking activity within the population (28, 53)
with a subset of (pre-I/I) neurons generating pre-I spiking activity (Fig. 5B) that produces
early excitatory synaptic activity in the network contributing to inspiratory burst initiation.
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The presence of INaP in pre-BötC intrinsic bursters and also nonintrinsically bursting I
neurons predicted by these models was confirmed experimentally (54, 152, 256, 286). As
predicted by these models, the critical difference found between the experimentally
characterized pre-BötC I neurons with and without intrinsic bursting properties was the
higher level of INaP conductance relative to the conductance of K+-dominated leak current in
the intrinsic bursters (54, 152). Various conditions for the generation of INaP-dependent
oscillations in the pre-BötC were intensively studied using computational modeling. These
studies found and described the dependence of INaP-dependent bursting on the extracellular
potassium concentration [K+]o and leak conductances; this modeling has provided
explanations for several experimental results obtained in vitro, including control of bursting
by neuronal “background” leak channel conductances (151, 152, 287).

Generation of INaP-dependent population oscillations does not require neuronal inhibitory
interactions, which as noted earlier, can explain the persistence of rhythmic activity in the
pre-BötC in vitro after inhibitory synaptic transmission was blocked—the phenomenon that
the earlier network models could not reproduce. Interestingly, the pre-BötC network
modeling studies have shown that, similar to the voltage-dependent behavior of individual
pre-BötC conditional bursters noted earlier, progressive elevation of tonic excitatory drive to
an excitatory population of cells with INaP-dependent bursting properties sequentially
produces switching from an inactive state to population rhythmic bursting with burst
frequency increasing with the level of drive and, finally, to a regime of sustained
asynchronous tonic spiking activity (Fig. 5A and E, see also references (28, 286, 287)]. This
multistate behavior of the isolated pre-BötC network has figured prominently in the
development of extended models of the respiratory network in which the pre-BötC network
interacts dynamically with other CPG components providing multiple state-dependent
mechanisms for respiratory rhythm generation (see upcoming sections).

The models of the isolated pre-BötC network based on populations of neurons with INaP-
dependent bursting properties could explain a number of experimentally observed features
of pre-BötC neuron and network rhythmic behavior. Moreover, experimental studies
confirmed that INaP is ubiquitous in pre-BötC neurons and endows both individual neurons
and the network as a whole with intrinsic oscillatory bursting properties. Nevertheless, the
necessity of INaP for rhythm generation in the pre-BötC network in vitro has been
questioned and is now under debate (55, 86, 242). One of the issues is whether other
mechanisms intrinsic to the pre-BötC network predominate, particularly those giving rise to
network-level emergent rhythms. This debate has been driven by a suggestion of another
intrinsic rhythmogenic mechanism that can involve a Ca2+-activated nonspecific cationic
current (ICAN); ICAN-dependent intrinsic bursting behavior of individual pre-BötC I neurons
has been extensively studied (55, 240, 241, 251, 258, 334, 339). Thus, currently both Na+-
and Ca2+-based mechanisms are considered to contribute to inspiratory rhythm generation in
the pre-BötC network and the degree of their involvement may depend on the age of the
animal and experimental conditions.

A computational model of pre-BötC bursting activity based on ICAN was proposed by Rubin
et al. (275) to represent a so-called “group-pacemaker” mechanism for inspiratory rhythm
generation (86, 259), which emphasizes a critical role of synaptic mechanisms and network
interactions in the production of emergent network rhythms that in principle cannot be
generated by mechanisms operating at the single neuron level. In this model, the excitatory
synaptic inputs to each neuron via mutual synaptic interconnections within the population,
which involve 2-amino-3-(5-methyl-3-oxo-1,2-oxazol-4-yl)propanoic acid (AMPA) and
metabotropic glutamate receptors, were proposed to evoke a release of Ca2+ from
intracellular stores. The Ca2+ accumulated from intracellular stores activates ICAN, which
underlies the burst phase of neuronal and network activity. Robust depolarization due to
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ICAN was postulated to cause voltage-dependent spike inactivation (depolarization block of
sodium channel activation), which diminishes mutual excitation in the network and thus
attenuates postsynaptic Ca2+ accumulation. Consequently, the depression of synaptic
activity within the network along with cellular activation of Na+/K+ ATPase pumps, Na+-
dependent K+ currents (KNa+) (155), or other ionic mechanisms, can terminate the
inspiratory burst followed by a transient quiescent state in the network (275). Thus in this
model, network-wide burst termination is critically based on transient Na+ current-
dependent spike inactivation and the activation of outward currents, rather than on INaP
inactivation (51).

Synthesizing the concepts of Na+- and Ca2+-based mechanisms for intrinsic cellular
bursting, Toporikova and Butera (337) have proposed a two-compartment (somatic-
dendritic) model of pre-BötC neurons incorporating INaP and ICAN as two independent
burst-generating mechanisms. Bursting in the somatic compartment is produced by INaP
activation-inactivation as in the earlier Butera et al. models, and a separate burst-generation
mechanism operating in a dendritic compartment involves Ca2+ oscillations arising from
inositol triphosphate (IP3)-regulated intracellular Ca2+ release that activates ICAN. The
inclusion of a dendritic compartment was motivated in part by the intriguing experimental
observations of Mironov (194) that activation of ICAN may involve propagating Ca2+ waves
originating from dendritic intracellular Ca2+ release due to metabotropic glutamate receptor
activation, although electrotonic propagation of dendritic Ca2+ current may be particularly
important (52). As modeled, voltage-dependent INaP as well as Ca2

+ oscillation-dependent
ICAN burst-generation mechanisms are regenerative, and thus can explain the existence of
the two different types of intrinsic neuronal oscillatory bursting observed experimentally in
the pre-BötC in vitro (334). Importantly, this model explicitly incorporates kinetic
descriptions of cytoplasmic signaling pathways and associated Ca2+ dynamics, expanding
the pre-BötC neuronal modeling enterprise to include somaticdendritic processes with
intracellular biochemical signaling involved in ion channel gating. Modeling studies of
excitatory networks incorporating such hybrid neurons are in progress. Such network
modeling should provide understanding of different regimes of pre-BötC network rhythm
generation associated with distinct or combinations of Na+- and Ca2+-based mechanisms.

A major conclusion from these experimental and modeling results is that the pre-BötC
network alone may incorporate multiple, potentially coexisting rhythmogenic mechanisms
involving complex dynamic interactions of various intrinsic cellular and network properties
that give rise to a rich set of oscillatory properties. While extensive effort has been devoted
to understanding mechanisms operating in the pre-BötC network isolated in vitro, a major
problem in the field has been to understand how and when these properties operate with the
pre-BötC embedded in the intact nervous system. More complete models of the CPG
network have been formulated to begin to address some of these issues and are considered
later.

Inhibitory network-based versus excitatory pacemaker-network-driven mechanisms for
respiratory rhythmogenesis and a hybrid pacemaker-network model

The early network models of respiratory rhythm generation described earlier (Section “Early
network models”) that incorporated inhibitory circuit interactions reproduced many
characteristics of respiratory CPG behavior including the generation of realistic respiratory
neuron and motor patterns under different conditions. These models were formulated before
the detailed analyses of the pre-BötC’s excitatory and autorhythmic properties and thus did
not incorporate biophysical mechanisms underlying intrinsic cellular and network bursting
behavior. On the other hand, the excitatory network models incorporating subsets of neurons
with pacemaker-like intrinsic bursting behavior (pacemaker network), developed to explain
data on the intrinsic bursting properties of some I neurons within the pre-BötC network
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isolated in vitro, could not explain many features of respiratory network activity observed in
vivo. These features include the various temporal patterns of inspiratory and expiratory
population activities, independent regulation of the duration of each respiratory phase, the
Hering-Breuer and other respiratory reflexes. These models could also not reproduce
apneusis, a breathing pattern characterized by a significantly prolonged inspiration (lasting
up to several seconds) alternating with short expiratory intervals. Even the basic pattern of
rhythmic I activity generated by the reduced in vitro preparations and pacemaker-based
network models, which typically exhibit decrementing inspiratory discharges (e.g., see Fig.
5), differs fundamentally from the augmenting shape of rVRG population and phrenic nerve
discharges observed during normal (eupneic) breathing in vivo. The isolated pre-BötC
network usually generates a more primitive pattern of I activity that resembles in some
respects the decrementing inspiratory bursts observed during gasping in vivo (247), which
has led to extensive debate [reviewed in reference (322)] about the functional significance of
the rhythmic activity generated by the isolated pre-BötC network.

The contradiction between the inhibitory network-based and excitatory pacemaker-network
concepts and models can be resolved by postulating that (i) the rhythmogenic behavior of
the pre-BötC when embedded in a larger brainstem respiratory network becomes dependent
on the dynamic interactions with other respiratory neural populations including inhibitory
neurons and that (ii) respiratory rhythmogenesis per se is state dependent, and therefore the
rhythm may be generated predominantly by either inhibitory network-based or excitatory
pacemaker-network driven mechanisms, or their specific combinations depending on the
conditions.

Based on these ideas, Smith et al. (312) proposed a hybrid pacemaker-network model in
which the pre-BötC network functions as an excitatory “kernel” that receives convergent
synaptic inputs from a number of other neuronal populations, including neurons generating
tonic excitation, tonic inhibition, and rhythmic expiratory-phase inhibition that dynamically
regulate the behavior of the pre-BötC network when embedded in the larger brainstem
respiratory network (Fig. 6). This model was proposed to account for rhythm-generation
mechanisms with the embedded kernel as well as for network mechanisms generating
temporal patterns of I and E activities. The model contained several populations of I and E
neurons (pre-I/I, early-I, ramp-I, late-I, post-I, and aug-E) simulated as populations of H-H
style, conductance-based single-compartment neuron models. It was shown that this model
could operate in multiple rhythm-generating regimes depending on the expression of
voltage- and INaP-dependent bursting properties in the pre-BötC excitatory network, and
also on the inhibitory network interactions regulating the dynamic evolution and transitions
of I and E phases. Thus, the model represented a hybrid of excitatory pacemaker-network-
and inhibitory network-based mechanisms for rhythm generation. In the excitatory
pacemaker-network driven mode of rhythm generation, which occurs when INaP is not
inactivated (e.g., at relatively low levels of tonic excitatory input to the pre-BötC network),
inspiratory bursting activity involved neuronal INaP-dependent bursting pacemaker
properties that contributed importantly to inspiratory burst onset within the heterogeneous
pre-BötC excitatory network. With the system operating in this mode, oscillation frequency
was controlled by tonic excitation/inhibition, and the kinetics of recovery of INaP
inactivation, as in models for the isolated kernel in vitro. Phasic inhibitory network inputs
(e.g., from the post-I neurons) contributed to inspiratory phase termination and were
required for evolution of the expiratory phase. The inhibitory hyperpolarization resets INaP
in the pre-BötC kernel cells, allowing recovery from partial current inactivation; the next
inspiration is initiated when the inhibition declined and the subthreshold-voltage activation
of INaP, including importantly in pre-I/I spiking neurons, promoted the E-I phase transition.
In the inhibitory network driven mode, the pre-BötC excitatory neurons operated in the
regime of sustained spiking activity with INaP essentially inactivated due to high levels of
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tonic excitation, so that the network-based phasic expiratory inhibition is critically required
for inspiratory phase termination. In this case the recovery dynamics of INaP inactivation
play a much smaller role in controlling the onset of pre-I/I spiking and inspiratory burst
initiation, which is now predominantly controlled by the decline of post-I inhibition and the
high tonic excitatory drive to the pre-BötC network.

The analysis demonstrated that this hybrid model could be transformed dynamically
between the different modes of rhythm generation with specific changes in model
parameters. For example, reducing the average level of tonic excitatory postsynaptic
conductance in the pre-BötC network could transform the system from the inhibitory
network-driven to the excitatory kernel-driven mode. Explicit in the model was also the
concept that conditions may occur in vivo in which the pre-BötC kernel could become
functionally unembed-ded due to reduced phasic inhibitory network interactions, analogous
to the in vitro conditions. In this case, the kernel would provide rudimentary INaP-dependent
pacemaker-network mechanisms for rhythmic inspiratory pattern generation via excitatory
synaptic drive to bulbospinal and cranial premotor inspiratory drive transmission circuits.
The hybrid pacemaker-network model set the stage for development of more elaborate CPG
models exploring state-dependent mechanisms of rhythm and pattern generation.

State-dependent generation of the respiratory rhythm: Ponto-medullary models
The functional state of pre-BötC neurons can be controlled by excitatory and inhibitory tonic
drives and phasic synaptic inhibition. Specifically, a relatively high excitatory drive can
depolarize these neurons, producing inactivation without recovery of INaP, and maintain
these neurons in the state of tonic spiking. In addition, phasic inhibition can entrain a
rhythmic rebound bursting resulting from the periodical disinhibition of pre-BötC neurons.
Hence, tonic drives from different brainstem regions (e.g., from the pons, RTN/pFRG, NTS,
and raphé) may control the functional state of the pre-BötC directly, via excitatory drive, as
well as indirectly through the activation of BötC post-I neurons that phasically inhibit the
pre-BötC neurons. Accordingly, pontine and other inputs to both the pre-BötC and BötC
may change the operating rhythmogenic mechanism by transforming the functional state of
pre-BötC neurons.

Rybak et al. (285) developed a model of the ponto-medullary respiratory network that
employed the earlier-stated switching mechanisms. Figure 7A shows the schematic of this
model and its performance under different conditions. The model consisted of interacting
populations of neurons described using conductance-based (H-H type) neuron models. An
attempt was made to integrate known cellular, network, and systems level mechanisms
contributing to respiratory rhythm generation and control, and accumulate all advantages of
the previous models. In contrast to previous models, this model for the first time considered
the spatial organization of respiratory compartments within the medullary VRC and in the
pons by incorporating separate compartments such as rVRG, pre-BötC, BötC, as well as
separate rostral (rPons) and caudal (cPons) pontine components. These compartments
included neural populations known to be dominantly present in each region. Postulated
synaptic connections between populations within the VRC [i.e., between the ramp-I, early-I,
late-I, post-I, aug-E, and pre-I (pre-I/I) populations] defined the basic circuitry for IOS and
EOS mechanisms, which were similar to those operating in the earlier network models (23,
101, 224, 281, 282). At the same time, the pre-I (pre-I/I) population of pre-BötC contained
neurons with INaP-dependent pacemaker properties. Reciprocal excitatory connections
between the medullary ramp-I and the pontine I-mod and IE-mod populations, and between
the medullary post-I and the pontine IE-mod and E-mod populations, provided I-, IE-, or E-
modulation of the activity of the corresponding pontine populations. This model
incorporated reticular neurons in the caudal pons (the tonic population) to provide excitatory
tonic drive to the majority of medullary respiratory neurons. The model also included PSR-
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like feedback that controlled activity of the key neural populations involved in IOS and EOS
mechanisms (via activation of the late-I, post-I, and ramp-I populations and inhibition of the
early-I population). This enabled regulation of the durations of respiratory phases through
the Hering-Breuer reflex. In addition, this feedback suppressed the activity of the pontine
neural populations that receive excitation from the medullary populations (I-mod, IE-mod,
and E-mod). Importantly, consistent with experimental observations, the IOS and EOS
mechanisms in this model operated under control of both pontine input and pulmonary
feedback, both of which were excitatory to the late-I, ramp-I, and post-I populations (115,
225).

The performance of the model under different conditions is shown in Figure 7B-E. With the
pons intact, the model generated a stable three-phase “eupneic” respiratory rhythm with
realistic spiking patterns and membrane potential trajectories of respiratory neurons (see Fig.
7B). Specifically, the bursts of ramp-I neurons as well as the simulated phrenic nerve
discharges exhibited augmenting patterns. The pulmonary feedback to the medulla provided
the Hering-Breuer reflex, therefore a disconnection of this feedback (vagotomy) produced
an increase in the amplitude and duration of phrenic discharges (Fig. 7C) reflecting the loss
of the reflex circuit interactions.

Disconnection of vagal feedback also eliminated the suppressing influence of vagal afferents
upon the pontine I-mod, IE-mod, and E-mod populations (Fig. 7A) and hence enabled a role
of these pontine populations in the control of respiratory phase switching. This control was
provided via the same medullary IOS and EOS circuits that were controlled by pulmonary
vagal feedback when the latter was intact.

As shown previously in cats and rats, removal of the rPons or chemical blockade of
respiratory-related structures within this region produced apneusis, and a complete removal
of the pons produced gasping-like phrenic nerve bursts with decrementing discharge patterns
(137, 177, 211, 321, 342). Similarly, a removal of rPons in this model converted the normal
breathing pattern to apneusis (Fig. 7D). A complete removal of the pons (eliminating the
cPons) produced gasping-like (or in vitro-like) oscillations originating in the pre-BötC and
characterized by decrementing phrenic discharges (Fig. 7E).

This model was able to reproduce many experimental observations. Specifically, mild
continuous vagal stimulation in the model shortened inspiration and prolonged expiration [as
was previously shown experimentally, see references (36, 82, 121, 340)], whereas strong
continuous stimulation arrested the rhythm in the post-I phase [“postI apnea” see references
(121, 160, 260)]. Short stimuli applied to the simulated vagal afferent inputs during
inspiration could terminate the ongoing inspiration, and the threshold for this inspiratory
termination decreased during inspiration (35, 36, 340). Stimuli delivered during post-I
prolonged expiration, whereas vagal stimulation during the late part of expiration had no
effect on expiratory duration (82, 148, 260). Short duration stimulation of the pontine IE-
mod population in the model terminated inspiration. Experimentally, a similar effect of
inspiratory termination by stimulation of the rPons [e.g., the nucleus parabrachialis medialis/
Kölliker-Fuse (NPBM/KF) region that contains many I- and IE-modulated neurons)] had
been previously demonstrated in both cats and rats [e.g., references (15, 36, 82, 115, 137,
177, 225, 343)]. Also in this model, a continuous stimulation of the pontine IE-mod
population shortened inspiration and prolonged expiration, whereas the same stimulation
applied to the E-mod pontine population prolonged expiration without altering inspiration.
The latter had also been experimentally demonstrated by stimulation of the ventrolateral
pons, which is known to contain mainly expiratory-modulated neurons (138).
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Similar to the Smith et al. hybrid pacemaker-network model described earlier, the Rybak et
al. (285) model has suggested that the operating rhythm-generating mechanism (inhibitory
network-based, pacemaker-network driven, or hybrid) engaged under particular conditions
depends on the functional states of the pre-BötC and other VRC compartments (e.g., BötC),
which in turn are controlled by multiple network interactions within the medulla as well as
by various supramedullary circuits (e.g., pontine and afferent inputs carrying information on
the functional state and metabolic needs of the system).

A more complicated ponto-medullary model (279) was developed based on the previously
mentioned and other earlier (10) models to simulate interactions of medullary and pontine
neurons with more details. This model used integrate-and-fire descriptions for both the
nonpacemaker neurons (10) and INaP-dependent pre-BötC bursters (25). In contrast to the
Rybak et al. (285) model, which included only a minimal set of pontine populations that did
not interact with each other and had only hypothetical interconnections with the medullary
populations, this model explicitly incorporated the types of pontine populations and their
interconnections within the pons and with medullary populations that were identified by the
analysis of many multielectrode recordings made in a series of coordinated in vivo studies in
cats (297).

The schematic of the model is shown in Figure 8. Similar to the model of Rybak et al. (285),
the IOS and EOS mechanisms in this model were controlled by pontine inputs and vagal
feedback via the key medullary populations involved in phase switching. The model also
included the pre-BötC’s I-E/I (I-Driver) population consisting of neurons with conditional
pacemaker properties [simulated as in reference (25)] that, under certain conditions, allowed
this population to generate intrinsic inspiratory oscillations in the network. The model
reproduced all experimental observations that the model of Rybak et al. (285) did, including
the changes in the respiratory pattern following simulated vagotomy (Fig. 9A and B) as well
as those evoked by pontine transections and various afferent and pontine stimulations. The
model also reproduced characteristic changes in neuronal activity and motor patterns
observed in vivo during fictive cough (302) and during hypoxia in nonrapid eye movement
sleep (176).

One of the objectives of this model was to investigate specific relationships between
inhibitory network and excitatory pacemaker-network-based rhythm-generating
mechanisms. As in the model of Rybak et al. (285), removal of pontine circuits produced a
gasping-like activity with decrementing phrenic nerve bursts (Fig. 9C). However, the
simulations showed that, with a subsequent tonic re-excitation of the VRC network, the
model could generate pacemaker-network-driven gasp-like bursts superimposed upon a
network-generated augmenting inspiratory ramp, resulting in a “burst-ramp” phrenic pattern
(Fig. 9D, enlarged in Figure 9E). In this connection, during severe brain hypoxia in vivo, the
eupneic pattern of inspiratory motor output is also replaced by gasping (321, 322). These
simulation results allowed the suggestion that hypoxia-induced gasps are generated by a
dynamically “reduced” network, involving a INaP-dependent intrinsic mechanism in the pre-
BötC [see also reference (247)]. In addition, simulations performed with this model
predicted that recovery from hypoxia-induced gasping might go through transitional states,
in which gasp-like bursts are superimposed on a reemerging network-generated ramp-like
inspiratory pattern (Fig. 9F). These modeling results motivated in vivo experiments to
address this hypothesis.

To test this prediction, activity of different respiratory neurons within the VRC and efferent
phrenic motor patterns were monitored in vivo during fictive breathing, followed by hypoxia
(gas mixture of 5% O2–95% N2) and then by reoxygenation (316, 318) in vagotomized,
decerebrate, neuromuscularly blocked, thoracotomized, and artificially ventilated cats.
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Simultaneous recordings of multiple single neuron spike trains were made with a
multielectrode array (Fig. 10). In these experiments (279), the patterns of phrenic nerve
activity during severe brain hypoxia and recovery were similar to those from the model
simulations: the recorded phrenic activity progressed from fictive gasp-like bursts to ramp
activity with superimposed bursts, and then to augmenting discharge patterns similar to
those observed during the control period (Fig. 10). The firing patterns of ten simultaneously
monitored single neurons and phrenic nerve activity recorded during a control period are
shown in Figure 10A. Hypoxic exposure in this carotid body-intact preparation first
produced an excitatory response with augmented inspiratory discharge amplitude and
frequency followed by hypoxic depression (not shown), typical of the response of the intact
network (318). Subsequently, during recovery from the depression, gasp-like phrenic bursts
were observed, which were associated with the corresponding activity in the I-EI neurons
and a subset of I neurons (Fig. 10B). The posthypoxic “recovery” was first associated with
the reemergence of E-Aug neuron activity (Fig. 10C) followed by spiking in the E-Dec
neurons (Fig. 10D and F). After recovery, an augmenting eupneic-like phrenic pattern was
fully reestablished (Fig. 10F). However, this recovery of the eupneic phrenic activity pattern
went through intermediate stages in which gasp-like decrementing bursts were
superimposed with reemergent augmenting bursts (Fig. 10D and F). The evolution of
integrated phrenic discharge profiles is shown in Figure 10F, which demonstrates that during
the recovery phase distinct phrenic motor patterns occurred, alternating in successive cycles
during some intervals. The phrenic pattern marked by a dashed red ellipse was similar to the
phrenic activity profile from the model simulations shown in Figure 9D and E. As predicted
by the model, this sequence of simultaneously recorded discharge patterns suggests that
components of a distributed neural network active during eupnea can be coordinated with a
functionally “simplified” and distinct mechanism that generates gasping and augmented
burst activity during recovery from severe brain hypoxia.

Spatial and functional architecture of the mammalian brainstem respiratory network:
Circuit building blocks, state dependency, and hierarchy of oscillatory mechanisms

A major problem in the field has been to determine the structural-functional organization of
the brainstem respiratory network including how specific network components and their
functions are distributed anatomically. The concept of pontine and VRC structural
“compartments” with functionally distinct network components was postulated in the
models of Rybak et al. (279, 285) as discussed earlier. This compartmentalization has been
inferred in part from recordings of neuron population activity, suggesting that each region
contains one or more predominant type of neuron population postulated to contribute to
network operation in particular ways, as considered in Section “Spatially arrayed brainstem
compartments involved in generation and control of the respiratory rhythm and motor
pattern,” and from anatomical studies that suggest regional specialization (5). This
compartmentalized network organization has been studied recently by exploiting in situ
arterially perfused rat brainstem-spinal cord preparations (246, 252). These preparations
allowed sequential rostral-to-caudal microtransections through the brainstem while
recording cranial and spinal motor outflows, as well as regional neuronal population
activity, to observe transformations of network behavior (278, 310, 311). It was
hypothesized that there is a rostral-to-caudal array of network “building blocks” subserving
distinct circuit functions that can be revealed as particular compartments are physically
removed.

The major results obtained from these studies have been that sequential reduction of the
network progressively reorganizes network dynamics, resulting in the emergence of new
rhythmogenic mechanisms (Fig. 11) that involve various network components. Specifically,
with sequential brainstem transection starting from one at the pontine-medullary junction
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and continuing in the caudal direction, the normal three-phase respiratory pattern (Fig.
11B1) is transformed to a two-phase rhythmic pattern lacking the post-I phase (Fig. 11B2),
which persisted as long as the BötC compartment was present. With more caudal
transections made close to, or at the rostral boundary of pre-BötC, the respiratory activity
transforms to a “one-phase” of active inspiratory oscillations originating within the pre-BötC
(Fig. 11B3) and generated without critical involvement of phasic expiratory inhibition (278,
310). These results led to the conclusions that: (i) generation of the normal three-phase
rhythmic pattern requires the presence of the pons, specifically the excitatory drive from
pontine neurons to the VRC; (ii) generation of the two-phase pattern is intrinsic to reciprocal
inhibitory synaptic interactions between BötC and pre-BötC neurons, and may also involve
the RTN to provide excitatory drive to generate stable behavior; and (iii) the one-phase
inspiratory oscillations are generated within the pre-BötC, analogous to those generated by
the isolated pre-BötC in vitro, and rely on intrinsic bursting mechanisms operating within
the pre-BötC excitatory network. These authors inferred the latter conclusion by
systematically probing for INaP-dependent properties by the application of riluzole, a
pharmacological blocker of INaP, which abolished the one-phase oscillations in contrast to
the three-phase and two-phase rhythmic patterns that persisted in the presence of riluzole
(278, 310); see Figure 12A1–A3. Remarkably, the disturbances of the pre-BötC inspiratory
oscillations by blocking INaP in the reduced mature rat neuraxis in situ (Fig. 12A3) were
very similar to those obtained with the pre-BötC compartment isolated in vitro within
neonatal rat medullary slices (152).

This approach of sequentially reducing the pontine-medullary network, coupled with
analysis of network activity patterns and systematic probing for pre-BötC autorhythmic
mechanisms, provided a new view on the architecture and operation of the respiratory CPG.
Two different computational models—a large-scale network model (278, 310) and
subsequently a simplified neural activity model (276)—of the spatially distributed
respiratory network were developed to reproduce the above experimental findings. These
models suggested explanations for transformations of the rhythm-generating mechanism
with sequential reduction of the network.

Large-scale network model—The schematic of the model developed in Smith et al.
(310) is shown in Figure 13A. Each neuron type in the model is represented by a population
of 50 single-compartment neurons described in the H-H style. The model includes the pons
and three major medullary compartments: BötC, pre-BötC, and rVRG. The BötC
compartment contains two populations of inhibitory expiratory neurons, aug-E and post-I,
which inhibit neuronal populations within the pre-BötC and rVRG and each other, and an
excitatory population [post-I(e)] that contributes to the post-I component of cVN motor
output. All BötC neurons [post-I, post-I(e), and aug-E] have intrinsic adapting spike
frequency properties due to high-voltage activated Ca2+ (ICaL) and Ca2

+-dependent
potassium (IK,Ca) currents in these neurons. The pre-BötC compartment includes two neural
populations, pre-I/I and “early-I(1).” The pre-I/I population is the key excitatory population
of the pre-BötC network that serves as a major source of rhythmic inspiratory synaptic drive
in the network. This population projects to the ramp-I population of premotor I neurons of
rVRG and to the hypoglossal motor output (HN). The pre-I/I population, as in previous
models described earlier, is composed of excitatory neurons with INaP, a subset of which
have intrinsic bursting properties, and mutual excitatory synaptic connections within the
population, similar to previous models described in Section “Generation of respiratory
oscillations in vitro, the pre-Bötzinger complex, and the role of intrinsic cellular
mechanisms.” At a relatively low level of neuronal excitability or tonic excitatory drive, this
population can operate in an INaP-dependent bursting mode that drives rhythmic network
activity. An increase in the average neuronal excitability or in external excitatory drive
produces an increase in the burst frequency and, finally, can switch the population activity to
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the mode of tonic (asynchronous) spiking (see Fig. 5E). Under normal conditions, most
neurons of this population in the model operate in a tonic-spiking mode due to high tonic
excitatory input, and are inhibited by expiratory neurons (post-I, aug-E) during expiration.
The early-I(1) population of pre-BötC consists of inhibitory interneurons also with adapting
spiking properties defined by ICaL and IK,Ca. This population receives excitation from the
pre-I/I population and serves as a major source of inhibition of all expiratory neurons during
inspiration. The rVRG compartment contains the ramp-I and “early-I(2)” populations. As in
other models, the ramp-I population of excitatory premotor I neurons drives phrenic motor
neurons and inspiratory motor output (PN) and the inspiratory component of cVN discharge.
The major role of the inhibitory early-I(2) population in this model is shaping the
augmenting patterns of ramp-I neurons via feed-forward inhibition.

As described earlier, the behavior of the respiratory CPG depends on a variety of afferent
inputs to different respiratory neurons that allow breathing to maintain the appropriate
homeostatic level and adaptively respond to various metabolic demands. These inputs are
modeled as “excitatory drives” that carry state-characterizing information provided by
multiple sources distributed within the brainstem (pons, RTN, raphé nuclei, and NTS),
including those considered to be major chemoreceptor sites (sensing CO2/pH), and/or
receiving input from peripheral chemoreceptors (sensing CO2/pH and low O2) [i.e., RTN,
raphé, see reference (110, 216, 261)]. These drives are represented in the model for
simplicity by three separate sources located in the pons, RTN, and raphé.

Figure 13C1–D1 shows the performance of the intact model. The activity of each population
in Figure 13C1 is represented by an average spike-frequency histogram of population
activity. The BötC post-I population exhibits decrementing activity during expiration. With
the progressive reduction of post-I inhibition from these adapting neurons the activity of the
aug-E population develops later in expiration, forming the late expiratory (E2) phase. At the
end of expiration, the pre-I/I population of pre-BötC is released from inhibition and activates
the early-I(1) population that in turn inhibits all expiratory populations within the BötC. As a
result, the ramp-I and early-I(2) populations of rVRG are released from inhibition (with
some delay relative to pre-I/I population activity), which initiates the next inspiratory phase.
During the inspiratory phase, the activity of the pre-BötC early-I(1) population declines,
providing a slow disinhibition of the BötC post-I population. Once the post-I population
starts firing, the I activity is inhibited, completing the IOS. The process is then repeated.
Simulated motor output patterns (Fig. 13D1) and population activities in this intact model
reproduce all major characteristics of the experimentally recorded three-phase respiratory
pattern (for comparison see Fig. 11B1), including: (i) an augmenting profile of PN
inspiratory bursts; (ii) a preinspiratory (Pre-I) onset of bursts in HN (relative to PN); and (iii)
a prominent post-I component in cVN activity.

In summary, the three-phase respiratory rhythm in the intact model emerges from the mutual
inhibitory interactions between early-I(1), post-I, and aug-E populations comprising a three-
population, mutual inhibitory ring-like structure, with the pre-I/I excitatory population in the
pre-BötC participating in the onset of inspiration (see Fig. 13B1).

To model perturbations caused by a “transection” removing the pons (Fig. 13A), the pontine
tonic excitatory drive in the model was set to zero, reducing the intact model to a “medullary
model.” The performance of the medullary model is illustrated in Figure 13B2–D2. Based
on experimental evidence that stimulation of the dlP (PB/KF region) provides strong
activation of post-I neurons (69, 285), post-I neurons in the model, as in previous models,
received relatively strong pontine excitatory tonic drive. In contrast, the aug-E population in
the model was assumed to be less dependent on pontine drive but received a major
excitatory drive from the RTN and other medullary sources. Thus, removal of the pons
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reduced the excitability of post-I neurons relative to aug-E neurons so that the post-I
population becomes fully inhibited by the aug-E population, which then exhibits a
decrementing spiking frequency pattern (defined by ICaL and IK,Ca as in the other adapting
neurons). Therefore, the two-phase rhythm generated in the medullary model was based on
an inhibitory half-center circuit of reciprocally interacting inhibitory populations of adapting
aug-E and early-I(1) neurons (see Fig. 13B2). In addition, elimination of pontine drive in the
model reduces the excitability and firing frequency of the pre-I/I and ramp-I populations,
reducing the amplitude of all motor outputs (see Fig. 13D2). Thus the medullary model
reproduced all major characteristics of the respiratory pattern recorded experimentally in the
corresponding reduced in situ brainstem-spinal cord preparations (see Fig. 11B2): (i) the loss
of post-I activity in the network and cVN; (ii) a reduced amplitude, square-wave-like/
slightly decrementing activity profile of all inspiratory populations and motor outputs; and
(iii) synchronized onset of activity in all motor outputs.

A critical prediction of this model is that with the transformation of the intact three-phase
respiratory pattern to a two-phase pattern lacking the post-I phase (e.g., after the pontine
transection), some aug-E neurons of BötC should change their firing pattern from an
augmenting to a decrementing (post-I/dec-E-like) pattern due to the absence of post-I phase
inhibition. This prediction has no explicit experimental support so far and requires
experimental testing. However, this transformation has been observed with progressive
attenuation of Cl−-mediated synaptic inhibition (310), suggesting asymmetries of the
strengths of Cl−-mediated reciprocal inhibition between post-I and aug-E neurons, which
should also be further explored experimentally and in the modeling.

The result of a second “transection” in the model is shown in Figure 13B3–D3. The
resulting “pre-BötC model” was obtained by removing all model components “rostral” to
the pre-BötC compartment (Fig. 13A). This transformation resulted in a further reduction in
tonic excitatory drive to the pre-I/I population of pre-BötC and loss of expiratory-related
phasic inhibition due to the removal of the BötC populations (see Fig. 13A). These
alterations switch the operating state of the pre-I/I population, which starts generating
rhythmic bursting activity based on the expression of INaP-dependent bursting and mutual
excitatory interactions within the population (Fig. 13B3 and C3). This rhythmic endogenous
bursting drives the activity of the rVRG, and all motor outputs, which now exhibit the one-
phase inspiratory oscillations with a decrementing burst shape (Fig. 13D3), similar to that
recorded experimentally from the in situ pre-BötC preparation (see Fig. 11B3).

To investigate the role of INaP and compare model behaviors to experimental data obtained
with the INaP blocker riluzole (Fig. 12A1–A3), the mean maximal conductance of persistent
sodium channels (ḡNaP) was progressively reduced (to zero) in all pre-I/I neurons of pre-
BötC. As shown in Figure 12B1, a progressive reduction of ḡNaP in the intact network
model caused only a small reduction in the amplitude and frequency of PN inspiratory
bursts. In the medullary model generating the two-phase rhythm, the oscillatory frequency
and PN amplitude became more sensitive to INaP block because after removing the pontine
excitatory drive, the mean level of INaP inactivation was reduced, enabling some
participation of the pre-I/I population’s intrinsic burst-generating properties in the E-I cycle
dynamics. However, the two-phase rhythm persisted in the model even at ḡNaP = 0 (Fig.
12B2). In the pre-BötC model, the one-phase inspiratory oscillations were generated solely
by INaP-dependent bursting activity within the pre-I/I population. Therefore, reducing ḡNaP
progressively decreased PN inspiratory burst frequency and finally abolished the rhythm
when ḡNaP became less than a critical value (2.5 nS in Fig. 12B3). These modeling results
were also fully consistent with the experimental data (Fig. 12A1–A3).
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Activity-based network model—The minimal core network that can reproduce the
above three rhythmogenic mechanisms should include the post-I and aug-E neurons of the
BötC and the pre-BötC early-I neurons, coupled in a ring-like network with mutually
inhibitory interactions. This circuit interacts with the excitatory pre-BötC neurons with
intrinsic INaP-dependent bursting properties that can in some states dynamically participate
in the E-I phase transition and inspiratory phase generation (see Fig. 13B1). The state and
behavior of this network are also postulated to depend on excitatory drives (see Fig. 13A).
Rubin et al. (276) developed a reduced model of this core network to theoretically
investigate the functional states and corresponding oscillatory regimes inherent in the
network. The schematic of this model is shown in Figure 14A and consists of four neurons:
pre-I/I, early-I, post-I, and aug-E, connected according to the scheme shown in Figure 13B1,
and three sources of excitatory drive, representing inputs from the pons, RTN and raphé
nuclei. Neurons in this circuit were described by activity-based (nonspiking) single neuron
models. The formulations of the pre-I/I neuron model also included an explicit
representation of the slow inactivation mechanism of INaP to permit consideration of the role
of this conductance mechanism. These simplified descriptions allowed the authors to apply
analytic techniques (70) such as fast-slow variable decomposition methods and perform
bifurcation analysis of transitions between different oscillatory regimes (states) and between
different phases within each regime. The model reproduced all three regimes described
earlier resulting from simulated transections. Figure 14B shows the performance of the
intact model under basal conditions where activity of all four neurons represents the three-
phase respiratory pattern.

This model was used to investigate the effects of variations in the total excitatory drive to
each neuron on the oscillation period (T) and on the durations of inspiration (TI) and
expiration (TE). This analysis of the control of oscillation frequency and phase durations had
not been performed with the large-scale network model and was facilitated by the reduced
complexity of the activity-based model. Some of the results are shown in Figure 14C and D.
An increase in total drive to the pre-I/I neuron produced monotonic shortening in the
durations of both expiration and, to a lesser degree, inspiration, with the maximal value of T
equal to 4.4 times its minimal value (Fig. 14C). An increase in total drive to the aug-E
neuron produces a strong increase in TE and a small increase in TI, leading to an overall
large increase in T (Fig. 14D).

In the experimental and modeling studies of Rybak et al. (278) and Smith et al. (310)
brainstem transections as described earlier were used to uncover different rhythmogenic
mechanisms embedded in the network. Such dramatic perturbations, however, do not occur
under natural conditions. Nonetheless, similar transformations of rhythmogenic mechanisms
may occur in the intact network under different physiological and/or metabolic conditions
associated with alterations of excitatory drives to particular neural populations. Therefore
Rubin et al. (276) investigated possible transformations of mechanisms induced by gradual
changes of the various drives incorporated in the intact model. Figure 15 shows the
sequential transformation of the respiratory pattern occurring with gradual reduction of total
excitatory drive to the post-I neuron from all external sources (D3). This total drive
represents a weighted sum of drives (d1–d3) from three different sources in the model (pons,
d1; RTN, d2; and raphé, d3; see Figure 14A) to the neuron 3 (post-I) in the model (D3 =
c13d1+c23d2+c33d3). With the reduction of D3 to about 0.62, the intact model continued
generating oscillations with a regular (called “biological” or “bio”) three-phase pattern
(Figures 15A and A1). Further reduction of D3 resulted in the emergence of high-amplitude
late-E activity in the aug-E neuron (at the end of expiration) expressed in every third cycle,
then (with further D3 reduction) this late-E activity was expressed in every second cycle
(Fig. 15B and B1), and finally (approximately at D3 = 0.58) in each cycle (Fig. 15C and C1).
This latter pattern was called a “mathematical” or “math” three-phase pattern, because it

Lindsey et al. Page 23

Compr Physiol. Author manuscript; available in PMC 2013 May 17.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



involved three fast jumps between surfaces of fast subsystem equilibrium points (see 273).
Further reduction of D3 (approximately below 0.46) produced multiple oscillations during
expiration, with alternating activity of aug-E and post-I neurons (not shown), and with D3
below about 0.42, a biphasic-E activity (with post-I and late-E components) emerged in the
aug-E neuron output (Fig. 15D and D1). With further reduction of D3 (below about 0.34),
the post-I neuron became fully inhibited during expiration by the aug-E neuron and the
intact model switched to the generation of two-phase oscillations with lack of post-I activity
(see Fig. 15E and E1). Therefore, the model demonstrated that a gradual reduction of
excitatory drive to the post-I neuron can sequentially transform the network state (and output
oscillations) from a state producing a regular (bio) three-phase oscillatory pattern to a state
generating oscillations with enhanced late-E activity (“math” three-phase regime), and then
to a state producing two-phase oscillation patterns. The latter are similar to those generated
by the medullary model described earlier after complete removal of pontine drive.

In summary, the models described in this section have suggested that the pontine-medullary
respiratory network has a specific spatial and functional organization extending from the
rPons to the caudal VRC. Although some respiratory neuron types (e.g., post-I, aug-E, and
early-I) incorporated in the models are not strictly localized within particular medullary
compartments, but rather are distributed throughout the VRC (18, 72), each compartment
nevertheless contains dominant populations that may define a specific functional role of
each compartment. A basic principle suggested by the modeling and experimental results is
that each compartment operates under control of more rostral compartments, constituting a
rostro-caudal functional hierarchy of interacting circuit building blocks (310, 311).
Specifically, I activity of rVRG bulbospinal premotor neurons is formed by rhythmic
excitatory synaptic drive from the pre-BötC I neurons and phasic inhibition from BötC
expiratory neurons. In turn, the pre-BötC is controlled by the more rostrally positioned BötC
that inhibits the pre-BötC during expiration, whereas the RTN and pontine nuclei provide
excitatory drives to BötC, pre-BötC and rVRG. The pontine activation of expiratory BötC
populations (especially post-I neurons) provides a widely distributed inhibition within the
network during expiration that appears critical for rhythm and pattern generation under
normal conditions.

As noted by Smith et al. (310), the behavioral repertoire of the respiratory CPG likely
necessitates a flexible organization of respiratory circuits, permitting multiple state-
dependent modes of operation under different physiological and pathophysiological
conditions. Changes in metabolic conditions such as levels of carbon dioxide/pH, or oxygen
that alter the balance of excitatory and inhibitory drives (295, 296), as well as excitability of
pontine, RTN, BötC and pre-BötC neuronal populations can change network interactions,
producing transformations from the normal three-phase rhythmic state to the other
rhythmogenic states inherent in the system. For example, hypocapnia can convert the
network three-phase to a two-phase rhythmic pattern (328). Severe hypoxia transforms the
system to generate a one-phase, INaP-dependent inspiratory gasping rhythm (247), which
represents a functional unembedding of INaP-dependent oscillatory mechanisms intrinsic to
the pre-BötC.

Thus an emerging view (311), which has been bolstered by the modeling, is that the
respiratory CPG architecture incorporates multiple rhythmogenic mechanisms within the
spatial and functional organization of the brainstem respiratory network. This network has
rhythmogenic capabilities at multiple levels of cellular and network organization with
oscillatory mechanisms ranging from inhibitory network-based synaptic interactions, to
neuronal conductance-based endogenous mechanisms. The emergence of each oscillatory
mechanism depends on the metabolic and functional state of the system and is controlled by
multiple sources of drives located within the medulla and pons. Some of these drives are
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sensitive to the levels CO2/pH and O2 that provide for homeostatic regulation, while others
arise from multiple descending systems involved in sensorimotor integration. The
architecture of the core circuitry including an embedded pre-BötC excitatory kernel provides
multiple nodes for external control of respiratory oscillation frequency and phase durations
as well as for functionally transforming the mode of CPG operation.

Coupled oscillators concept and “active” expiration
As reviewed earlier, the respiratory rhythm and coordinated motor pattern during breathing
is generated within the medullary VRC with the pre-BötC and BötC complexes containing
core circuits of the CPG. The respiratory oscillations generated within this core circuitry are
defined by the intrinsic biophysical properties of respiratory neurons involved, the
architecture of network interactions between I and E neural populations, and input drives
from other brainstem compartments, including the pons, RTN, and raphé nuclei. Information
on the metabolic state of the system, such as levels of CO2/pH, or O2 provided by the RTN,
raphé, and peripheral chemoreceptors (via the NTS), can reorganize the respiratory network
and operating rhythmogenic mechanisms depending on metabolic conditions.

A distinct site of neural oscillations, namely, the pFRG, putatively involved in respiratory
function was initially identified in vitro, in the isolated neonatal rat brainstem-spinal cord
preparation (226, 227). The pFRG seems to reside within, or to overlap with, RTN. It has
been proposed that RTN/pFRG oscillations drive abdominal motor activity, expressing preI
(or late-E) or biphasic-E discharges (with pre-I and post-I components) in the abdominal
motor output when the system operates in the active expiration state to force exhalation (86,
132, 133). Several competing concepts concerning the physiological role of RTN/pFRG
oscillations have been suggested and debated (87). These include the suggestion that the
pFRG represents the primary inspiratory oscillator (231, 232) and the dual oscillator concept
that considers the RTN/pFRG to be an independent expiratory rhythm generator that is
coupled with a distinct inspiratory rhythm generator in the pre-BötC (86, 132, 133).
However, the exact physiological role of pFRG oscillations, the specific conditions for their
emergence, and the nature and mechanisms of the interactions between the BötC-pre-BötC
and RTN/pFRG oscillators are not yet understood. Several computational models with
various levels of complexity have been developed to explore these issues.

Two relatively simple computational models were initially proposed to simulate coupling
between pre-BötC and RTN/pFRG oscillators and suggest possible mechanisms governing
their interactions. Joseph and Butera (140) used an abstract canonical model composed of
two identical phase oscillators. Wittmeier et al. (345) simulated both oscillators as single
neurons with INaP-dependent bursting properties as originally described for the pre-BötC by
Butera et al. (29). The connections between the oscillators proposed in both models were: (i)
an excitatory input from the RTN/pFRG oscillator to the pre-BötC oscillator, providing
entrainment of the latter by the former and (ii) an inhibitory input from the pre-BötC
oscillator to the RTN/pFRG oscillator, providing inhibition of the latter during inspiration.
These connections were sufficient to reproduce the regime of “quantal slowing” of the pre-
BötC oscillator exhibiting phase relationships as observed experimentally under conditions
of reduced excitability of pre-BötC neurons (189), which was considered as a test for these
models.

Molkov et al. (200) and Rubin et al. (271) extended the models of Smith et al. (310) and
Rubin et al. (276), respectively, to investigate: (i) the metabolic state-dependent conditions
for the emergence of RTN/pFRG oscillations, (ii) the neural mechanisms underlying
interactions between the BötC-pre-BötC and RTN/pFRG oscillators, and (iii) the role of
these interactions in shaping the coordinated pattern of respiratory motor outputs under
different conditions. In this connection, Molkov et al. (200) analyzed previously published
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results (3) and additional experimental data to find critical regimes of coupling between
RTN/pFRG and BötC-pre-BötC oscillations, including a regime of “quantal acceleration” of
late-E oscillations with the development of hypercapnia, described later and shown in Figure
16.

The experimental observations modeled were obtained from studies using the in situ
arterially perfused rat brainstem-spinal cord preparations, in which under baseline
normocapnic metabolic conditions (95% O2, 5% CO2), the abdominal nerve motor output
(AbN) typically exhibits a low-amplitude expiratory (post-I) activity (3, 200). Switching to
hypercapnic (7%–10% CO2) and/or hypoxic conditions evoked large amplitude late-E (also
called pre-I) bursts in the AbN (3). Figure 16 (200) shows that these late-E discharges
emerge in AbN at 7% CO2 followed by a progressive increase in their frequency as the CO2
concentration in the perfusate of the experimental preparation is incremented to 10%.
Importantly, although the frequency of late-E bursts increases with CO2 these bursts
remained coupled (phase-locked) with inspiratory bursts in the PN, cVN, and HN (Fig.
16A2–A4). With the development of hypercapnia, the ratio of late-E burst frequency to the
PN burst frequency showed a step-wise (quantal) increase from 1:5 and 1:4 (seen in Fig.
16B) to 1:3, 1:2, and, finally, to 1:1 (Fig. 16A2–A4 and B). On returning CO2 to the control
levels, the ratio showed a step-wise reversal. Similar hypercapnia-evoked AbN late-E
discharges phase-locked to PN with a step-wise increase of their frequency with increasing
CO2 levels were demonstrated in vivo by Iizuka and Fregosi (128). This process was called
quantal acceleration of late-E activity with development of hypercapnia (200, 271).

Based on a series of in vitro and in vivo studies, Feldman and collaborators (86, 132–134,
243) hypothesized that the source of pre-I (late-E) oscillations in AbN is located within
RTN/pFRG. Consistent with this suggestion, Abdala et al. (3) demonstrated that a
population of neurons becomes rhythmically active in this region during hypercapnia,
suggesting that the AbN oscillation may be an indicator of the corresponding RTN/pFRG
oscillations, although a causal role of these oscillations remains to be established. Modeling
studies (345) have hypothesized that RTN/pFRG oscillations involve an intrinsic INaP-
dependent mechanism. This suggestion was consistent with the observation that the INaP
blocker riluzole abolishes rhythmic embryonic parafacial (e-pF) neuronal activity (93, 333).
Similarly, it has been shown that riluzole abolished the AbN late-E activity evoked by
hypercapnia in situ (200), while rhythmic respiratory activity persisted in other nerves. This
result was consistent with the in vivo and in situ studies showing that respiratory rhythm
generation in the intact brainstem under normal conditions was not critically dependent on
INaP (247, 278, 310), as discussed earlier.

The schematic of the model developed by Molkov et al. (200) by applying the earlier
experimental findings as prerequisites is shown in Figure 17A. In extending the Smith et al.
model (Fig. 13A), an additional late-E neuronal population was included in RTN/pFRG
compartment to represent a pFRG oscillator. Also, a bulbospinal-E population of cVRG was
added to provide excitatory bulbospinal drive generating the abdominal motor output. The
late-E population in the model was biophysically identical to the pre-BötC pre-I/I population
and consisted of neurons containing INaP and mutual excitatory interactions within the
population. Importantly, although the pre-I/I and late-E populations were identical, their
behaviors were different due to differences in their excitability in the model. Specifically,
under normal conditions, the pre-I/I population received a strong total excitatory drive that
kept this population in the state of sustained spiking activity essentially independent of INaP
until phasic external inhibition terminated its activity [see references (278, 310)] In contrast,
a relatively weak “hypercapnic” drive could evoke INaP-dependent bursting behavior in the
late-E population.
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The following connections between the late-E population and other neural populations were
incorporated in the model (Fig. 17A): (i) excitatory connection from the RTN/pFRG late-E
to the excitatory pre-I/I population of pre-BötC, allowing entrainment of the pre-BötC
oscillations by late-E oscillations; (ii) inhibitory connection from the inhibitory inspiratory
population [early-I(1) of pre-BötC] to provide inhibition of late-E neurons during
inspiration; (iii) excitatory connection from the late-E to the cVRG compartment to drive the
AbN motor output; (iv) excitatory connections from the late-E to the inhibitory populations
aug-E (of BötC) and early-I(2) (of rVRG), which both inhibit the premotor ramp-I
population to produce an additional delay in the onset of PN discharge by the preceding late-
E burst; and finally (v) inhibitory connection from the post-I population of BötC to the late-
E population.

The performance of the model under normal metabolic conditions simulated (i.e., when the
late-E population in the RTN/pFRG is not active) is shown in Figure 17B-D. Panel B shows
the integrated activities of key respiratory populations, panel C exhibits the traces of
membrane potential of single respiratory neurons (randomly selected from each population),
and panel D shows the dynamics of motor outputs (PN, cVN, and HN). The model generates
the three-phase eupneic-like respiratory pattern similar to that observed in the in situ
preparations under control conditions.

The behavior of the model during hypercapnia is shown in Figure 18. Progressive
hypercapnia was simulated as a linear increase of a “hypercapnic” excitatory drive to the
lateE population (see Figures 17A). The behavior of the model late-E neurons depends on:
(i) their INaP-dependent intrinsic properties, (ii) the phasic inhibition that these neurons
receive from the post-I population of BötC during expiration and from the early-I(1)
population of pre-BötC during inspiration, and (iii) the hypercapnic excitatory drive. The
late-E population begins generating bursts when hypercapnic drive exceeds some threshold
(see Fig. 18B) that is mostly defined by the post-I inhibition. This post-I inhibition
progressively reduces during expiration, allowing the late-E bursts to appear only close to
the end of expiration. The post-I and early-I inhibition of late-E neurons, together with late-
E excitation of pre-BötC pre-I/I neurons, provide the coupling of RTN/pFRG (late-E) and
BötC-pre-BötC oscillations. Similar to the experimental results with progressive
hypercapnia (see Fig. 16 and also 128), the progressive increase of hypercapnic drive in the
model evokes a step-wise increase in AbN burst frequency (quantal acceleration) with a
ratio to PN burst frequency sequentially jumping from 1:4 to 1:3, then to 1:2 and, finally, to
1:1 (see Fig 18A1–A3, B and compare with Figure 16A2–A4,B). Figure 18C shows the
activity of a single pre-BötC pre-I/I neuron and a single late-E RTN/pFRG neuron when the
ratio of late-E:pre-I/I discharge frequencies is equal to 1:2. A more detailed analysis of this
quantal acceleration behavior using dynamical systems theory methods applied to a
simplified mathematical model can be found in Rubin et al. (271).

Figure 18D shows the result of modeling of the effect of riluzole, the INaP blocker, on the
system behavior during hypercapnia. The effect of riluzole was simulated by reducing the
INaP maximal conductance to zero in all late-E and pre-I/I neurons. The figure shows that
the suppression of INaP during hypercapnia (1:1 coupling regime) silenced activity of the
late-E AbN (and RTN/pFRG late-E neurons) but did not abolish BötC, pre-BötC, and PN
oscillations.

It is important to notice critical differences between the model of Molkov et al. (200) and the
earlier model of Wittmeier et al. (345). In the Wittmeier et al. model, bursting in the pre-
BötC is INaP-dependent. This means, for example, that application of INaP blocker riluzole
should eliminate both rhythms. This is not consistent with the behavior of the intact system
in vivo under normal conditions. In contrast, in the Molkov et al. model (Fig. 20), as well as
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in the preceding models of Rybak et al. (278) and Smith et al. (310), respiratory oscillations
generated by the BötC/pre-BötC core do not critically depend on INaP under normal
conditions. In addition, the Wittmeier et al. model did not consider the post-I inhibition of
the RTN/pFRG oscillator. Moreover, in the Wittmeier et al. model both oscillators (pre-
BötC and RTN/pFRG) operate under normal conditions, whereas in the Molkov et al. model
this can only occur during hypercapnia or hypercapnic hypoxia.

The model of Molkov et al. (200) was able to reproduce several experimentally observed
phenomena, including the quantal slowing of the pre-BötC and PN oscillations with the
reduction of excitability of pre-BötC circuits that had been previously demonstrated
experimentally using administration of opioid agonists (132, 133, 189) as well as
transformation of the late-E activity to a biphasic pre-I/post-I pattern with the development
of hypoxic hypercapnia (3). Furthermore, the model suggested that RTN/pFRG oscillations
are not observed under normal metabolic conditions because of inhibition of the RTN/pFRG
oscillator by inhibitory feedback from the BötC–pre-BötC core network, so that a
suppression of synaptic inhibition in the late-E population should evoke bursing activity in
both the RTN/pRFG late-E population and in the AbN under normal conditions (Fig. 19A).
Consistent with this prediction, blocking/attenuating GABAergic synaptic transmission
bilaterally within the ventrolateral RTN by microinjection of the GABAA receptor
antagonist bicuculline (10 μmol/L) under normal metabolic conditions (5% CO2) evoked a
low-amplitude late-E activity, which then disappeared with washout of the antagonist (Fig.
19B and C) (244). Other recent experimental studies report similar results of disinhibiting
the RTN/pFRG region (243).

Interactions between the BötC-pre-BötC and RTN/pFRG suggested by the model of Molkov
et al. (200) are summarized in Figure 20. In this schematic, the BötC-pre-BötC oscillator
controls the emergence of RTN/pFRG oscillations, their frequency, and coupling to BötC-
pre-BötC oscillations, which is evident by the regime of quantal acceleration of late-E
activity with the development of hypercapnia (Figures 16 and 18). Therefore, the late-E
activity in AbN (and probably in RTN/pFRG) is not generated under normal metabolic
conditions. The excitability of the late-E population in RTN/pFRG, however, as suggested
by the experimental observations noted earlier, is highly sensitive to hypercapnia. Therefore,
progressive hypercapnia producing depolarization of late-E neurons can overcome the
inhibition of RTN/pFRG by BötC-pre-BötC circuits and initiate late-E rhythmic activity that
goes through quantal acceleration until the late-E activity reaches 1:1 coupling with the
BötC-pre-BötC oscillations. In contrast, strong hypoxia or anoxia can evoke the RTN/pFRG
oscillations through a reduction of inhibition, specifically the post-I inhibition, and produce
an effect similar to hypercapnia by shifting the balance between inhibition and excitation at
the level of RTN/pFRG late-E neurons.

Other network models
Several other models of respiratory circuits have been developed employing different
approaches to explore potential mechanisms of rhythm generation. Matsugu et al. (186)
studied the dynamical behavior of a “compound” CPG model consisting of a simple mutual
inhibitory (I-E) half-center neural network oscillator as a minimal model of the respiratory
rhythm generator, driven by either a constant or periodic source of inputs of varying
amplitudes, frequencies, and phases, such as occur with chemoreceptor drives, afferent
feedback from the lungs, and other oscillatory inputs (e.g., cardiac- or locomotor-related). In
particular, the half-center inhibitory network oscillated spontaneously only when both
neurons received adequate and proportionate constant excitation, and in the presence of a
periodic input, this spontaneous rhythm was stably entrained by: (i) antiphase periodic
inputs with alternating drives to both interacting inhibitory neurons and (ii) a single periodic
drive to only one of the inhibitory neurons. In-phase inputs of similar magnitude and phase
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relationships to both neurons disrupted the entrained oscillations in various ways, including
harmonic and phase distortions, and the emergence of chaotic-like behavior. The “apneic”
episodes with repetitive alternation of active (intrinsic oscillation) and inactive (cessation of
oscillation) states were exhibited when the network was driven by a moderate periodic input
of low frequency. Similar results were demonstrated in other, more complex oscillator
models including a three-phase activity respiratory network model adapted from Gottschalk
et al. (101). In general, these simulation results demonstrated how a simple CPG model with
a minimum number of neural elements and “mild” nonlinear properties of the elements
could reproduce many complex dynamical behaviors under various inputs including periodic
drive.

Dunin-Barkowski et al. (67) proposed a model of the respiratory CPG incorporating at the
neuronal level interactions between Ca+2-dependent K+ channels in respiratory neurons
(191) and Ca+2-induced Ca+2-release from intracellular stores (123, 197, 198, 294) as a
potential dynamic mechanism for rhythm generation at cellular and network levels.
Addressing the debate about pacemaker versus inhibitory network mechanisms for rhythm
generation, these investigators sought to define Ca2+-dependent mechanisms that could
simultaneously underlie neuronal bursting pacemaker properties as well as support
inhibitory-based network oscillations due to neuron activity adaptation arising from the
modeled Ca2+-dependent processes. The model, consisting of integrate-and-fire neurons,
demonstrated that individual neurons with these Ca2+-dependent mechanisms could exhibit
conditional bursting pacemaker properties when subjected to steady excitatory inputs. With
the addition of reciprocal inhibitory interactions between two neuronal populations
composed of these cells, different regimes of rhythmic activity emerged. Weak inhibitory
synaptic interactions between the two populations could synchronize their activity, but as the
strength of inhibitory synaptic connections was increased, the model simulations produced
unsynchronized bursting pacemaker activity of individual neurons, then synchronous
periodic bursts, and finally reciprocal (I- and E-like) rhythmic activity of the populations.
The authors proposed that both pacemaker and coordinated rhythmic network behaviors
could manifest from basic Ca2+-dependent mechanisms operating at the cellular level.

A model for the pre-BötC network in vitro was developed by Kosmidis et al. (154) to
investigate if rhythms could be generated by an excitatory network composed of
nonpacemaker neuron models without inhibitory interactions, thus addressing the question
of potential mechanisms supporting emergent network rhythms. The key neuronal
membrane conductances implemented in the neuron models were low- and high-threshold
Ca2+ currents and the Ca2+-dependent K+ current, which under certain excitability
conditions could collectively generate cellular-level periodic bursting activity. At the
network level, the simulations showed that an increase of external K+ concentration induced
rhythmic activity attributable to cellular rhythmic bursting or emergent network rhythms,
depending on model parameters. Gaussian noise also induced rhythmic activity dependent
solely on network properties, since individual neurons subjected to similar noisy stimulation
did not exhibit rhythmic bursting capability. In all cases in this model, the Ca2+-dependent
K+ current played a central role in burst termination and control of interburst duration.
Network dynamics with simulated periodic inhibition was also investigated with the model,
suggesting that activation of the Ca2+-dependent K+ current during the repolarization phase
following inhibition contributed to a ramping population activity of the emergent rhythm.
This model demonstrated emergent excitatory network rhythms and a possible role of the
Ca2+-dependent K+ current in rhythm generation in the presence and absence of network
inhibition.
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Modeling of Other Reflexes and Respiratory-Related Behaviors
Pontine and vagal control of the respiratory pattern

Vagotomy or withholding lung inflation during fictive “neural inspiration” in anesthetized or
decerebrate animals results in an increased rhythmic respiratory modulation of PRG
neurons. This change has been attributed to a loss of PSR-mediated inhibitory gating of an
inspiratory efferent copy mechanism that modulates PRG activity (Fig. 21A and B) (38) to
partially compensate for the loss of PSR effects on the IOS mechanism (see previous
sections). Although this view is supported by the appearance of apneustic breathing
(prolonged inspiratory periods) in vagotomized animals with pontine lesions (177, 211, 321,
324, 342), the activity profiles of some pontine neurons following vagotomy are not simply
accounted for by this standard gating model (60, 208). This observation and the concept of
an integrated raphé-pontomedullary network (222) motivated a test of the hypotheses that
raphé neurons can also have altered firing patterns during withheld lung inflation or
vagotomy leading to the development of an alternative to the PSR inhibitory gating model
(208).

The new model was suggested by earlier observations on VRC-raphé functional connectivity
(167) and respiratory phase-dependent firing synchrony among raphé neurons even when
their individual firing rates had no respiratory modulation (164). In the model (Fig 21C), a
tonic population receives two inputs: an excitatory inspiratory efferent copy from the VRC
I-Aug population and a balancing feed-forward inhibitory input from neurons also driven by
the I-Aug neurons. Tonic neurons without respiratory modulated firing rates in the model
circuit exhibited phase-dependent synchrony due to shared excitation and delayed inhibition
(60). Next, the excitability of the inhibitory population was set to be less than the tonic
target population, based on differential excitability found in the raphé [e.g., reference (145)].
Under these conditions, the number of tonic neurons with respiratory modulation increased
following the simulated loss of PSR input (vagotomy) (Fig. 21D), reproducing altered firing
patterns similar to those recorded in vivo with vagotomy (Fig. 21E) (60, 208). These results
suggest that such a circuit can transform NRM tonic neurons into different categories of
respiratory modulated neurons potentially involved in phase-switching and pattern tuning
functions under conditions of altered efferent copy drive or with changes in other inputs to
embedded feed-forward inhibitory populations.

Baroreceptor modulation of breathing
As noted in Section “The nucleus of the solitary tract,” a substantial body of evidence has
established that changes in arterial blood pressure modulate breathing (188). In vivo
experiments that included perturbations of baroreceptors and blood pressure together with
multisite neuron recordings and spike train analysis have detected functional interactions
between the medullary raphé and VRC E-Dec neurons consistent with roles in the
baroreflex-mediated reduction of inspiratory drive and prolongation of expiratory duration
(162). Neuron responses and correlation linkage maps suggested that raphé circuits promote
parallel excitatory and disinhibitory influences on VRC E-Dec neurons, including a “tonic”
E-Dec population with inhibitory actions on premotor bulbospinal or phrenic motor neurons
(Fig. 22A). Incorporating these additional raphé populations and inferred connectivity to the
ponto-medullary network model of Rybak et al. (279) reproduced experimentally observed
changes in the phrenic motor pattern during simulated baroreceptor stimulation (Fig. 22B)
(166). These results also support the hypothesis that a tonic expiratory neuron population
within the VRC can have significant inhibitory and disinhibitory modulatory influences on
inspiratory populations during the inspiratory phase of the respiratory cycle (168).
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Other related work has modeled baroreceptor influences on respiratory-sympathetic
interactions and their contributions to cardio-respiratory coupling (8).

Modeling of cough
The cough reflex is an important airway defensive mechanism. An early network model and
simulations led to predicted roles for, and the reconfiguration of, the VRC network during
cough (303). Multisite in vivo neuron recordings during mechanical evocation of fictive
cough in cats and activity correlation analysis supported many of the model’s predictions
and suggested specific network interactions involved in cough motor pattern generation
(302). A subsequent model (279) incorporated the earlier hypotheses and later experimental
results, including measurements of pontine neuron activity during fictive cough (304). The
model proposed that stimulation of airway cough receptors evokes impulses in second-order
neurons that act directly or indirectly on specific VRC and PRG populations (Fig. 8),
causing reconfiguration of the respiratory network to produce the cough motor pattern. The
cough motor pattern is generated, at least in part, through VRC neurons providing drive to
muscles during normal breathing. The model generated realistic cough-like motor patterns
(Fig. 23) in phrenic, lumbar, and laryngeal motor neurons, and functionally antecedent VRC
and pontine neuron populations in the model had activity profiles similar to those observed
in vivo (9, 302, 305). Details of the model may be found in Rybak et al. (279).

Perspectives and Some Future Directions
Some caveats and limitations of current models

Modeling neurobiological processes at all levels of respiratory circuit and system
organization undoubtedly becomes critically important for understanding the complex,
multi-scale dynamical operation of the respiratory control system. While certain key
brainstem respiratory structures, containing local microcircuits with the specific features of
cellular/circuit electrophysiological behavior, and their general functional roles have been
identified to some extent as highlighted here, the current models discussed in this review
remain in many respects speculative. The modeling, by necessity, relies heavily on
simplifications and assumptions about many aspects of structural-functional organization.
This reflects not only the lack of detailed experimental data necessary to constrain the
models, but also as noted at the beginning of this article, decisions made by the modelers on
the degree of neurobiological detail and computational complexity to be incorporated in
attempting to address specific issues.

As with all other neural systems, there are numerous unknowns about cellular properties,
including the identity and biophysical details of ionic conductances and cytoplasmic
signaling cascades involved as well as various other phenotypic properties of different
respiratory neuronal types such as cellular somatodendritic architectures. Likewise, there are
many uncertainties regarding network topology and interactions, including details of
patterns of axonal projections, somatodendritic distributions of synaptic inputs and
connection strengths between different respiratory neuronal phenotypes with potentially
plastic adjustments under various conditions. In general, the spatial organization of
respiratory microcircuits and their interconnections are currently not known in any detail.
Furthermore, as we have attempted to delineate, debates are ongoing about the basic
processes involved in respiratory rhythm generation, spatiotemporal pattern formation, and
other aspects of neural system operation. The more “realistic” models described here that
have attempted to address these issues are in fact relatively simple, despite the large
relatively unconstrained parameter sets incorporated, and ultimately such models may have
to become more detailed both structurally and biophysically to accurately represent the
complex processes underlying neural control of breathing. At present, the minimum set of

Lindsey et al. Page 31

Compr Physiol. Author manuscript; available in PMC 2013 May 17.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



features/parameters required to accurately model particular respiratory network processes
have not been clearly defined—a general problem in network modeling [for insightful
perspectives on problems connected with variability in neuronal and network properties,
parameter set selection/tuning and constraints in neural network modeling see references (1,
46, 182, 183)].

Integrated multiscale respiratory control system models
Ultimately, large-scale models of the respiratory system with full integration of neural and
peripheral respiratory components are required for understanding breathing and respiratory
control. Several integrated models incorporating both a neural control component,
represented with varying levels of complexity, and other elements, including various
respiratory and cardiovascular non-neural subsystem components, have been developed over
the years in parallel with models of the respiratory neural network. Integrative models have
enhanced our understanding of mechanisms and conditions that contribute to ventilatory
instability and variability. Models have considered the effects of controller gain, delays, and
response lags in chemoreflex loops, optimization, and changes due to fluctuations in system
state and blood pressure (13, 65, 144, 254).

A recent example incorporating a hierarchy of subsystem components is a model of
respiratory and cardiovascular control in sleep-disordered breathing (34). This study
includes a succinct summary of the history of the integrated modeling approach. Other
recent examples include models dealing with homeostasis during exercise (57, 253) and
models coupling neural dynamics to peripheral gas exchange and transport with feedback
control mechanisms regulating blood and brain CO2 and O2 levels based on dynamic control
theory (Fig. 24) (12, 13, 175).

Models addressing the role of the brainstem network in coordinating laryngeal and
diaphragmatic motor activities that typify eupneic and adaptive patterns of breathing
involving upper airway control will benefit from extending the models to include
representations of the airways, lungs, and associated respiratory muscles. “Physiome-style”
multiscale models (e.g., 41, 126) that include detailed structural-dynamical models of
peripheral respiratory system components are needed to permit virtual experiments and
simulations of system behavior under various perturbations and states.

Incorporation of network plasticity and respiratory network control by neuromodulators
The respiratory CPG is functionally plastic for state-dependent behavioral control [e.g.,
reference (158)], which is likely achieved in part through neuromodulatory mechanisms,
including regulatory systems such as the medullary raphé nuclei (89). In general,
neuromodulators such as monoamines and neuropeptides modify intrinsic properties of
neurons and/or the strengths of synaptic connections and can orchestrate different neural
activity patterns in motor pattern generation networks [e.g., references (107, 120, 143)]. As
indicated earlier, there is already a large body of experimental data on interactions among
neurons of the medullary raphé nuclei, which coexpress serotonin and neuropeptides, and
the ponto-medullary respiratory circuits (6, 58, 161, 162, 167, 222, 223, 255).

The raphé has been proposed as a site for transforming and transmitting information from
various external and internal sensory systems. This includes roles in cardio-respiratory
coupling (207), and contributions to the induction and expression of respiratory LTF
induced by repeated intermittent hypoxia, raphé stimulation, or carotid chemoreceptor
stimulation (89, 185, 192, 196, 204).

Disruption of vagal feedback by repeated obstructive apneas can trigger another form of
LTF that is independent of hypoxia and that differentially modulates hypoglossal motor

Lindsey et al. Page 32

Compr Physiol. Author manuscript; available in PMC 2013 May 17.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



neuron activity and genioglossus muscle tone (329). Multiscale network models that
incorporate modifiable cellular properties and synaptic connections in the context of
mechanisms generating respiratory LTF and other aspects of neuronal and circuit plasticity
are needed.

Emerging technologies: Large-scale parallel computing; interactive computational
models; computationally based neuroanatomy and circuit architecture

Various modeling approaches and software packages have been used to simulate brainstem
networks for breathing and breathing-related behavior. An important direction for future
research will be the integration of increasingly refined multiscale neural network models
with other subsystem modules and the tools that facilitate their interconnection, visualization
of states, and analysis of their dynamic behavior. As network components and modeled
subsystems with associated model parameter sets increase in complexity, large-scale
modeling is required and the trend of distributing individual simulations over many
processors [e.g., reference (210)] is likely to accelerate. Interactive modeling and
visualization tools are also needed. For example, the modeling environment used by Rybak
et al. (279) permits visualization of simulated population dynamics in an atlas-based three-
dimensional (3D) coordinate system and transection lesions through arbitrary planes. In
general, the detailed representation of local and distributed networks in 3D space will allow
further model development and simulations of various brainstem lesions and other regional
and population-specific physiological and pharmacological perturbations that generate
various reproducible alterations of the respiratory motor pattern. Simulation and
visualization tools developed for other data-driven physiological [e.g., reference (41)] and
neural system modeling [e.g., references (99, 100)] enterprises, and available in the public
domain, will likely be applied to respiratory system modeling.

Connections in most of the respiratory network models considered in this review have been
based on data from many laboratories and complementary experimental approaches guided
by antecedent anatomical and perturbative (lesion, inactivation, and microstimulation)
studies. Many specific connections between model populations have been inferred from
measurements of phase-dependent synaptic activity in single neurons [e.g., reference (264)],
spike-triggered averaging of synaptic potentials [e.g., reference (72)], and spike-train
correlation methods [e.g., reference (10)]. Predictive models have also included more
speculative connections (the reader is referred to papers cited herein for details). Clearly
new experimental strategies and technologies for mapping circuit connections and functional
interactions are required to further advance understanding of network connectivity.

Correlation linkage maps generated from neuronal activity measured at many sites
simultaneously with electrode arrays [e.g., reference (222)], together with optical (270) and
optogenetic methods (2, 50, 58, 243) for monitoring and perturbing individual neurons and
populations with specific phenotypes, are increasingly providing insights into respiratory
network architecture. The emergence of new computationally based technologies to
reconstruct quantitatively neuronal morphology and circuit architecture, including the
“connectome” initiatives that involve mapping neural circuits at unprecedented levels of
structural resolution [e.g., references (26, 122, 300)] will likely have impact on future efforts
to define structure-function relationships in respiratory circuits. The large body of
computational neuroscience theory and approaches, some of which are noted in this review,
will undoubtedly continue to provide impetus accelerating further data-driven model
development.
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Conclusion
Computational models of the respiratory network have provided explicit theoretical and
conceptual frameworks for synthesizing experimental data from various experimental
approaches and understanding neurophysiological mechanisms generating respiratory
movements. The models reviewed in this article describe neural mechanisms controlling
breathing at different degrees of abstraction and span several levels of neurobiological
organization and time scales. Models are most valuable when they explain observed
phenomena, highlight gaps in knowledge, lead to experimentally testable predictions, and
define constraints on system organization. The models described here in most cases were
developed iteratively with coordinated experimental studies. This data-driven modeling
approach has advanced our understanding of respiratory network architecture and neural
mechanisms underlying generation of the respiratory rhythm and pattern, including state-
dependent expression of different pattern generation mechanisms that enable a wide
repertoire of respiratory and breathing-related behaviors under various physiological
conditions.
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Figure 1.
Overview of the mammalian brainstem illustrating major features of the anatomical
distribution of pontine and medullary respiratory-related regions/compartments in dorsal (A,
left), coronal (A, right), and parasagittal (B) planes. Dorsal view of brainstem in A with
respiratory structures projected onto horizontal plane and the serial coronal sections at levels
indicated show the dorsolateral pontine regions (K-F and PB) of the pontine respiratory
group (PRG), and more caudally medullary regions of the ventral respiratory column (VRC)
[retrotrapezoid nucleus (RTN)/parafacial respiratory group (pFRG), Bötzinger (BötC), pre-
Bötzinger (pre-BötC), and rostral (rVRG) and caudal (cVRG) ventral respiratory groups].
Dorsomedial regions with the nucleus tractus solitarius (NTS), the caudal parts of which
(cNTS) contain the DRG are indicated in A (left) and B, and the midline raphé nuclei are
also shown. Distributions of respiratory premotoneurons (with direct connections to
motoneurons, blue) and interneurons (with propriobulbar connections, yellow) are indicated.
Locations of these neurons as depicted are highly schematic and provide only a general
perspective of spatial distributions of some respiratory premotor and interneurons as
determined from a variety of experimental approaches, including transsynaptic labeling with
a viral tracer injected into the phrenic nerve. The spatial organization of respiratory
microcircuits has not been determined in detail for any region, although general patterns of
input and output axonal projections from various regions have been established in many
cases. The VRC extends from the level of the rostral facial nucleus (VII) to caudally near the
spino-medullary junction. The main clusters of rhythmically active VRC respiratory neurons
are in the BötC, pre-BötC, rVRG, and cVRG. The RTN/pFRG at the rostral end of the VRC
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contains tonically active neurons with direct projections to the rest of the VRC and
dorsolateral pons and also contains neurons with respiratory-modulated activity under some
conditions, particularly at elevated levels of carbon dioxide (see text for full explanation).
The raphé nuclei, with connections to the VRC as well as cranial and spinal motoneurons,
also contain tonically active neurons, subsets of which can exhibit respiratory modulation.
Dimensions indicated are typical for an adult rat. Other abbreviations: IO, inferior olivary
nucleus; K-F, Kölliker-Fuse nucleus; V, trigeminal motor nucleus; NA, nucleus ambiguus;
CNA, compact division of NA; PB, parabrachial nucleus; py, pyramidal tract; RO, raphé
obscurus; scp, superior cerebellar peduncle; 7n, facial nerve. Dorsal and coronal views in A
are modified, with permission, from reference (88) (Fig. 40.4, with permission from
Academic Press).
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Figure 2.
Spiking patterns of ventral respiratory column (VRC) respiratory neurons. (A) Illustration of
representative signals recorded simultaneously from three types of neurons with an
extracellular recording electrode array and efferent phrenic nerve activity (data from a
decerebrate cat). Color shaded overlays indicate the three “phases” of the respiratory cycle
(see text). (B) Times of occurrence of individual spikes extracted from top traces by spike
sorting. Adapted, with permission, from reference (297) (Fig. 1). (C) Average firing rates of
eight simultaneously monitored VRC neurons and phrenic nerve activity. Temporal patterns
of neuron spiking are represented by respiratory cycle-triggered spike frequency histograms
obtained by triggering histogram computation at the onset of phrenic nerve activity signal
(labeled arrow). Data are from a different animal than top traces. Adapted, with permission,
from reference (222) (Fig. 1).
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Figure 3.
An early respiratory network model proposed to generate a three-phase pattern of neural
activity. (A) Model schematics indicating excitatory and inhibitory synaptic interactions
among respiratory neuron populations including expiratory (EXP), postinspiratory (post-I),
early-inspiratory (e-I), late-inspiratory (l-I), and ramp-inspiratory (IR) populations. Note that
IR represents an excitatory and inhibitory population lumped in the schematic as a single
component for simplicity. Not shown are excitatory inputs to each component from the
reticular activating system that are reduced when p-I cells fire. (B) Patterns of activity for
the model components (two cycles are shown). For each component, the period of active
firing is indicated by the stippled region above threshold (horizontal line). Adapted, with
permission, from reference (224) (Figures 3 and 4).
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Figure 4.
Intrinsic electrophysiological behavior of inspiratory bursting “pacemaker” neurons that
represent the cellular basis for pre-Bötzinger (pre-BötC) excitatory pacemaker-network
models incorporating INaP-dependent bursting properties. (A, B) Example of voltage-
dependent activity states (silence, oscillatory bursting, and tonic spiking) (A) and temporal
features of bursting (B) of a pre-BötC inspiratory neuron recorded after blocking synaptic
inputs in vitro, with corresponding bursting features (C) in the pacemaker neuron model
(model 1) developed by Butera et al. (29). This H-H style conductance-based, biophysically
minimal model incorporates INaP as the main subthreshold voltage-activating, burst
generating inward current, with voltage-dependent slow inactivation, represented in the
model by the kinetics of the inactivation parameter h. The pre-BötC neuron transitions from
silence to oscillatory bursting and then tonic spiking as the baseline membrane voltage is
depolarized by constant applied current—conditional bursting behavior also exhibited by the
model (29). In the oscillatory bursting regime, in both the model and data, bursting
frequency increases (see A and D) and burst durations decrease (see B and C) with steady
depolarizing shifts of baseline potential. (B, C) Neuronal spiking profiles during individual
bursts at two different voltage levels in the neuron model simulations (B) and from the
example recordings (individual bursts from A indicated by *1 and *2 are shown in panel C
with an expanded time scale), illustrating the declining spiking frequency (f) during the
burst as shown in spike frequency histograms; histograms illustrated in C from recordings
are averaged over multiple bursts. This spiking profile results from progressive inactivation
of INaP, indicated by the time course of the inactivation parameter h during the burst phase
(B), which causes burst termination followed by a slow recovery from inactivation that
controls the period of the interburst interval and thus timing of the next burst (for full
descriptions of the kinetics of the bursting cycle including dynamic interactions of INaP and
the K+-dominated leak current in the model see references (29, 30). (D) The model
reproduces the monotonic increase in bursting frequency over a wide dynamic range as
baseline membrane voltage is depolarized. This voltage-dependent control of bursting

Lindsey et al. Page 55

Compr Physiol. Author manuscript; available in PMC 2013 May 17.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



frequency is reflected in the control of neuronal population bursting frequency by tonic
excitatory inputs in models of pre-BötC heterogeneous excitatory networks incorporating
subpopulations of INaP-dependent bursters (see Fig. 5). Adapted, with permission, from
reference (30) (Fig. 12.1, with permission, from World Scientific Press).
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Figure 5.
Generation of oscillations in model excitatory networks incorporating neurons with intrinsic
bursting properties. (A) Behavior of a small (two-cell) network illustrating effects of a mean
level of tonic excitatory input, represented by the conductance gtonic-e, and excitatory
synaptic conductance gsyn-e on the dynamics of bursting and sustained spiking activity of
pairs of identical coupled Butera et al. (29) model 1 neurons. Each neuron incorporates the
persistent (slowly inactivating) Na+ current (INaP), a K+-dominated leak current, and spike-
generating transient Na+, and delayed rectifier K+ currents representing a biophysically
minimal set of ionic conductances. The model neurons are mutually coupled in an excitatory
network by modeled glutamatergic-like synapses (non-NMDA (N-Methyl-D-aspartate)
receptor mediated) with synaptic dynamics generating fast postsynaptic responses with
conductance gsyn-e as described in detail in reference (29). The plot represents burst
frequency; colored areas indicate frequencies for the gtonic-e– gsyn-e parameter sets
producing oscillatory bursting. Range of burst frequencies is indicated by the color bar on
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the right. Parameter sets to the left or right of the oscillatory bursting region result,
respectively, in no activity (silence) or sustained spiking activity. (B, C) Synchronized
activity of a heterogeneous population of 50 bursting model 1 neurons represented as a
raster plot (B) of spike times across the population and histogram of population spiking
activity (bin size = 10 ms) (C). Neurons are coupled (all-to-all) by the fast glutamatergic-like
excitatory synapses with gsyn-e. Heterogeneity, due to a distribution of leak currents within
the model population, results in a temporal dispersion of spiking onset times in the
population including cells generating preinspiratory/inspiratory (pre-I/I) spiking activity as
seen in the raster plot. As a result of heterogeneity of cellular properties in the network, only
a fraction of the neurons in the population exhibit intrinsic pacemaker-like rhythmic bursting
activity when synaptically uncoupled. Single neuron spiking behavior and population
oscillations generated by the intact network have temporal patterns (C) similar to those
recorded from the neonatal rodent pre-Bötzinger (pre-BötC) network isolated in medullary
slices in vitro. (D) Network burst frequency for a model 50-cell network as a function of
gtonic-e. (E) Histograms of network spiking activity (10-ms bin size) as the mean level of
gtonic-e is increased. Elevation of this input (from top to bottom) increases burst frequency
and, finally, switches the population activity from rhythmic bursting to sustained
asynchronous activity. Adapted, with permission, from reference (28) (Figures 3B1, 3B2,
2C, 7B, and 7A1–7A7).
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Figure 6.
The hybrid pacemaker-network model. Core circuits of the respiratory CPG network in this
conductance-based neuronal model consist of interacting populations of different medullary
excitatory and inhibitory interneurons and incorporate the excitatory pacemaker-network
“kernel,” representing the pre-Bötzinger (pre-BötC) network composed of a heterogeneous
population of inspiratory neurons [excitatory preinspiratory/inspiratory (pre-I/I) and early-
inspiratory (early-I types)] with INaP (their activity from model simulations is shown at the
top left). Subsets of these excitatory neurons had Butera et al. model 1-type, conditional
oscillatory bursting properties when synaptic interactions are eliminated. Excitatory
interneurons (see examples of activity patterns at right) in premotor pattern formation
circuits driven by the pre-BötC network generate excitatory synaptic drive in parallel
transmission pathways to cranial and spinal (pre)motor neurons. Interconnected inhibitory
interneurons [e.g., postinpiratory (post-I), second expiratory (E2), augmenting E neuron
(aug-E), and early-I types with reciprocal connections, as well as late-inspiratory (late-I)
spiking neurons, middle bottom] generate temporal patterns of synaptic inhibition that
dynamically control activity of the pre-BötC network via feedback connections from the
late-I, post-I, and E2 populations (only a few connections are shown for simplicity).
Inhibitory interneurons also provide feed-forward inhibition projecting to the excitatory
drive transmission populations (connections from post-I, E2, and early-I neurons are shown)
to sculpt premotor output activity to form a three-phase activity pattern with preinspiratory/
inspiratory (pre-I/I), early-I, ramp-inspiratory (ramp-I), post-I, and E2 spiking patterns. This
activity mirrors the three-phase activity pattern of the interacting excitatory kernel and
inhibitory interneurons. This model incorporated the concept of the excitatory kernel
network with state-dependent intrinsic oscillatory bursting properties in the pre-BötC and
their dynamic regulation by inhibitory expiratory neuron populations giving rise to multiple
possible modes of rhythm generation. The model also represents the various types of
medullary respiratory interneurons as consisting in most cases of both inhibitory and
excitatory neurons. Modified, with permission, from reference (312) (Fig. 3, with
permission, from Elsevier).
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Figure 7.
A ponto-medullary model of the respiratory CPG developed by Rybak et al. (285) that
incorporates compartmentalized network components and regulation of medullary network
activity by pontine inputs as well as feedback signals via peripheral respiratory system,
lung-related afferent inputs conveyed by the vagus nerve. (A) Model schematic. Each sphere
represents a population of 50 neurons incorporating various membrane conductances.
Dashed lines with arrows represent excitatory synaptic connections and solid lines ending
with small circles show inhibitory connections. Additional arrows at the population circles
indicate external excitatory tonic drive to each population. Simulations in B-E illustrate
model performance under different conditions. The top six traces show membrane potential
trajectories of a randomly selected neuron from each population, and the next four traces
show respiratory modulated (mod) or tonic spiking patterns of pontine populations; the three
bottom traces show simulated integrated hypoglossal (XII) and phrenic nerve activities and
lung volume excursions (the bottom trace), which provide afferent mechanosensory input
signals for control of respiratory phase durations and activity patterns. (B) Performance of
the intact network (eupnea). (C) “Vagotomy”: vagal feedback in the model is disconnected.
(D) “Apneusis” produced by removal of inputs from rPons (E-mod, IE-mod, and I-mod). (E)
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Complete removal of the pons switches the system to the state in which the rhythm in the
network is completely driven by INaP-dependent bursting pacemaker activity originating in
the pre-Bötzinger complex (pre-BötC). Adapted, with permission, from reference (285)
(Figures 1, 2A, B, and 5, with permission, from Elsevier).
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Figure 8.
Schematic of the brainstem respiratory network model incorporating connections inferred
from in vivo multielectrode array recordings in decerebrate cats (297). Each large-labeled
circle represents a distinct neuron population using nomenclature conventions summarized
in Table 1. Intra- and interregional connections are indicated by color-coded lines; dots mark
branch points of divergent projections. Model parameters for cell properties and the
connections among the populations are detailed in Tables 6 and 7 of Appendix in reference
(279). Red dashed lines label specific simulated perturbations. Adapted, with permission,
from reference (279) (Fig. 4).
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Figure 9.
Performance of the large-scale brainstem respiratory network model as shown schematically
in Figure 8 under different conditions. The top traces (except the bottom trace for phrenic
activity) show simulations, based on integrate-and-fire (IF) cellular models, of membrane
potential trajectories of one, randomly selected neuron from the major neural populations
represented in the model. Note that the labels for the inspiratory decrementing (I-DEC) and
expiratory decrementing (E-DEC) neuron membrane potential traces refer to the
decrementing rate of spike generation in each cycle due to an elevation of threshold in the IF
style neurons not reflected in the membrane potential trace. (A) Performance of the intact
network (eupnea). (B) “Vagotomy”—vagal feedback in the model is disconnected (indicated
by a blue vertical dashed line). (C) Gasp-like pattern originating in the pre-Bötzinger (pre-
BötC) population with INaP-dependent bursting behavior after pontine transection (pons
removed). (D) Model prediction of coexpression of gasp-like burst and eupneic-like ramp
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pattern of phrenic nerve activity with progressive increase of tonic excitation of ventral
respiratory column (VRC) populations. A “burst-ramp” type phrenic motor pattern emerged
with the onset of tonic reexcitation of the VRC network populations (red dashed line). (E)
Expanded time scale trace from D shows a burst-ramp type pattern during an inspiratory
phase. (F) Summary of a prediction from the model showing that two active rhythmic burst
pattern generating processes (inhibitory network-based and INaP-dependent excitatory
pacemaker-network-based mechanisms) can be simultaneously expressed during recovery
from hypoxic gasping. See text for details. Adapted, with permission, from reference (279)
(Figures 5 and 10).
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Figure 10.
In vivo ventral respiratory column (VRC) neuronal activity profiles during control
conditions, hypoxic gasping, and recovery. (A–E) Firing rates of ten simultaneously
recorded VRC inspiratory/expiratory neurons and phrenic nerve activity from decerebrate
cat during the prehypoxia control period (A), hypoxia-induced gasp-like activity (B), and
reoxygenation (C–E). (F) Integrated phrenic nerve activity profiles detail control, gasping,
and a return to eupneic-like (ramping) phrenic activity patterns with superimposed
augmented bursts. Pattern with dashed line ellipse is similar to the phrenic activity profile
observed in model simulations as shown in Figure 9. This pattern occurs during successive
cycles and occasionally alternates (bidirectional arrows) with the gasp-like phrenic burst
pattern. See text for details. Adapted, with permission, from reference (279) (Fig. 11).
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Figure 11.
Transformations of respiratory rhythm and motor pattern following sequential brainstem
transection in the in situ arterially perfused brainstem-spinal cord preparation from juvenile
rat, revealing three rhythmic states of the respiratory network as the circuitry is
progressively reduced. (A) Parasagittal section (neutral red stain) of the brainstem at the
level of the ventral respiratory column (VRC), and lateral pons (5, trigeminal nucleus; 7,
retrotrapezoid nucleus (RTN); 7n, facial nerve; BötC, Bötzinger complex; cVRG, caudal
ventral respiratory group (VRG); NA, nucleus ambiguous; pre-BötC, pre-Bötzinger
complex; rVRG, rostral VRG; RTN/pFRG, retrotrapezoid nucleus/parafacial respiratory
group; s.p., superior cerebellar peduncle; SO, superior olive; VRC, ventrolateral respiratory
column). (B1–B3) Representative activity patterns of phrenic (PN), hypoglossal (HN), and
central vagus (cVN) nerves recorded from the intact preparation (B1), “medullary
preparation” obtained by transections at the pontine-medullary junction performed to
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remove the pons (vertical dot-dashed line, middle panel) (B2), and “pre-BötC preparation”
obtained by transections at the rostral boundary of the pre-BötC made to remove all
compartments (RTN/pFRG, BötC) rostral to pre-BötC (vertical dot-dashed line, right panel).
Each panel shows raw (bottom traces) and integrated (upper traces) recordings of motor
nerve discharge. Vertical dashed lines in B1 indicate onsets of HN inspiratory burst. Dashed
lines in B2 and B3 indicate synchronous onset of inspiratory bursts in all nerves
characteristic of the two-phase and one-phase rhythmic patterns. Motor nerve discharges
have square-wave and decrementing shapes in the two-phase and one-phase patterns,
respectively, which characterize these two different rhythmic states. Adapted, with
permission, from reference (311) (Fig. 2).
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Figure 12.
Role of the persistent sodium current (INaP) in rhythm generation in different network states.
(A1–A3) Steady-state dose-dependent effects of INaP blocker, riluzole, on burst frequency
(solid lines) and amplitude (dashed lines) of integrated phrenic nerve (PN) activity recorded
in the intact (A1), medullary (A2), and pre-BötC (A3) preparations with motor patterns
shown in Figure 11. PN discharge amplitudes and frequency are normalized (% control).
Burst frequency does not change significantly in the intact preparation (A1), but is reduced
to a constant value in medullary preparations (A2). In pre-BötC preparations (A3), PN burst
frequency is reduced monotonically with increasing riluzole concentration, and
rhythmogenesis is abolished at drug concentrations 10 μmol/L or more. All values represent
means ±SD (error bars). *Statistical significance (P < 0.05). (B1–B3) Effects of reducing
INaP on frequency and amplitude of motor output (PN) in the intact (B1), medullary (B2),
and pre-BötC (B3) network models (refer to Figure 11). Attenuation of INaP is modeled by
uniformly reducing the maximum conductance for the persistent sodium channels (ḡNaP ) in
all neurons of the pre-I/I population in the pre-BötC network. Effects of reducing ḡNaP on
frequency (solid lines) and amplitude (dashed lines) of simulated PN bursts (% control)
closely reproduce experimental data shown in A1–A3, including the initial decrease in burst
frequency in the medullary preparation (B2, cf. with A2), and the decrease in burst
frequency with decreasing ḡNaP with termination of rhythm generation (at ḡNaP = 2.5 nS) in
the case of the one-phase rhythmic state (B3, cf. with A3). Reduction of burst amplitudes
(dashed lines) is also consistent with experimental data, although perturbations in model are
smaller than those observed experimentally. Adapted, with permission, from reference (310)
(Figures 6A and 9).
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Figure 13.
Computational model of the brainstem respiratory network by Smith et al. (310). (A)
Schematic of the model network showing interactions between different populations of
respiratory neurons within major brainstem compartments involved in the control of
breathing [Bötzinger (BötC), pre-Bötzinger (pre-BötC), and rostral (rVRG) and caudal
(cVRG) ventral respiratory groups). Each population consists of 50 single-compartment
neurons incorporating H-H style conductances with heterogeneous distributions of
parameters within the population. Green triangles represent sources of tonic excitatory
drives (from pons, RTN/pFRG, and raphé nuclei) to different neural populations (only
several drives are shown connected). Simulated “transections” (dot-dashed lines) mimic
those performed in situ as shown in Figure 11. (B1–B3) Key elements and circuits within
the intact (B1), medullary (B2), and pre-BötC (B3) models involved in rhythmogenesis
(excitatory drives are not shown). The three-phase pattern is generated by a core circuit with
a three-population mutual inhibitory ring-like architecture interacting with the preinspiratory
(pre-I/I) pre-BötC excitatory kernel network. A reduced network configuration lacking the
BötC postinspiratory (post-I) inhibitory population generates the two-phase inspiratory-
expiratory rhythmic pattern, which is dependent on mutual inhibitory interactions of the
active augmenting E neurons (aug-E) and early inspiratory (early-I) (type 1) populations in a
“half-center”-like circuit that interacts with the pre-I/I population. The one-phase pattern is
generated by INaP-dependent rhythmic bursting activity of the pre-I/I excitatory population
in pre-BötC that synaptically drives the downstream HN and excitatory rVRG populations
for inspiratory (pre)motor output generation. (C1–C3) Simulations of activity of selected
neuronal populations in the model. Activity of each population is represented by a histogram
of the average neuronal spiking frequency within the population (spikes/s/neuron, bin size =
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30 ms). (D1–D3) Simulated motor outputs (cVN, HN, and PN) in each model. Adapted,
with permission, from reference (310) (Figures 7 and 8).
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Figure 14.
An activity-based model of the four-population core of the brainstem respiratory network
generating the three-phase respiratory pattern. (A) Model schematic of the BötC-pre-BötC
network with preinspiratory (pre-I/I), early-inspiratory (early-I), postinspiratory (post-I), and
augmenting-inspiratory (aug-E) neuron types. Spheres represent neurons (excitatory: red;
inhibitory: blue); green triangles represent three sources of tonic excitatory drives [from
pons, retrotrapezoid nucleus (RTN), and raphé] to different neural populations, each
modeled as a single element described mathematically by activity functions f(V). (B) Model
performance. Traces of simulated model output activities for all four neurons (f1(V1), f(V2)
– f(V4)). (C, D) Control of oscillation period and phase durations by excitatory drive.
Changes of the oscillation period (T) and durations of inspiration (TI) and expiration (TE)
were produced by changes in the total (net) drive to the preinspiratory (pre-I/I) neuron (D1,
C) and to the augmenting expiratory (aug-E) (D4, D) neuron. Adapted, with permission,
from reference (276) (Figures 1B, 2A, 3A, and D).
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Figure 15.
Transition from the “bio” three-phase pattern to the two-phase pattern with progressive
reduction of drive to the postinspiratory (post-I) neuron (D3) in the activity-based model of
Rubin et al. (273). Traces in A–E (left) show output activities of all four neurons (f1(V1),
f(V2) – f(V4)). (A1–A4) show corresponding dynamic trajectories of preinspiratory (pre-I/I)
versus augmenting E (aug-E) neuron voltages (V1 vs. V4) over successive cycles illustrating
the emergence of additional aug-E activity patterns in transitional regimes between the
three-phase and two-phase patterns when D3 is reduced from top to bottom (from A, A1 to
E, E1), as indicated in the diagram labels. Panels A and A1 correspond to the initial “bio”
three-phase pattern. Note the emergence of late-E bursts in aug-E neuron in panels B, B1
and C, C1. Diagrams C, C1 represent the “math” three-phase oscillations. Diagrams D, D1
show an example of the double burst, biphasic-E activity pattern in the aug-E neuron.
Finally, diagrams E, E1 illustrate two-phase oscillations. Adapted, with permission, from
reference (276) (Fig. 11 A–E).
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Figure 16.
Experimental data illustrating quantal acceleration of late-expiratory (late-E) abdominal
activity with the development of hypercapnia (increase in the CO2 concentration in the
perfusate of an arterially perfused in situ juvenile rat brainstem-spinal cord preparation).
(A1–A4) Simultaneously recorded activity of (bottom-up) phrenic (PN, red), abdominal
(AbN, black), cervical vagus (cVN, green), and hypoglossal (HN, blue) nerves. Activity of
each nerve is represented by two traces: raw recording (lower trace) and integrated activity
(upper trace). (A1) Normocapnia (5% CO2): late-E activity is absent in the AbN. (A2–A4)
Quantal acceleration of AbN activity: with the development of hypercapnia, the ratio
between the AbN and PN frequencies goes through step-wise changes from 1:3 and 1:2 (A2
and A3, 7% CO2) to 1:1 (A4, 10% CO2). (B) Time-series representation of the entire
experimental epoch with the oscillation periods in the PN (red squares) and AbN (black
circles) plotted continuously. The AbN late-E bursts were synchronized with the PN bursts
with a ratio increasing quantally from 1:5 to 1:1. The content of CO2 in the perfusate of this
preparation was changed at times indicated by short arrows and vertical dashed lines. Large
arrows indicate times corresponding to the episodes shown in A1–A4. Adapted, with
permission, from reference (200) (Fig. 1).
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Figure 17.
The extended model of the brainstem respiratory network by Molkov et al. (200). (A)
Schematic of the model showing interactions between different populations of respiratory
neurons within major brainstem compartments [pons, retrotrapezoid nucleus (RTN)/
parafacial respiratory group (pFRG), Bötzinger (BötC), pre-Bötzinger (pre-BötC), and
rostral (rVRG) and caudal (cVRG) ventral respiratory groups). Each population (shown as a
sphere) consists of 50 single-compartment neurons described in the H-H style. In
comparison with the previous model (310), see Figure 13A, this model additionally
incorporates the population of bulbospinal premotor expiratory (E) neurons in cVRG,
representing the source of AbN activity, and the late-E population in the RTN/pFRG
compartment, serving as a source of INaP-dependent oscillations in RTN/pFRG. The model
includes three sources of tonic excitatory drive: pons, RTN and raphé shown as green
triangles. These drives, especially those from the pontine and RTN sources project to
multiple neural populations in the model (green arrows, only the most important connections
are shown to particular populations). The late-E population receives an additional external
drive simulating the effect of hypercapnia; the pontine drive is considered to be hypoxia/
anoxia dependent and was reduced in simulations of hypoxic conditions [see examples in
Molkov et al. (200)]. (B) Model performance under normal conditions. The activities of
major neural populations in the model are represented by average histograms of activity of
all neurons in each population (spikes/s/neuron, bin size = 30 ms). The populations shown
include (top-down): ramp-inspiratory (ramp-I located in rVRG), early-inspiratory [early-I(2)
in rVRG], preinspiratory/inspiratory (pre-I/I in pre-BötC), early-inspiratory [early-I(1) in
pre-BötC], postinspiratory (post-I in BötC), augmenting expiratory (aug-E in BötC), and
late-expiratory (late-E in RTN/pFRG). The latter population is silent under normal
conditions. (C) Traces of membrane potentials of the corresponding single neurons
(randomly selected from each population). (D) The model’s motor outputs: hypoglossal
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(HN, blue); cervical vagus (cVN, green); abdominal (AbN, black, silent under normal
conditions); phrenic (PN; red). In B–D, the three phases of respiratory cycle are highlighted:
I (yellow), post-I (light green), second expiratory (E2, pink). It is seen that pre-I/I neurons
and HN start firing in advance of the beginning of inspiration defined by the onset of PN
(and the ramp-I population) activity. Adapted, with permission, from reference (200) (Fig.
7).
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Figure 18.
Modeling the effects of progressive hypercapnia and INaP blockade in the extended model of
Molkov et al. (200). (A1–A3) The activity of motor outputs in the model during simulated
hypercapnia. The late-E bursts in the abdominal nerve motor output (AbN) were always
phase-locked with phrenic (PN) bursts and the ratio between AbN and PN burst frequencies
quantally increased through 1:3 (A1) to 1:2 (A2) and to 1:1 (A3) regimes as “hypercapnic”
drive to the late-E population of RTN/pFRG was gradually increased to simulate progressive
hypercapnia. (B) The dependence of oscillation periods in AbN (black circles) and PN (red
squares) activities on the hypercapnic drive (horizontal axis). This simulation shows a
quantal acceleration of AbN activity during a gradual increase in the simulated hypercapnic
drive. The ratio between AbN and PN burst frequencies sequentially jumped from 1:4 to 1:3
(as in A1), then to 1:2 (as in A2), and finally to 1:1 (as in A3). See Figure 15 for comparison
to experimental data. With quantal acceleration of AbN activity (after it emerges at a
simulated drive level of 0.31 and before it reaches the 1:1 ratio at 0.35). Branches of red
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lines (bottom) represent alternating values of PN burst period depending on the presence or
absence of an AbN burst during the corresponding cycle. (C) Membrane potential traces of
single neurons from the preinspiratory/inspiratory (pre-I/I) population of pre-Bötzinger (pre-
BötC) (upper trace) and the late expiratory (late-E) population of retrotrapezoid nucleus
(RTN)/parafacial respiratory group (pFRG) (bottom trace) corresponding to the regime of
1:2 coupling between AbN and PN bursts (A2). (D) Simulation of the effect of INaP
blockade. Model output motor activities illustrated correspond to the 1:1 coupling regime
shown in A3. The blockade of INaP was simulated by setting its maximal conductance to
zero in all pre-I/I and late-E neurons of the model, which eliminated AbN activity and
reduced the amplitude and frequency of other simulated motor outputs (compare with A3).
Adapted, with permission, from reference (200) (Fig. 8).
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Figure 19.
Release of the abdominal nerve motor output (AbN) late-expiratory (late-E) bursting under
normal conditions by suppressing inhibition in retrotrapezoid nucleus (RTN)/parafacial
respiratory group (pFRG). (A) Simulation results from the Molkov et al. (200) model. The
traces of motor outputs [PN, AbN, and hypoglossal motor output (HN)] generated by the
model are shown. Drive to the late-E population was set to 0.3, below the threshold for late-
E population activation (see Fig. 18B). To simulate the blockade of inhibition within RTN/
pFRG, the weights of inhibitory synapses in late-E neurons were set to zero during the time
interval between 10 and 17.5 s (indicated by gray area). Removing inhibition evoked late-E
oscillations in both the late-E population in the RTN/pFRG (not shown) and in the model’s
AbN output. The bursts generated were phase-locked to PN oscillations. After inhibition
returned to the previous level (at 17.5 s) AbN activity disappears. (B, C) Experimental
testing of the earlier described modeling prediction. The experiment shown was performed
at normal metabolic conditions with 5% CO2 in the perfusate of an arterially perfused
juvenile rat brainstem-spinal cord preparation. Under control conditions there was no late-E
bursting activity in AbN (see AbN activity in B, left column, and a lack of black circles in C
under “control”). Bicuculline (10 μmol/L), a blocker of GABAA receptor-mediated synaptic
inhibition, was bilaterally microinjected in the ventrolateral (vl) RTN)/pFRG at the time
point shown in C by the vertical dashed line. As seen in B (middle column) and C (black
circles), the application of bicuculline evoked rhythmic late-E activity in AbN phase-locked
with PN bursts. The AbN activity evoked by disinhibition then disappeared with drug
washout (see right column in B and lack of black circles in C, right part). Adapted, with
permission, from reference (200) (Fig. 12).
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Figure 20.
Proposed interactions between Bötzinger-pre-Bötzinger (BötC-pre-BötC) and retrotrapezoid
nucleus (RTN)/parafacial respiratory group (pFRG) oscillators in juvenile/adult mammals in
vivo based on experimental observations and model simulations. Red arrows represent
excitatory influence; blue lines terminated with circles indicate inhibitory influence; violet
arrows indicate metabolic dependence. Under normal metabolic conditions, the RTN/pFRG
oscillator is inhibited by the BötC-pre-BötC core circuit oscillator during both inspiration
[by the inhibitory early-inspiratory (early-I) neurons of pre-BötC] and expiration [by the
post-inspiratory (post-I) neurons of BötC] and remains quiescent. The normal expression of
post-I inhibition requires excitatory drive from the pons (not shown). The RTN/pFRG
oscillator can be activated either by hypercapnia, which directly excites RTN/pFRG
neurons, or by hypoxia/anoxia (or suppression of pontine activity), which reduces RTN/
pFRG inhibition by the BötC-pre-BötC oscillator, or by both of the above metabolic
conditions. When activated, the RTN/pFRG oscillator provides excitation of the BötC-pre-
BötC oscillator and transient inhibition of rVRG premotor neurons, hence increasing the
delay between hypoglossal and phrenic motor discharges. Adapted, with permission, from
reference (200) (Fig. 13).
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Figure 21.
Conceptual and computational model circuits for producing respiratory modulated firing in
nonrespiratory modulated (NRM) tonic neurons due to increased I-Aug neuron activity
following simulated loss of pulmonary stretch receptor (PSR) feedback as would occur
during withholding of lung inflation or after vagotomy. (A) Schematic of the conceptual
model for increased inspiratory modulation of pontine respiratory group (PRG) neurons with
vagotomy via loss of inhibitory “gating” of ventral respiratory column (VRC) inspiratory-
augmenting (I-Aug) neuron excitation. (B) Schematic representation of the change in
modulation of some PRG and raphé neurons observed after vagotomy.
(C) Schematic of an alternative feed-forward inhibitory circuit module embedded in a larger
respiratory network model with PSR inputs similar to the network model shown in Figure 8.
The VRC I-Aug neurons drive, via an efferent copy mechanism (e.g., collateral axons), a
population of tonic neurons and a less excitable phasically active population (Inh) that
inhibits the tonic neurons. Under control conditions, the tonic population includes neurons

Lindsey et al. Page 81

Compr Physiol. Author manuscript; available in PMC 2013 May 17.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



without respiratory modulated activity because of the balanced effects of synaptic inputs
from the I-Aug and Inh populations. (D) Nonrespiratory modulated tonic neurons are
“converted” to a respiratory modulated pattern following simulated vagotomy because of
increased I-Aug population activity and the excitability properties of the Inh population.
Representative traces of firing behavior of individual cells from the three integrate-and-fire
neuron populations represented in C, before (left) and after (right) elimination of pulmonary
stretch receptor feedback. Note the lack of respiratory modulation of the tonic neuron
(NRM) before vagotomy. (E) Spike frequency histograms of model and
electrophysiologically recorded tonic neuron comparing spiking patterns before and after
vagotomy. Gray traces show corresponding phrenic activity to define the inspiratory phase.
Circuit module simulation parameters were as described in Dick et al. (60). Adapted, with
permission, from Dick et al. (60) [Fig 10 and (208), Fig 7].
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Figure 22.
Schematic of a raphé-ventral respiratory column (VRC) circuit model proposed to contribute
to baroreceptor modulation of breathing, and changes in the integrated neuronal discharge
patterns from the model with simulated baroreceptor stimulation. (A) Each neuron
population is represented by a large circle labeled to indicate the corresponding respiratory
modulation (see Table 1 for VRC nomenclature; other abbreviations for raphé neurons: RM,
rostral midline; CM, caudal midline). Arrows indicate firing rate response to elevated
arterial blood pressure in raphé, expiratory-decrementing (E-Dec) and inspiratory premotor
and phrenic motor neuron (I-Aug) populations. Circuit connections were inferred from
cross-correlation analysis of simultaneous multineuronal recordings in the anesthetized cat.
Adapted, with permission, from reference (162) (Fig. 12). (B) The raphé circuits and
connections with the VRC were incorporated into the enhanced ponto-medullary network
model consisting of integrate-and-fire neurons as defined in reference (279) to perform
simulations. Integrated population activity traces (simulated excitatory raphé population and
four VRC populations, including I-Aug neurons as a surrogate for phrenic motor neurons
represented in Panel A) from before and after (red vertical dashed line) baroreceptor afferent
fiber population-mediated perturbation of the raphé populations (n = 100 neurons each).
Note the reduced integrated phrenic discharge amplitude (blue dashed line) and prolonged
expiratory duration. The short green and red arrows highlight the effects of the reciprocal
connectivity between the excitatory RM raphé population and the inhibitory E-Dec-Tonic
population following stimulus onset. Raphé-to-E-Dec and raphé-to-E-Dec-Tonic population
connections were mediated by 100 synaptic terminals; both excitatory [0.2 synaptic strength
(ss)] and inhibitory (0.01 ss) synapses had a 5-ms time constant (tau). The E-Dec-Tonic-to-
raphé connections were also via 100 synaptic terminals (0.001 ss, 1.5 ms tau), as were the E-
Dec-Tonic-to-I-Aug interactions (0.05 ss, 1.5 ms tau). Adapted, with permission, from
reference (166) and unpublished results.
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Figure 23.
Model simulations of cough. Activity profiles of ponto-medullary and motor neuron
populations during eupnea-like and cough motor patterns from the ponto-medullary network
model detailed in Rybak et al. (279). Transformations during simulated cough of the
model’s eupneic activity patterns of pontine neurons, ventral respiratory column (VRC)
inspiratory/expiratory neurons, and respiratory motor outputs (laryngeal, phrenic, and
lumbar) are highlighted with expanded time scale traces at right. Adapted, with permission,
from reference (279) (Fig. 7).
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Figure 24.
Integrated model of brainstem respiratory controller and peripheral gas exchange and
transport. This model incorporates simplified mathematical models of the lungs with O2 and
CO2 exchange and transport processes coupled to a simplified model of the brainstem
respiratory neural control network. The latter is represented by a pre-BötC oscillator (O)
generating the inspiratory rhythm coupled to an inspiratory pattern generator in the rVRG
that transforms the oscillatory drive signal into a ramping activity pattern [Rp(t)] via a neural
integration (leaky integrator) process. The oscillator is modeled by activity-based [A(t)]
descriptions that explicitly incorporate the kinetics of persistent sodium current inactivation
to include a known biophysical mechanism allowing for frequency control by input drives
(g̃t in the model) over a wide dynamic range, as well as multistate behavior (no activity,
oscillations, and tonic activity). The ramp waveform drives the force generator at the level
of respiratory muscles (diaphragm), modeled as a spring excited by an external force that is
proportional to the ramp signal. The lungs are modeled by a single container that has a
moving plate attached to the spring causing changes in the pleural pressure (PL) surrounding
the lungs, which causes the alveolar pressure (PA) to change resulting in air flow in and out
of the lung (the PL and lung volume VA as a function of time are shown at the upper right).
Gas exchange and transport are modeled by a “conveyor” model (top left). The moving
“conveyor” is simulated by reinitializing the values of pc and po [the blood partial pressures
of carbon dioxide and oxygen, respectively (middle top)), every heart beat (for more details
see (12). The values of pc and po at the end of each interbeat interval represent the blood
partial pressures at the end of the capillaries and are denoted by pce and poe, respectively.
These values are updated every heart beat and are used to calculate input drives to the
oscillator and ramp generator (g̃t and K, respectively), which are the two control parameters
in the model described by the feedback functions shown at the bottom left. These functions
are formulated mathematically to represent two different types of feedback controllers
(proportional and proportional plus integral controllers) from standard control theory that
incorporate “error” terms (Erc, Ero, bottom left) and also the model accounts for delays
associated with blood transport and dynamics of chemosensory-related afferent feedback
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signals. Full details of the model system components are provided in Ben-Tal and Smith
(13) (Fig. 1, with permission from Elsevier).
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Table 1

Respiratory Neuron Types and Their Corresponding Terms and Abbreviations Used in Different Models of the
brainstem respiratory network

Category Alternative terms Modifiers Description and properties

I-E/I I-driver; pre-I/I; pre-I (type I) Neurons that start activity at the end of expiration (i.e., prior to the onset of phrenic
nerve discharge), and fire throughout the inspiratory phase. Many of these neurons
are (presumptively) excitatory and are located in the pre-BötC. Some of these neurons
have intrinsic bursting properties in vitro and in situ. These neurons principally differ
from the pre-I (or late-E or biphasic-E—see later) neurons that are inhibited during
inspiration and presumably are located in RTN/pFRG.

I-DEC Early-I Inhibitory/excitatory inspiratory neurons with decrementing firing rate pattern (i.e.,
with spike frequency progressively decreasing during the inspiratory phase)

I-CON I-constant; Const-I Neurons with relatively constant level of firing activity throughout the inspiratory
phase

I-AUG Ramp-I Excitatory inspiratory neurons with an augmenting firing pattern (with spike
frequency progressively increasing during the inspiratory phase)

PB Propriobulbar: axons confined to brainstem

BS Bulbospinal: axons project to spinal cord; may have collateral axons in the brainstem

IE Late-I Neurons whose activity starts in and increases to the end of inspiration, reaches a
peak at the inspiratory-expiratory (-E) transition and then decrements during
expiration

E-DEC Post-I; Dec-E Expiratory neurons (many inhibitory) with decrementing firing rate most active
during the early-expiratory (postinspiratory) interval

-T Decrementing expiratory neurons with a reduced but tonic firing rate during
inspiration

E-AUG Aug-E; E2 Expiratory neurons with augmenting discharge pattern (with spike frequency
progressively increasing during expiration. This category includes both neurons
starting activity from the beginning of expiration and neurons with onset of activity in
the second part of expiration (so-called E2 phase).

Early E-AUG neurons with activity starting with the onset of expiration; also include
E-”constant” firing rate pattern.

Late E-AUG neurons with activity onset delayed and limited primarily to the second half
of the expiratory phase (same as E2).

BS− “Bötzinger” inhibitory neurons; some bulbospinal and may have axon collaterals.

BS+ Excitatory bulbospinal

HT High threshold; e.g., subset of late E-Aug evoked during cough

LATE-E Late-E; Pre-I (type 2); Pre-I* Excitatory neurons that exhibit short activation at the very end of expiration just prior
to the onset of the inspiratory phase (phrenic burst). These neurons are inhibited
during inspiration, but can have a second rebound post-I burst (in this case they are
also called Biphasic-E, see later).
These neurons are presumably located in RTN/pFRG and have been called “pre-I” by
Onimaru and Homma (230); (see later). These neurons also differ from aug-E (E-
AUG) neurons many of which are inhibitory neurons and uniformly have an earlier
onset during expiration.

Biphasic E Late-E (biphasic type) Late-E neurons that typically have a second burst at the beginning of expiration (in
the postinspiratory phase, see earlier text).

Pre/post-I
Pre-I*

*Also called pre-I by Onimaru and Homma (230), some of which exhibit intrinsic
rhythmic bursting properties in vitro [for review see reference (233)].

EI Neurons with peak firing rates at the expiratory-to-inspiratory (E-to-I) phase
transition

NRM (+, −) Nonrespiratory modulated: Neurons without respiratory-modulated activity as judged
by statistical methods; (excitatory or inhibitory, respectively)

PRG I Pontine Respiratory Group, including Dorsolateral pons (dlP) (parabrachial—Kölliker
Fuse regions) with peak firing rates during the second half of the inspiratory phase
and with a generally augmenting activity profile during the phase.
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Category Alternative terms Modifiers Description and properties

PRG E PRG neurons with peak firing rates during the second half of the expiratory phase and
with an augmenting activity profile during the phase.

PRG IE PRG neurons with peak firing rates during the I-to-E phase transition and with a
decrementing activity profile in the latter phase.

PRG EI PRG neurons with peak firing rates during the E-to-I phase transition and with a
decrementing activity profile in the latter phase.

ILM (PCA) Inspiratory laryngeal motoneurons (e.g., posterior cricoarytenoid, PCA)

ELM (TA) Expiratory laryngeal motoneurons, (e.g., thyroarytenoid, TA)

PHR Phrenic motor neuron

EXP MN Lum Spinal (lumbar) motoneurons innervating (abdominal) expiratory muscles

PSR SAR Slowly adapting pulmonary stretch receptors

Pump+/− Neuron in region of nucleus of solitary tract (NTS) excited by pulmonary stretch
receptors during lung inflation, but do not have direct central respiratory drive. Pump
+ neurons are excitatory; Pump− neurons are inhibitory.

RAR Rapidly adapting pulmonary stretch receptors

“Cough” receptors Recently described sensory receptors located in the trachea and larger airways that
have response patterns uniquely suited for the production of cough.

Second-order (cough) Second-order NTS neurons that affect respiratory neurons in both VRC and PRG,
causing reconfiguration of the respiratory network to produce the cough motor pattern

Note that different authors use different nomenclatures for the same neuron types; see Alternative terms.
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