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Abstract
Conformational changes of proteins are involved in all aspects of protein function in biology.
Almost all classes of proteins respond to changes in their environment, ligand binding, and
interaction with other proteins and regulatory agents through undergoing conformational changes
of various degrees and magnitudes. Membrane channels and transporters are the major classes of
proteins that are responsible for mediating efficient and selective transport of materials across the
cellular membrane. Similar to other proteins, they take advantage of conformational changes to
make transitions between various functional states. In channels, large-scale conformational
changes are mostly involved in the process of “gating”, i.e., opening and closing of the pore of the
channel protein in response to various signals. In transporters, conformational changes constitute
various steps of the conduction process, and, thus, are more closely integrated in the transport
process. Owing to significant progress in developing highly efficient parallel algorithms in
molecular dynamics simulations and increased computational resources, and combined with the
availability of high-resolution, atomic structures of membrane proteins, we are in an
unprecedented position to use computer simulation and modeling methodologies to investigate the
mechanism of function of membrane channels and transporters. While the entire transport cycle is
still out of reach of current methodologies, many steps involved in the function of transport
proteins have been characterized with molecular dynamics simulations. Here, we present several
examples of such studies from our laboratory, in which functionally relevant conformational
changes of membrane channels and transporters have been characterized using extended
simulations.
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Introduction
Transport across the cellular membrane constitutes one of the most fundamental and highly
regulated processes in all living organisms. This basic function is mainly carried out by
membrane proteins acting as molecular machines which are broadly known as membrane
channels and transporters. The opening and closing of membrane channels involve large-
scale protein conformational changes and are regulated by various signals in the cell,
including ligand binding, membrane electrical potential, or mechanical stress. Once opened
in response to such stimuli, membrane channels allow passive diffusion of their substrates
through selective pores from one side of the membrane to the other, along the concentration
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gradient. Active membrane transporters, on the other hand, couple various sources of
cellular energy to vectorial translocation of their substrates, often against the chemical
gradient (pumping). This coupling requires a much more complex architecture and
mechanism, and, thus, membrane transporters are significantly slower and mechanistically
more complex than channels. While the energy is provided by ATP in primary transporters,
secondary transporters couple substrate transport to co-transport (symport or antiport) of
ionic species (most prominently H+ and Na+ ions). The transport cycle in membrane
transporters is composed of many steps, most of which involve significant protein
conformational changes whose nature and magnitude are largely unknown and often
difficult to characterize experimentally.

Protein conformational changes are, therefore, central to the function of membrane channels
and transporters. The dynamics of these proteins have diverse scales, ranging from localized
side-chain conformational changes, to loop flipping motions, and up to extensive
subdomain/domain structural transitions. In channels, such protein conformational changes
constitute the mechanism of gating (response to signal), and the process of substrate
conduction itself usually does not involve significant protein motions. In active transporters,
on the other hand, protein conformational changes of various forms and magnitudes are an
integral part of the transport process. Molecular dynamics (MD) simulation offers a method
with sufficient temporal and spatial resolutions to characterize functionally relevant
molecular events in proteins. Several such motions in membrane channels and transporters
have been successfully captured through simulations.1–14

For transporters, a general mechanistic model named the “alternating-access mechanism”
has been proposed.15 This model ensures that the substrate is only accessible from one side
of the membrane at a given time, thus, preventing the formation of a leak (a channel-like
structure that would allow the free diffusion of the substrate from one side to the other)
during the transport cycle. The alternating-access model, requires at least two major
conformational states of the protein, namely, the inward-facing (IF) and outward-facing
(OF) states, whose inter-conversion switched the substrate accessibility from one side of the
membrane to the other (Fig. 1). The complete transport cycle could involve many other
intermediate states; for instance, it is known in many transporters that the IF state can exist
in either open (IF-o) or occluded (IF-occ) states. The same applies to the OF state.
Unfortunately, for most transporters, only one conformational state has been characterized
structurally. The other states, and the conformational changes involved in their transitions,
therefore, have to be studied using other methodologies that would yield a dynamical
characterization of the process in these complex proteins.

The size and complexity of the function of membrane transport proteins pose a great
challenge for computational studies. Simulation of membrane channels and transporters also
requires the inclusion of the embedding lipid bilayer, water and ions explicitly in the system.
This often results in very large system sizes, in the range of 100,000 – 500,000 atoms, which
can be computationally prohibitive. More importantly, characterizing the complete transport
cycle in transporters and the entire gating motion of channels would require simulations on
the order of at least μs-ms time scale, which are currently not possible. Despite these
technical limitations, recent computational studies have demonstrated that extended, large-
scale MD simulations of membrane transporters and channels can be very effective in
describing some molecular events and processes involved in the function of these
proteins. 3–14, 16–29 These studies show that simulations can, indeed significantly advance
our understanding of the molecular mechanism of activation/deactivation in channels, and
energy coupling and transport phenomena in transporters.
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In this review, we use four systems, viz. acid sensing ion channel (ASIC), an ATP-binding
cassette transporter (ABCT), glycerol-3-phosphate transporter (GlpT), and glutamate
transporter (GlT), to showcase the results of application of MD simulations to membrane
channels and transporters (Fig. 2). In all these systems, the system setup uses experimentally
solved, atomic-resolution protein structures, while water, lipid (membrane), and ions are
added by modeling. The program NAMD230 was adopted for the reported simulations. The
system temperature is maintained at 310 K via Langevin dynamics with a damping
coefficient, γ, of 0.5 ps−1. The pressure is maintained at 1 atm using the Langevin Nosé-
Hoover method. 31, 32 These simulations employ Particle Mesh Ewald (PME)33 for
calculation of long-range electrostatic forces without truncation. Missing parameters and
topology files for ligands are included either by adopting similar parameters from the
available force field or by quantum mechanical calculations in a manner consistent with the
employed force field. The simulations involve a brief initial equilibration period, wherein
the lipid tails are allowed to “melt”, while the lipid head groups and the protein are held
constrained. This is followed by an unconstrained equilibration of the lipids and the protein,
after which the area of the lipid bilayer is held constant. This is done to prevent excessive
shrinking of the lipid bilayer, which may affect the intrinsic motion of the protein. The
initial equilibration period typically ranges between 1–5 nanoseconds (ns), while the
production simulations are carried out for 50–100 ns. As will be demonstrated, these time
scales are able to capture fast motions such as water and ion diffusion, as well as side chain
re-orientations and loop movements, and, in some cases, larger conformational changes such
as domain motions.

1 H+-Induced Gating of Acid Sensing Ion Channels
Acid sensing ion channels (ASICs) are pH sensors present in cell membranes in the nervous
system of mammals. When the pH outside the cell shows a transient drop, these channels
open in response, and allow cation (mainly Na+) influx into cells. Such pH drops are
associated with perception of pain (nociception), cell signaling, and other important
processes. ASICs are, thus, implicated as drug targets for treatment of pain and neurological
disorders such as Alzheimer’s disease and multiple sclerosis, and also associated with key
functions such as learning, memory, and mechanosensation.34–42

The presence of pH sensors in neurons was first detected by Krishtal and Pidoplichko37, 43

and these were subsequently cloned and characterized.34, 44–46 The sensors were identified
as being pH-gated cation channels, belonging to the degenerin/epithelial (DEG/ENaC)
sodium channel family34, 35, 45 which also include channels responding to mechanical
stimuli or peptide binding. Detailed characterization of ASICs has revealed six ASIC
isoforms. These isoforms can form homo- and heteromeric channels distributed in the
mammalian nervous system and differ in their pH sensitivities and activation and
desensitization patterns.47, 48 Structural determinants for these differences in behavior have
not yet been assigned, but it is reasonable to assume that it is due to differences in the
composition of pH sensing regions in these proteins. Though several mutagenesis
experiments, functional studies as well as a computational study10, 49–54 have examined the
involvement of a group of residues in channel activation, the complete set of residues that
bind H+, and hence sense the pH, has not been determined. Also, the exact mechanism of
ASIC channel function remains unknown, though several hypotheses based on structural and
functional studies have been presented.54–57 The answers to these interlinked questions may
be revealed upon characterization of the dynamic structural (conformational) changes upon
H+ binding.

Crystal structures of only one member of the DEG/ENaC family are known, that of chicken
ASIC1 at a resolution of 1.9 Å, for a truncated inactive form (ΔASIC1) 54 and 3 Å, for the
functional channel.57 The crystal structures reveal ASIC1 to be a homotrimer. As seen in
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Fig. 3, each ASIC monomer has a large extracellular domain, connected to two
transmembrane helices each. The N- and C- termini of each monomer are on the cytosolic
side, but are not resolved in the crystal structure. The ΔASIC1 structure carries a high
overall negative charge (−52) and has 176 acidic (aspartate and glutamate), 124 basic (lysine
and arginine) and 15 histidine residues distributed on the surface as well as in the interior of
the protein. The structure thus contains several possible H+ or cation binding sites. The
extracellular domain in each monomer appears “stapled” by seven disulphide bonds formed
by highly conserved cysteine residues in each monomer, of which five lie on a domain
referred to as the “thumb domain” (Fig. 3). The monomers arrange to form a “tree-like”
trimer, with the six transmembrane domains forming the “trunk”. The structure shows
interesting cavities, notably, an “acidic pocket”10, 54 near the thumb domain and an “inner
chamber” on the three-fold axis of symmetry, both with several negatively charged residues
(Fig. 3). Mutagenesis experiments have reported the participation of “acidic pocket”
residues in H+ sensing.50, 54 A computational study by our group detected persistent cation
binding in the “inner chamber” and proposed it to be a temporary reservoir of ions that may
diffuse to the pore of the channel.10 Another interesting structural feature of ASIC is the
possible portals near the channel pore formed between monomers, which may serve as entry
points for ion access to the pore (Fig. 3).

ASIC function involves cycling between three main states (Fig. 4). In its resting state at
physiological pH, the channel is closed and non-conducting. When the extracellular pH
drops, the channel is activated by H+ binding, and moves to the open state. If low pH
persists, the channel moves to the desensitized state, where the ligand remains bound but the
channel is non-conducting. When physiological pH is restored, the channel returns to the
closed state. The crystal structures54, 57 are reported in the desensitized state, hence
structural information about the open and closed states and the transitions between these
states is limited.

Previously proposed hypotheses represent differing views on the extent of conformational
changes involved in ASIC function. An earlier model proposed minimal conformational
changes in the protein, presenting removal of channel block as the activation mechanism.55

It is well-established that ASIC activity is modulated by the concentration of extracellular
Ca2+.43, 46, 47, 58 and it was proposed that ASIC gating involves simple displacement of Ca2+

ions which are known to bind to and block the pore, by H+ at low pH conditions.55

However, subsequent studies based on kinetics of ASIC activation favored an allosteric
mechanism.56 It was proposed that displacement of Ca2+ by H+ induced conformational
changes linked to channel gating.54, 56 Large conformational changes have also been
implicated in the open-to desensitized-state transition in a separate study on ASIC3.53 Based
on these studies, a mechanism has been discussed for ASIC function. It was proposed that
acid sensing involves residues in the “acidic pocket”, which are protonated when the pH
drops. This induces a bending-away of the “thumb domain”, which forms part of this acidic
pocket. This motion transfers its effect to the transmembrane helices, via a coupling loop,
which lies at the hinge region between the extracellular and transmembrane domains. This
finally results in transmembrane helix movement that opens the channel.54 Preliminary
analysis of large-scale motions in ASIC indicate that such extracellular-vs-transmembrane
motion is plausible (Shaikh and Tajkhorshid, unpublished results). A recent computational
study also proposes a similar mechanism, though they argue that it is not the bending away
of the thumb domain, but rather, its increased attraction with a neighbouring domain, that
induces this cascade of motions.59 However, the exact mechanism has not yet been
confirmed through any extensive structural or functional analyses.

A series of MD simulations were carried out to describe conformational changes associated
with ASIC function.10 During system design for these simulations, the aim was to mimic
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possible open, closed and desensitized states of ASIC1. For this, a set of residues which had
been proposed in earlier studies to form part of the H+ sensor on ASIC, were protonated or
deprotonated. Lipids, water and ions were explicitly included in the setup (Fig. 3). Apart
from conformational changes, other potential cation and ligand (H+) binding sites of the
protein were also examined using Na+ or Ca2+ localization patterns. These simulations were
designed to provide dynamic information, not only about which regions of the protein could
be directly involved in the coordinated motion of the extracellular and transmembrane
regions, but also on other aspects of channel function, such as acid sensing and gating.

The simulations revealed several pairs of acidic residues where Na+ or Ca2+ ions localized.
Influenced by the presence of bound ligand (H+) or cation(s), these sites exhibited local
conformational changes. For these residues, the extent of motion was measured as root mean
squared deviations (RMSDs) from the original crystal structure (Fig. 5a). Of the five
systems studied, three systems were designed (numbered 1, 3, 4) to represent the H+ bound
i.e. desensitized state, and two were designed (numbered 2 and 5) as H+-free i.e. closed
state. It was observed that the RMSDs were larger in the closed-like systems, compared to
the desensitized-like systems, expectedly, since the crystal structure is reportedly in the
desensitized state.

Local conformational changes observed in the “acidic pocket” hinted at some mechanistic
details of channel activation. Six acidic pocket residues have been proposed to participate in
acid sensing from mutagenesis studies50, 54, hence some or all of these residues were
modeled as H+-bound (uncharged) to mimic the desensitized state. In this region of the
protein, which is distant from the transmembrane region, it is expected that the open state is
similar to the desensitized state, since both are ligand-bound states. To mimic the closed
state, these six acidic pocket residues were modeled as H+-free (charged). Upon simulation
it was observed that the acidic pocket structure is closely maintained when the ligand (H+) is
bound (desensitized/open-like state), but is perturbed when the acidic residues are ligand-
free (closed-like state) (Fig. 5b). Also, multiple cation binding was observed in the pocket in
the closed-like state. This indicates that substitution of cations by H+ in the acidic pocket
results in the local structure to adopt the desensitized/open-like form.10 This is consistent
with earlier experimental hypotheses where it was proposed that H+ displaces bound Ca2+

resulting in conformational changes involved in channel opening.56

Structural fluctuations in the “inner chamber” provided the first hints at a possible role of
this chamber in channel function. In the closed-like systems, where all acidic residues are
uncharged, the highly acidic inner chamber, expands possibly due to repulsion among the
acidic residues (Fig. 5c). However, this effect was reversed when cations entered the
chamber. Also, in the open/desensitized-like systems, some of these acidic residues were
uncharged. Thus, this suggests that cations or H+ are required to maintain the structure of the
chamber. Na+ ions access the acidic inner chamber in the protein which Ca2+ does not enter,
and the chamber may be a temporary reservoir for Na+ with possible access to the
transmembrane pore in the open state of the channel.10

Movement of the “thumb domain” captured in the simulations, provided hints about the
response of the extracellular domain to cation/H+ binding. Ca2+ binding was observed to
cause three pairs of surface acidic residues, which were initially distant, to move together
and form a cation binding pair. This motion is associated with significant slanting of the
thumb domain. This was an effect not observed with Na+. This observation strongly
suggests that substitution of bound Ca2+ in this area, by H+, would result in movement of the
thumb domain. This is consistent with experimental observations of Ca2+ displacement by
H+ being important for channel function.54, 56 Also, movement of the thumb domain has
been proposed in hypotheses on channel function.54, 59 Thus, this observation from the
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simulations is particularly notable since it connects cation/H+ binding to the acidic pocket
with conformational change in the extracellular domain.

These simulations were, thus, able to capture the dynamic behavior of ASIC, and its initial
response to change in protonation state within a short time span of 50 ns. While diffusion of
Na+ and Ca2+ ions is fast enough to be described well at these time scales, the
conformational changes in the protein can only be described partially. Despite this
limitation, simulations have provided deep insight about the effect of protonation on the
putative acid-sensing sites, the response and movement of the extracellular domain, and
have even revealed yet-unknown cation localization sites.

The use of molecular dynamics simulations in studying ASIC mechanism is clearly
promising. The description of larger motions such as extracellular-vs-transmembrane
motion, pore opening/closure etc., require studies at longer time scales or with more
advanced simulation techniques. Recent technological advances resulting in increased
computational power, and developments in simulation methodologies, are now making it
possible to monitor conformational changes at longer time scales and hence MD simulations
may now be employed to test several hypotheses about channel behavior.

2 ATP-Induced Conformational Changes in ABC Transporters
ATP-binding cassette (ABC) transporters are ATP powered transporters ubiquitously
expressed in all life forms. At least four basic building blocks are required for a functional
ABC transporter, two transmembrane domains (TMDs) providing the physical pathway for
the substrate permeation, and two nucleotide binding domains (NBDs) located at the
cytoplasmic side of the transporter, and serving as the motor to drive the transport (Fig. 6).
ABC transporters can function as importers or exporters, with members in the importer
family equipped with an additional substrate binding protein (BP) bound to the extracellular
side of the transporter (Fig. 6).

ABC transporters are powered by the two highly conserved NBDs, regardless of their
function as importers or exporters, and despite the completely distinct structures of their
TMDs (which is different even among importers). The NBDs bind and hydrolyze ATP to
provide energy to drive the transport. In response to ATP binding and hydrolysis in the
NBDs, the substrate accessibility of the TMDs is switched between either opening toward
inside or outside the cell (alternating access model, refer to Fig. 1).

Several crystal structures of intact ABC transporters have been reported in recent years60–71

(for a list of crystal structures of ABC transporters, refer to Moussatova et al.72). Several
aspects of the transport mechanism in ABC transporters have been revealed by these
structures, as well as those on isolated NBDs of various ABC transporters. Based on these
structural studies, a universal mechanism of transport has been proposed, despite different
structures and directions of transport.73–78

The general scheme of alternating access model for all transporters (Fig. 1) also applies to
ABC transporters. When ABC transporters are not bound by a nucleotide, the central
opening of the TMDs, where the substrate translocates across the membrane, is accessible
from the cytoplasmic side and completely sealed from the extracellular/periplasmic side. In
this nucleotide-free configuration, the NBDs appear as separate monomers (open dimer).
This conformational state is therefore termed “the resting state”. Upon ATP binding, the two
NBDs associate with each other to form a nucleotide-sandwiched, closed dimer (Fig. 6),
which renders the TMDs open toward outside the cell. After ATP hydrolysis in the NBDs,
they separate from each other and the transporter returns to the resting state. While substrate
transport occurs during the transition between different conformational states of the TMDs
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(outward-facing or inward-facing), the transport process is controlled by the dimerization
states of the NBDs, which in turn is determined by the nucleotide species that is bound
within the active sites at the NBD dimer interface. In other words, the transport mechanism
is a conformational inversion of the TMDs controlled by the nucleotide binding and
hydrolysis in the NBDs, through the conformational coupling between the TMDs and the
NBDs (Fig. 6).

The molecular motions of ABC transporters have been demonstrated in MD simulations in
several studies. Using the crystal structure of the isolated NBD dimer of maltose transporter,
which was trapped in a conformation between the closed and open forms (termed “the semi-
open form”), it has been established that the semi-open NBDs tend to open to a greater
degree in their nucleotide-free form, while docking ATP into the active sites results in the
closing movement of the NBD dimer.79 In the simulation of another ATP-bound NBD
dimer, it was found that the dimer also separates when the two bound ATP molecules are
replaced by ADP.80 In addition, MD simulations of full ABC transporters have been
reported. One successful case was to combine perturbed anisotropic network model and
essential dynamics sampling to predict the large-scale relative motions between the NBDs
and the TMDs in a vitamin B12 transporter.81 Another attempt simulating the vitamin B12
transporter in full atomic models suggested that the transporter operates through an
asymmetric manner.82 Moreover, the coupling mode between the NBDs and the TMDs in
one type of ABC transporters has been investigated with normal mode analysis of the
reduced models (anisotropic network model, ANM) of the vitamin B12 transporter and one
of its homologs.83, 84

Biochemically, it is known that ATP hydrolysis triggers the conformational transition of the
NBDs between the closed and open states. This is exemplified by the comparison of the
structures of some NBDs in the ATP-bound form,85–88 and in the ADP-bound form.88–90

The nucleotide-dependent NBD arrangement is further supported in almost all crystal
structures of intact ABC transporters, as the NBDs in the ATP-bound state are always found
to exist along with outward-facing TMDs.63, 75 However, several processes may be involved
in the transition between the ATP-bound and the ADP-bound states, including the hydrolysis
reaction itself, and the dissociation of hydrolysis products, e.g., the inorganic phosphate (Pi),
in addition to the rearrangement of the NBD dimerization state. The exact sequence of these
events is not apparent from the crystal structures. Furthermore, the NBD dimer provides two
active sites for ATP binding and hydrolysis, but whether ATP hydrolysis at both sites is
required to induce dimer opening, or whether the two active sites take turns to convert ATP
into ADP-Pi, remain unclear. To address these questions, it would be difficult to use
traditional experimental approaches due to their limited temporal and spatial resolutions.
Molecular dynamics simulations can serve as a tool to provide mechanistic details involved
in the transition between different conformational states.

Using the crystal structure of the ATP-bound, dimeric NBD of the maltose transporter
(MalK, PDB entry 1Q1286), four simulation systems were constructed with all possible
nucleotide-bound states, namely ATP/ATP, ATP/ADP-Pi, ADP-Pi/ATP, and ADP-Pi/ADP-
Pi..91 To simulate the effect of ATP hydrolysis, the bound ATP was converted as ADP-Pi in
either or both of the active sites, with the Pi occupying the position of the γ-phosphate of the
ATP molecule. Each of the four systems was simulated for at least 70 ns after initial
equilibration in order to capture conformational changes under different nucleotide
conditions.

The results of the simulations show that the closed dimer can only exist when both active
sites are occupied by ATP (Fig. 7b), and that hydrolysis in one or both of the two active sites
is able to induce the opening of the NBD dimer. Therefore, it is proposed that despite the
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existence of two active sites, one ATP hydrolysis is sufficient to trigger the transport
mechanism. Moreover, since the ADP-Pi molecules in the post-hydrolysis systems all
maintain their association with the binding sites over the entire simulation time span, the
dimer opening is proposed to not require the dissociation of hydrolysis products. That is, the
opening of the NBD dimer is a direct effect of the ATP hydrolysis, i.e., conversion of ATP
to ADP and Pi. This implies that the product dissociation occurs later during the transport
cycle after the NBDs have separated from each other.

Comparing the three simulation trajectories containing post-hydrolysis active sites, it can be
concluded that there is a delay between the ATP hydrolysis event and the opening of the
active site at the dimer interface. However, there is no definite time between the two events
(Fig. 7b). Also, hydrolysis reaction in one active site can result in the opening of any of the
two active sites. The uncertainty in the time and location of the dimer opening after
hydrolysis reaction indicates that the dimer opening is a stochastic process.

In the ATP-bound NBDs, the molecular interactions holding the two monomers together are
solely mediated through ATP, especially the hydrogen bond network around the γphosphate
that connects to both NBD monomers. Thus, ATP hydrolysis results in separation of the γ-
phosphate of ATP from the β-phosphate, and, breaking the hydrogen bonds connecting to
the NBD monomers. Therefore, the effect of ATP hydrolysis is simply to destabilize the
dimer interface to allow the fluctuations of the protein and the nucleotides to break up the
hydrogen bond network essential to the dimeric structure and result in the dimer opening.
Because simultaneous rupture of several hydrogen bonds is required to open the NBD
dimer, the NBD opening can only be captured in extended simulations.

Moreover, due to the stochastic nature of the hydrolysis-induced conformational changes,
the systems require a certain amount of time (on the order of tens of nanoseconds in this
case) to develop the opening event. Insufficient temporal coverage will result in incomplete
conformational sampling, and failure in capturing the major events reported here.

With an increasing number of the crystal structures of intact ABC transporters being
reported in recent years, as well as the rapid advances in computational algorithms and
growing computational resources, we expect to be able to simulate intact ABC transporters
in full atomic representation in explicit membrane/solution systems, up to a microsecond
time scale. Such large scale, extended simulations continue to focus on mechanistic details
of the transport cycle that are not readily resolved with experimental approaches, especially
where dynamic processes and localized conformational changes within the systems are
involved. It is therefore foreseeable that simulation approaches might be adopted to address
some of the following questions for ABC transporters: what are the structural transitions
between different conformational states and whether additional functionally relevant
conformational states, e.g., outward-occluded or inward-occluded states, are involved in the
mechanism; how does the substrate enter and leave the transporter during the transport cycle
and how do they regulate the ATPase activity of the NBDs; and more importantly, how do
the different domains couple to one another to yield various functional states involved in the
transport cycle.

3 Substrate-Induced Rocker-Switch Motion in GlpT
One of the common strategies to account for the necessary free energy of transporting a
molecule across the membrane against its concentration gradient is coupling the process to
the transport of another molecule down its concentration gradient. This strategy is adopted
by secondary active membrane transporters to accomplish their tasks. The largest and the
most diverse group of secondary active membrane transporters, are the major facilitator
superfamily, accounting for ~25% of all identified prokaryotic membrane transport proteins.

Shaikh et al. Page 8

J Comput Theor Nanosci. Author manuscript; available in PMC 2013 May 22.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Found ubiquitously in all three kingdoms of life, MFS contains a large number of medically
relevant transporters.92–94 Despite the significance of this superfamily, atomic resolution
structures have been reported only for four of its members95–101, due to technical difficulties
associated with the crystallization of membrane transporters.102 One of the available MFS
structures is that of glycerol-3-phosphate transporter (GlpT) from E.coli.95, 102, 103 GlpT is a
member of organophosphate: phosphate antiporter family92–94, which facilitates the uptake
of glycerol-3 phosphate (G3P) using inorganic phosphate gradient (Pi). 104–108 G3P is an
essential molecule, which partakes in biosynthesis of phospholipids, the building blocks of
the biological membranes, in addition to entering glycolysis metabolic pathway as an
intermediate.109 The antibiotic fosfomycin, which bears a phosphate moiety and is
structurally similar to G3P, was also shown to leak into the cell through GlpT.110–112 The
structure of GlpT has served as a valuable model not only due to its role in nutrient uptake
and antibiotic resistance, but also as a template to model its medically important eukaryotic
MFS homologs.109, 113–116

GlpT shares a similar topology with other MFS transporters (Fig. 8a). The twelve
transmembrane α-helices that compose GlpT are organized into two six-transmembrane
helix bundles forming the N- and C-terminal halves (Fig. 8a). The N- and C-terminal halves
connected by a loop unresolved in the crystal structure exhibit a pseudo-twofold symmetry
with weak sequence homology.95, 109, 117 The inward-facing (IF) crystal structure features a
lumen opening to the cytoplasm between the two halves. The apex of the lumen is conferred
positive charges by two arginine residues (R45 and R269) which were suggested to
constitute the putative substrate-binding site (Fig. 8b). Moreover, a highly conserved
histidine residue (H165) located between the arginines has been proposed to be involved in
substrate binding. Substrate-induced protonation of this histidine has been suggested as a
possible trigger in the mechanism of the transporter.95, 109, 117 Several mutagenesis
experiments, performed on GlpT118 and on its close homolog UhpT (hexose-6-phosphate
transporter)95, 119, support the involvement of these residues in binding.

Based on the crystal structure of the IF state of GlpT, an “alternating access mechanism”
(Fig. 1)120, in which the accessibility of the binding site from the two sides of the membrane
is controlled through “rocker-switch ” type of conformational changes, was proposed (Fig.
8c).95, 109, 117, 121 It was proposed that Pi binding to the IF state of GlpT results in a series of
conformational changes (predominantly internal helix motions122 and relative rigid rotation
of the N- and C-terminal halves123), which close the cytoplasmic side and open the
periplasmic side. Pi is, then, replaced in the outward-facing (OF) state by G3P taking the
protein back to the starting configuration.95, 109, 117, 121 Since substrate binding is rapid, the
rate limiting step in the transport is suggested to be large scale conformational changes
involved in transition between IF and OF states.124 The role of substrate binding in this
process appears to be lowering the activation energy of interconversion between the IF and
OF states, through a mechanism in which the substrate pulls together the two arginines in
the binding site (R45 and R269) (Fig. 8b), thus, bringing the N- and C-terminal halves
together.95 A recent modeling study123 suggested that ~10 degrees of rigid rotation of each
of the two halves, might be sufficient to obtain a functional state.94, 95, 109, 121

Despite the immense amount of information provided by the GlpT crystal structure95, the
absence of bound substrates in the structure prevented complete insight into the molecular
details of substrate binding and the transport mechanism. MD simulations have been
recently applied successfully to characterize the interactions between transporters and their
substrates and functionally relevant dynamics.125 In an effort to identify the binding site of
GlpT and its conformational response to substrate binding, a set of simulations were
performed on a membrane embedded GlpT in the presence of its natural substrates
(monovalent or divalent Pi and G3P)9, 126. The simulations allowed identification of the
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substrate-binding site9, and revealed substrate-induced conformational changes in line with
those expected from the rocker-switch model, i.e., closing at the cytoplasmic side of the
lumen and reorganization of the periplasmic salt bridges.126

The model used for the simulations consisted of crystal structure of GlpT, embedded in a
lipid bilayer, solvated and neutralized with Na+ and Cl− ions (Fig. 2). The substrate binding
simulations were set up, in which the substrate was placed initially at the cytoplasmic mouth
of the lumen in different simulations (Fig. 9a). GlpT was also simulated in the apo state to
distinguish between the substrate-induced and random structural changes. This design not
only minimizes the bias in determination of the binding site, since the substrates are allowed
to diffuse into the binding site freely, but also allows the identification of the translocation
mechanism, i.e., the sequence of contacts between the substrate and the protein.

All simulations revealed similar substrate translocation pathways inside the lumen and a
common final binding site at the apex of the lumen. Spontaneous substrate binding is usually
difficult to achieve in MD simulations given the time scale required for the process events
are usually far beyond those accessible by MD. In GlpT, however, due to the presence of a
strong luminal electrostatic potential and small size of the substrates, we were able to
capture rapid spontaneous recruitment by GlpT. This observation is also in concordance
with the kinetic data, which suggested substrate binding in GlpT is a rapid event.124 The
observed spontaneous substrate binding involves two major steps: rapid recruitment of the
substrate from the cytoplasmic inlet to the apex of the lumen facilitated by side chain
motions of some residues inside a relatively rigid structure, followed by helical and side
chain conformational changes in the protein while the substrate is coordinated stably by the
binding site residues.

Small scale conformational changes were revealed to be important for substrate binding,
from these simulations. Side chain motion of a highly conserved lysine (K80) that lines the
lumen to be the key structural element in the recruitment of the substrate to the binding site.
The main role of this lysine appears to be “fishing” the substrate from the entrance of the
lumen and escorting it to the apex. K80, then, yields the substrate to one of the putative
binding site arginines, R45 (Fig. 8b). Side chain motion of K80 while escorting the substrate
to the apex of the lumen is the first important substrate induced conformational change.

These simulations also revealed the binding site of the substrate. Once K80 delivers the
substrate, R45 tightly holds it in a “cage” formed by three tyrosine residues (Y38, Y42,
Y76), which coordinate the phosphate moiety of the substrate with their hydroxyl groups
(Fig. 9b). The function of tyrosine residues were originally thought to be limited to
stabilization of the basicity of the lumen, but our simulations revealed that they are directly
involved in substrate binding.94, 118 In the bound state, H165 also directly coordinates the
substrate via hydrogen bonds. Interestingly, despite the position of R269 being symmetrical
to R45, our simulations does not reveal any direct interaction between R269 and the
substrate (Fig. 9b). Indeed, the mutagenesis experiments on binding site residues (R45, K80,
H165, R269) reveal that only R45K mutation results in complete loss of binding in GlpT.
R269K still retains the ability to bind with significantly reduced affinity.118 Our simulations
further underline the functional difference between these two arginines. It is highly likely
that R269 is involved in binding and transport in later stages.

While substrate recruitment (binding) is accompanied only with small scale conformational
changes on the side-chain level, the bound substrate induces large scale helical
conformational changes that are in line with the proposed rocker-switch mechanism over a
longer time period. Thus, these simulations revealed that substrate binding induces closure
of the cytoplasmic mouth of the lumen (Fig. 10b). Although the observed closure is
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incomplete, it is reproduced in all of the substrate binding simulations, while absent in the
apo simulation. The closure is mainly due to cytoplasmic ends of helices 5 and 11 (Fig. 10a)
approaching each other (Fig. 10c). This observation is in line with the proposed rocker-
switch mechanism and describes the initial events in the formation of an occluded state via a
rocker-switch mechanism.

The substrate-induced closure predominantly takes place much below the substrate binding
site indicating that it is due to collective motion of the helices. Analysis of the simulation
trajectories show that the helix motion is accompanied by the restriction of rotational
freedom of H165 side chain, one of the residues in the identified binding site. In all the
cases, the phosphate moiety confines the histidine side chain parallel to the plane of the
membrane, whereas it can rotate freely in the absence of the substrate. It appears that H165,
which is on helix 5, might act as a “pivot” for rotation of helix 5. Concordantly, when these
helices were simulated individually in the membrane, it was seen that helix 5 and 11
exhibited the highest flexibility.122

Substrate binding also affects a periplasmic salt-bridge network which has been implicated
as a switch in the rocker-switch mechanism118 of GlpT through side chain conformational
changes of another conserved lysine residue (K46) and the binding-site histidine residue
(H165). The salt-bridge network is composed of charged residues that link the N-and C-
terminal halves (interdomain salt bridge) and those that are in the C-terminal half
(intradomain salt bridge). The interdomain salt bridge is formed by a positively charged
lysine (K46) on the N-terminal half interacting with either an aspartate (D274) located
toward the periplasm or a glutamate (E299) near binding site on the C-terminal half (Fig.
10d). The same glutamate (E299) also forms the intradomain salt bridge with the putative
binding site arginine (R299). These salt-bridges are thought to hold the N- and C-terminal
halves of GlpT together, and their reorganization might act as a switch in the rocker-switch
mechanism.94, 95, 118 All the residues except R269 are shown to be necessary for transport
but are not directly involved in substrate binding.118 Simulations reveal side chain structural
changes that reorganize the salt bridge network upon substrate binding.

The effect of the substrate on the interdomain salt bridge is mainly altering the side chain
length of the lysine residue on the N-terminal domain. It indeed appears that the two
negatively-charged residues on the C-terminal domain form two static charged spots,
between which the lysine residue alternates. Substrate binding results in the extension of the
lysine side chain, which seems to favor the K46–E299 salt bridge (Fig. 10d). On the other
hand, the K46 side chain is compact in the apo state which favoring the K46–D274 salt
bridge. This phenomenon is directly related to the electrostatic interaction between the
substrate and K46, since the extension of the side chain of lysine depends on the titration
state of the substrate, i.e., while the lysine side chain manifests similar extension in G3P2−-
and Pi

2−-binding simulations, it adopts a shorter side chain conformation in Pi
−-binding

simulation and even shorter in the apo state simulation (Fig. 10d).

The intradomain salt bridge (R269–E299) is stabilized by substrate binding indirectly
through substrate-induced confinement of rotation of H165 side chain. It appears that as
long as the hydrogen bonds can be maintained between R269 and H165, R269–E299 salt
bridge can be stabilized. The side chain conformation that the substrate holds H165, i.e.,
parallel to the plane of the membrane, is ideal for hydrogen bond formation between the two
residues.

The effect of substrate on the periplasmic interface might indeed be to destabilize and result
in peeling of the tight junction between the two halves during the process of rocker-switch
mechanism. Although our results do not provide direct evidence for salt-bridge
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reorganization resulting in destabilization of the interfacial interactions, they definitely
indicate that the design of the transporter (the proximity of K46 to the binding site) allows
the substrate manipulate distant interactions through K46 and H165.

The simulations captured the spontaneous binding of the substrate into the binding site along
with associated structural changes. Substrate recruitment is facilitated by side chain motion
of K80, which acts like a “fishing hook”. K80 delivers the substrate to R45, which keeps the
substrate in a cage-like binding pocket formed by three tyrosine residues (Y38, Y42, and
Y76). While H165 is also involved in the coordination of the phosphate moiety, the arginine
on the C-terminal half (R269), which was suggested as a part of the putative substrate-
binding site, does not form any direct interaction with the substrate. Moreover, capturing
substrate binding allowed us to identify conformational response of GlpT to substrate
binding and how it departs from the crystal structure. One of the significant conformational
responses of GlpT to substrate binding is the partial closure of the cytoplasmic mouth of the
lumen. The closure is determined mainly to originate from movement of helices 5 and 11
towards each other below the plane of the binding site. The other major affect of substrate
binding appears to be on the periplasmic salt bridge network. Substrate binding results in
extended conformation of the K46 side chain, and restriction of rotational freedom of H165
side chain resulting in reorganization of the interactions on the periplasmic side.

4 Extracellular Gate in Glutamate Transporter
Communication between neurons in the central nervous system is accomplished primarily
by neurotransmitters. These chemicals are released into the synaptic cleft by presynaptic
neurons in response to electrical activities, then detected and converted back into electrical
signals by postsynaptic neurons. In order to maintain recurrent and selective signaling, the
neurotransmitters must be rapidly removed after release.127, 128 Glutamate is the
predominant excitatory neurotransmitter in the central nervous system that plays critical
roles in fundamental processes such as learning and memory.129 Glutamate transporters
(GlT) are membrane transporters in neurons and glial cells that catalyze the uptake of the
neurotransmitter glutamate from the synapses.130, 131 The GlT family includes five human
Excitatory Amino Acid Transporter (EAAT) subtypes, two neutral amino acid transporters,
and a large number of bacterial amino acid and dicarboxylic acid transporters.132, 133

Malfunction of these transporters has been implicated in several neurodegenerative diseases,
such as schizophrenia,129 Alzheimer’s disease,133 Huntington’s disease,134 and
Parkinsonism-dementia complex.135

GlT belongs to the family of secondary membrane transporters, which couple “uphill”
translocation of the substrate across the membrane to the energetically favorable flow of
ions down their concentration gradient. By coupling to the co-transport of three Na+ and one
H+, and the counter-transport of one K+, mammalian GlT transports one negatively charged
glutamate across the membrane during each transport cycle.136–139 In contrast to the
mammalian GlT, substrate transport in the bacterial homolog (Gltph)140 is not H+-coupled.
Gltph, therefore, delivers substrate and Na+ ions during the transport cycle. According to this
stoichiometry, glutamate transport via mammalian GlT or bacterial GlT (Gltph) is an
electrogenic process meaning that it is associated with net charge transport across the
membrane.

Similar to other transporters, substrate transport by GlT involves an alternating-access
mechanism (Fig. 1) in which a conformational transition switches the access to the substrate
between the intracellular and extracellular sides (Fig. 11 b).15 The transport cycle of GlT is
proposed to involve four major states (Fig. 11 b): outward-facing open (OF-open), outward-
facing occluded (OF-occluded), inward-facing occluded (IF-occluded), and inward-facing
open (IF-open). The crystal structure of Gltph

141 provided an opportunity to understanding
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the relationship between its structure and function, as well as the structural basis of its
transport mechanism. Gltph shares about 36 % amino acid identity with mammalian GlTs,
and many residues that have been implicated in substrate and ion binding or translocation
are highly conserved throughout the GlT family, suggesting that it can serve as a structural
model for understanding transport for the whole family.139, 142 The structure of Gltph

141, 143

reveals a trimeric architecture for the transporter with a solvent-accessible extracellular
basin extending halfway across the membrane, and captures it in the OF-occluded state.
Each monomer is composed of eight transmembrane helices (TM1–TM8) and two highly
conserved helical hairpins (HP1 and HP2), which are directly involved in the binding sites
for the substrate and Na+ ions (Fig. 11 a). Each substrate binding site is cradled by these two
helical hairpins reaching from the opposite sides of the membrane (Fig. 11 a).
Crystallographic and thermodynamic studies of Gltph

143 provided insightful structural
information on the positions and the binding sites of the substrate and of two Na+ ions
(termed Na1 and Na2 in the crystal structure, Fig. 11 a).

A large number of experimental studies141–173 have investigated various structural and
functional properties of GlTs. Based on the measurement of transport current, fluorescence
signal and temperature dependence of the steady- and pre-steady-state kinetics during the
transport cycle, it has been shown that substrate binding induces conformational changes in
GlT. However, the limited spatial resolution of these studies made it difficult to draw
specific conclusions about the nature and magnitude of such conformational changes. While
earlier models suggested a rocker-switch mechanism174, 175 with large conformational
changes for GlT, recent models154, 155 propose that localized, small-scale motions (serving
as gates) alternate the accessibility of the substrate-binding site to the cytoplasmic and the
extracellular solution. It is likely that both, gate mechanisms and large-scale motions, are
involved in the mechanism. Fluorimetric measurements of conformational changes154, 155

and the study of the pre-steady-state kinetics170 in GlT suggest that binding of H+ precedes
the binding of the substrate. Based on the X-ray structure of Gltph,141 Grewer et al. proposed
a structural model for Na+ and glutamate binding to a homolog of mammalian GlT in which
one Na+ ion binds to the empty transporter before glutamate binds.161 They also proposed
that conformational changes take place in two glutamate-dependent half-cycles: glutamate-
induced closing of an extracellular gate, and the subsequent opening of an unknown
cytoplasmic gate that allows glutamate dissociation and diffusion into the cytoplasm.158 By
determining the steady-and pre-steady-state kinetics of reverse glutamate transport, Grewer
et al. recently proposed a kinetic model, which is based on a “first-in-first-out” mechanism,
suggesting that glutamate association to its extracellular binding site precedes association of
at least one of the co-transported Na+ ions, and that dissociation of glutamate from its
intracellular binding site precedes dissociation of at least one Na+ ion.162

Although numerous experiments have provided insightful information about relevant
features and aspects of the putative transport cycle of GlT (Fig. 11 b), the details of the
mechanism that couples the opening and closing of the extracellular gate to substrate and
ions, and the sequence of binding of the substrate and cotransported Na+ ions in the OF-
open state are fundamental unanswered questions. In order to address these questions, a set
of MD simulations of membrane-embedded trimeric models of GlT have been performed.176

Different combinations of the substrate and the two structurally resolved Na+ ions (Na1 and
Na2)143 were used to investigate equilibrium dynamics of GlT at different bound states and
the coupling of binding of Na+ ions and the substrate.176 The system was simulated under
eight different conditions, each simulation lasting 20–30 ns,176 revealing two highly relevant
mechanistic details regarding the transport cycle in GlT.

Comparison of the dynamics of the substrate-bound and the substrate-free (apo) states of
GlT in our simulations suggests that the helical hairpin HP2 plays the role of the

Shaikh et al. Page 13

J Comput Theor Nanosci. Author manuscript; available in PMC 2013 May 22.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



extracellular gate.176 Invariably in all the simulations performed in the presence of the
substrate, HP2 has a very stable conformation (Fig. 12). After removing the substrate,
however, HP2 undergoes a large opening motion resulting in the complete exposure of the
substrate binding site to the extracellular solution (Fig. 12). Opening of the binding site is
accompanied by its full hydration. These results suggest that HP2 plays the role of the
extracellular gate, and that, more importantly, its opening and closure of the gate is
controlled by substrate binding.176 A gating role for HP2 is supported by the structure of
GlT in the presence of an inhibitor,143 and the results of rapid solution exchange and laser-
pulse photolysis experiments.161 Furthermore, very recent inhibition studies in a mutant
homolog of mammalian GlT using oxidative cross-linking of engineered cysteine pairs177

suggest that HP2 serves as the extracellular gate of the transporter and that substrate induces
distinct conformations of HP2. A recent MD simulation study13 has also provided support
for this idea.

Interestingly, despite its apparent structural symmetry to HP2, helical hairpin HP1 was
found to exhibit a high level of conformational stability regardless of the presence of the
substrate (Fig. 12).176 This result, which might be attributed either to the shorter length of
the loop of HP1 (when compared to HP2), or to its more closer contact with TM2, suggests
that, at least during the extracellular half of the transport cycle, HP1 does not play a direct
role, and its involvement might be limited to stabilization of the structure of HP2 upon
substrate binding. The possibility of a gating role of HP1 in the cytoplasmic side will have to
await the determination of the structure of a GlT in the IF conformation.

Substrate binding to GlT brings the HP2 and HP1 loops together, through establishing direct
interactions between the charged groups of the substrate and the backbone groups of HP2. It
should be noted that, upon substrate binding, only one half of HP2 (the Gly359 side) is
sealed, a state that might be best characterized as a partially occluded state (Fig. 12). In this
state, although the binding site is largely shielded from the extracellular region, water
molecules can still move in and out of the binding pocket since the other half of HP2 (the
Gly351 side) is not fully sealed (Fig. 13 a and 13 c). Therefore, a complete occlusion of the
binding site requires additional steps, likely, binding of Na+ ion(s), that will bring the
extracellular gate to a completely closed state (Fig. 13 b).

Another major consequence of substrate binding revealed by the simulations is the
formation of a new Na+ binding site.176 In the crystal structure, one of the Na+ ions (Na2) is
bound to a binding site formed between two half-helical structures (HP2a and TM7a, see
Fig. 12). In the apo state, the dipole moments of these half-helices were found to be totally
misaligned (Fig. 12). Upon substrate binding, the two opposing half-helices align such that
their dipole moments converge on a single point resulting in the formation of the Na2
binding site (Fig. 12). These results have direct implications with regard to the sequence and
the coupling of binding of Na+ ions and the substrate; they strongly suggest that Na2 binding
can only take place after binding of the substrate.

Na2 binding further stabilizes HP2, resulting in a completely occluded form of GlT, in
which water molecules (and, therefore, H+ and Na+ ions) can no longer access the binding
site from the extracellular side (Fig. 13 b). Thus, Na2 binding results in a complete closure
of the extracellular gate. These simulation results are strongly supported by various
experiments, including crystallographic and thermodynamic studies,143 determination of the
steady- and pre-steady kinetics,162 and measurements of transporter currents associated with
stoichiometric and anion charge movements in GlT,178 which have suggested that substrate
binding enables the binding of one of the co-transported Na+ ions.
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A widely accepted view with regard to GlTs has been the alternating access mechanism in
which the binding sites for the substrate and Na+ ions are alternatively exposed to the
extracellular and intracellular sides via large-scale conformational changes of the
transporter. The present structure-based simulations shed light on the mechanisms of the
opening and closure of extracellular gate in GlT. The helical hairpin HP2 undergoes large
conformational changes exposing the substrate binding site to the extracellular solution in
the apo state, providing direct evidence for dynamical role of this loop in the gating of the
substrate binding site in GlT. Although we have investigated the extracellular gating
mechanism and the coupling between substrate and one of Na+ ions, the mechanisms of the
transition between the OF-occluded and the IF-occluded states (Fig. 11 b) and of release of
the substrate and Na+ ions from the IF-occluded state into the cytoplasm are completely
unknown.143, 154, 158, 161

Conclusion
Protein conformational changes are one of the fundamental aspects of protein function in
biology. Given the advances in structural biology resulting in a continually increasing
number of protein structures at an atomic resolution and significant developments in
algorithms and parallel computing, we have been able, over the past few years, to extend the
scope of computer simulation into the realm of protein domain motions, permitting us to
capture more functionally relevant conformational changes of proteins. In this review, we
discussed the results of application of extended large-scale molecular dynamics simulations
to membrane channel and transporter proteins. We demonstrated that such simulations are
able to capture various forms and degrees of conformational changes involved in the
function of these mechanistically complex proteins. Combining atomic representations of
the proteins and their surrounding (lipid, water, ions, etc.) with extended simulations, we
have been able to characterize motions ranging from side chain rotations and hydrogen-bond
breaking events, all the way to flipping of subdomains and even domain separation in
different proteins. Most importantly, we showed that these are all of functional significance,
i.e., such motions are induced in the proteins in response to various events and elements that
are involved in their function, and not random processes. In most cases, we have also
demonstrated that such events are reproducible and are observed in independent simulations.

The results of these studies have produced novel hypotheses regarding the function of
membrane channels and transporters. Many of these hypotheses can be used to design new
experiments that can verify the proposed mechanisms. Along with the growing
computational power, we will be able to extend further the time scale of the simulations and
improve our sampling and statistics. Therefore, we should expect more examples of
biomolecular simulations in which key functional dynamical events have been captured. In
the near future, we also expect to have a larger number of high-resolution structures for
intermediates and functional states, which, combined with extended simulations, will allow
us to provide a complete description of the gating and conduction processes in membrane
channels and to capture the dynamics of the entire transport cycle in membrane transporters.
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Figure 1.
The alternating-access model proposed for the transporter function, including two major
open states, outward-facing-open (OF-o) and inward-facing-open (IF-o), and two
intermediate substrate-occluded states (OF-occ and IF-occ). “Out” and “In” represent
outside and inside the cell, respectively. The access to the substrate (red dot) from the two
sides of the membrane is controlled by protein conformational changes of different nature
and magnitudes.
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Figure 2.
The four membrane proteins discussed in this review- ASIC, ABCT, GlT and GlpT. The
proteins are shown embedded in lipid bilayer (grey), and surrounded by explicit water (blue)
and ions (Na+, blue, Cl−, red), as a representation of the simulation setup for each system.
“OUT” represents the extracellular region (outside the cell), and “IN” represents the
intracellular region (inside the cell).
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Figure 3.
Right: The trimeric ASIC structure with the three monomers colored in blue, orange, and
gray respectively. The ‘thumb’ domain is highlighted in pink. Two highly acidic cavity
surfaces are highlighted in red - the cavity near the ‘thumb’ domain is the ‘acidic’ pocket,
and that in the protein interior is the ‘inner’ chamber. Possible portals for ion access to the
pore are highlighted in green. Left, upper panel: magnified view of the thumb domain and
the acidic pocket. Key residues in the latter are shown as sticks. Left, lower panel:
Magnified view of the inner chamber, with key acidic residues shown as sticks.
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Figure 4.
The putative mechanism of ASIC. The channel is closed at physiological pH, opens upon
drop in pH due to a coupled movement of the extracellular and transmembrane domains, and
moves to the desensitized state, which returns to the closed state when the pH increases.
Dotted lines indicate states whose structures are unknown, and solid lines represent the
known (desensitized) state.
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Figure 5.
(a) Root mean square deviations (Å) of residue pairs involved in persistent cation binding in
ASIC. These residues are acidic pocket residues (black), inner chamber residues (red),
surface residues (blue) and intracellular residues (green), and the residue numbers are
indicated. The RMSDs are compared for five systems (numbered 1 to 5) including
desensitized-like (3 and 4) and closed-like (2 and 5) states. Notable structural fluctuations
caused by some of these residues are illustrated in (b), (c) and (d), comparing final snapshots
from simulations of the desensitized-like state (yellow, corresponds to system 3) with all
acidic residues H+-bound and the closed-like state (maroon, corresponding to system 5) with
all acidic residues H+-free, as compared to the crystal structure (gray). In all cases, the
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desensitized state remains similar to the crystal structure. (b) In the acidic pocket, the loop
and helix carrying key acidic pocket residues show a large movement in the closed state. (c)
Top view of the highly acidic inner chamber, shows that the chamber expands in the closed-
like state. (d) Slanting of the thumb domain occurs upon Ca2+ binding in the closed-like
state.
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Figure 6.
The general mechanism of ABC transporters and representative crystal structures for
different conformational states of different types of ABC transporters. Left: the E. coli
maltose transporter in the IF70 and the OF66 states. Right: the lipid flippase MsbA of E. coli
in the IF67 state and the same transporter of S. typhimurium in the OF67 state.
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Figure 7.
(a) The crystal structure of the E. coli maltose transporter in the ATP-bound, OF state, and a
close-up view of the two nucleotide binding domains (NBDs) shown at the right panel. (b)
Left: the final structures of the four simulations of the NBD dimer of the maltose
transporter. Each of them has a different nucleotide configuration in the two active sites,
either being ATP-Mg2+ or ADP-Pi with Mg2+. Right: the degree of dimer opening at each of
the two active sites in the four simulation systems.
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Figure 8.
(a) X-ray structure of GlpT. The N- and C-terminal halves are shown in green and pink,
respectively. The location of the putative binding site in the apex of the lumen is indicated
by a rectangular frame. (b) Zoomed in view of the putative binding site. (c) Alternating-
access/Rocker-switch mechanism of GlpT. Pi binding from the cytoplasmic side results in
closing of the cytoplasmic mouth of the lumen and subsequent opening of the periplasmic
side. Once the binding site is exposed to the periplasm, Pi is replaced by G3P.
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Figure 9.
Translocation of the substrates from the mouth of the lumen to the binding site. (a) The
substrate is initially placed so that the phosphorus atom of the substrate is ~15 Å away from
the Cζ atom of R45. (b) The bound states at t = 50 ns for Pi −-, Pi

2−-, and G3P2−-binding
simulations.
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Figure 10.
Substrate-induced partial closure of the cytoplasmic side of GlpT. (a) Helices 5 (pink) and
11 (green) colored on the ribbon representation of GlpT structure. The surface defined by
dots indicates the lumen. (b) The radius of the lumen along the z-axis (parallel to the
membrane normal).179 The closing region is indicated by dashed circles. (c) Superimposed
frames from the trajectories showing the structural drift in the helices 5 and 11. Red and blue
correspond to the beginning and the end of the simulation, respectively. Helices 5 and 11
come together at the cytoplasmic ends indicated by dashed rectangles upon binding of the
substrates. This is not observed in the apo GlpT. (d) Substrate-induced salt bridge
rearrangement in GlpT. The distribution of the distance between Cα–Nζ atoms of K46. The
salt-bridge interactions that extended and compact K46 favors are shown in small panels.
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Figure 11.
Structure and hypothetical transport cycle of GlT. (a) The crystal structure of GlT with the
bound substrate and two Na+ ions. Helical hairpins HP1 and HP2 that form the binding site
are highlighted. (b) Schematic transport cycle: (i) the apo state (unbound) with HP2 in an
open conformation; (ii) binding of three Na+ ions and the substrate induces the closure of
HP2, yielding the outward facing-occluded state; (iii) the inward facing-occluded state is
formed by conformational changes in the protein that switches the accessibility of the
binding site to the cytoplasmic side of the membrane; and (iv) opening of cytoplasmic gates
allows the release of the Na+ ions and the substrate into the cytoplasm.
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Figure 12.
Dynamics of the extracellular gate in GlT. Left and right panels show the results of the
simulations performed in the presence and in the absence of the substrate, respectively. (left,
top panel) Substrate-bound state. Closing of HP2 (the extracellular gate) and formation of
the Na2 binding site (marked with a circle; focusing of the helical dipole moments). (right,
top panel) Substrate-free state. Opening of HP2 and exposure of the binding site. Note the
significant misalignment of the dipole moments of helices TM7a and HP2a (blue arrows).
The bottom panel shows time evolution of the RMSDs of the helical hairpins HP1 and HP2.
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Figure 13.
Na2-induced formation of the occluded state. Binding of Na2 to GlT results in complete
closure of the substrate binding site to the extracellular solution. In the absence of Na2 (a),
the binding pocket is accessible to water, whereas upon Na2 binding (b), the binding site is
completely sealed. An overlay of the two states (white, before Na2 binding; colored, after
Na2 binding) in (c) highlights the small change in the conformation of HP2 upon Na2
binding.
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