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Circadian clocks are internal timekeepers present in almost all organisms.

Driven by a genetic network of highly conserved structure, they generate self-

sustained oscillations that entrain to periodic external signals such as the 24 h

light–dark cycle. Vertebrates possess multiple, functionally overlapping hom-

ologues of the core clock genes. Furthermore, vertebrate clocks entrain to a

range of periods three times as narrow as that of other organisms. We asked

whether genetic redundancies play a role in governing entrainment properties

and analysed locomotor activity rhythms of genetically modified mice lacking

one set of clock homologues. Exposing them to non-24 h light–dark cycles, we

found that the mutant mice have a wider entrainment range than the wild types.

Spectral analysis furthermore revealed nonlinear phenomena of periodically

forced self-sustained oscillators for which the entrainment range relates inver-

sely to oscillator amplitude. Using the forced oscillator model to explain the

observed differences in entrainment range between mutant and wild-type

mice, we sought to quantify the overall oscillator amplitude of their clocks

from the activity rhythms and found that mutant mice have weaker circadian

clocks than wild types. Our results suggest that genetic redundancy strengthens

the circadian clock leading to a narrow entrainment range in vertebrates.
1. Introduction
Circadian clocks are internal timing systems that enable organisms to adjust

their behavioural and physiological rhythms to the daily changes of their

environment. These clocks generate self-sustained oscillations at the cellular,

tissue and behavioural level. As a result, the behavioural and physiological

rhythms of the organism follow a periodic temporal pattern manifesting

itself, for example, in the sleep–wake cycle. These rhythms persist in the

absence of external signals, maintaining a so-called free-running period (FRP)

but losing synchrony with the environmental day–night cycle. Certain oscillat-

ing environmental cues, for example sunlight, allow circadian clocks to adjust

their intrinsic rhythm to the Earth’s 24 h rotation. Such signals capable of

entraining the clock are called zeitgebers.

Circadian clocks provide selective advantages [1,2] and are correspondingly

found in all organisms [3]. Despite differences in the details of biological imple-

mentation, common principles across clocks from different taxa follow the

requirements of oscillatory function [4]. The rhythm-generating mechanism is

based on a gene expression network with a delayed negative feedback loop that

causes the transcripts to oscillate with a period of approximately 24 h. While the

identity of genetic players differs across phyla, the roles themselves are conserved:

positive elements (activators) and negative elements (repressors), often formed by

two components that exert their function upon dimerization [5–7]. While

Drosophila and other well-studied invertebrates operate with only one set of core

clock genes, duplication events in an ancestral chordate led to clock gene multi-

plicity in vertebrates [1,8–13]. In mammals, three Per (period) and two Cry
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(cryptochrome) genes are considered core clock components

along with Bmal1 and Clock and their paralogues Bmal2 and

Npas2. The transcription of these Per and Cry genes is activated

by the BMAL1 : CLOCK protein complex which, in turn, is

inhibited by PER : CRY heterodimers [14]. While redundant

genes form an evolutionary resource for functional divergence

and/or acquiring tissue specificity—processes accompanying

and facilitating the complexification of body plans and struc-

tures—many of the clock homologues seem to have

maintained a large functional overlap [15]. Ongoing research

aims to improve our understanding of these redundancies

using a variety of approaches [16–21]. In particular, the role

of the homologues Per1 and Per2 and their dimerization part-

ners Cry1 and Cry2 has yet to be clarified (in mice, Per3 is

considered to play a minor role [22,23]). Molecular studies

have established that duplications of the Per and Cry genes

render mammalian clocks more robust against effects

of genetic damage to single elements [11,18]—in line with the

concept of a buffering capacity of redundancy [24]. In complex

and hierarchical circadian systems, where oscillatory cells

are coupled into clock tissues interacting with each other to

govern organism-level rhythms, small differences at the gene-

level may furthermore result in the emergence of new clock

properties. At the behavioural-level, analysing the locomotor

activity rhythms of mutant rodents has been a long-established

method for studying the function of different clock genes [23].

Loss of core clock genes generally leads to severe impairments

of the rhythm-generating mechanism resulting in the failure to

entrain to light–dark cycles or to maintain stable rhythmicity in

the absence of zeitgebers. Double mutants lacking the gene

combinations Per1/Cry1 or Per2/Cry2 have been found to exhibit

a rhythmic phenotype hardly distinguishable from the wild-

type (WT), whereas, intriguingly, any other combination of

these mutations (Cry1/Per2, Cry2/Per1 and triple mutants) as

well as just Per2 loss leads to arrhythmicity in constant darkness

[23,25–27]. To detect the organism-level effect of duplicate

clock genes, we compare the activity rhythms of Per1/Cry1
and Per2/Cry2 mutant mice to the WTs under more challenging

conditions. Exposure to extremely long and short zeitgeber

cycles reveals the limits of entrainment and induces complex

activity rhythms where differences between mutants and

WTs may become apparent allowing us to infer on alterations

of clock properties owing to homologue loss.
1.1. The entrainment range
Even though zeitgebers on the Earth generally oscillate with a

24 h period, circadian clocks can entrain to a range of different

periods. Entrainability of circadian clocks is conserved across

the phylogenetic tree from the oldest prokaryotes to mammals,

but the range of entrainment varies across species. The entrain-

ment range is related to other parameters of clock systems: a

wider entrainment range typically correlates with higher sensi-

tivity to daily variations in zeitgeber patterns (large-amplitude

phase–response curves) [28]. Selective pressure according to a

trade-off between robustness and sensitivity may therefore

shape entrainment range variations across species. In 1978,

experimental results on the entrainment of different organisms

across the phylogenetic tree were summarized and compared

by Aschoff & Pohl [28]. They noted a difference between ver-

tebrates and invertebrates: the measured range of zeitgeber

periods to which the circadian clock entrained was much nar-

rower in mammals and birds than in unicellular organisms,
insects or plants. This trend is paralleled by the appearance

of clock gene homologues in the phylogenetic tree suggesting

that component multiplicity plays a role in the fine-tuning of

entrainment behaviour. We investigate the effect of multiple

redundant homologues on the entrainment range within one

species by genetically disabling one set of the Per and Cry
genes in mice.
1.2. The periodically forced oscillator
A detailed theoretical framework exists on the synchroniza-

tion of self-sustained oscillations to periodic external driving

[29–31]. A self-sustained oscillator keeps a stable period t

and a stable amplitude a over time without damping or requir-

ing external driving. It is intrinsically rhythmic and responds to

influence from other oscillations by adjusting its period. We

model the circadian clock as a self-sustained oscillator receiv-

ing external periodic forcing with period T and amplitude A.

Whether the oscillator synchronizes to the forcing or not

depends on the difference between the periods t and T and

the ratio of the amplitudes a and A. The larger the difference

between forcing period and intrinsic oscillator period, the

larger the required amplitude ratio to achieve entrainment. A

weak oscillator with a small intrinsic amplitude a relative to

A will easily adopt a wide range of driving rhythms but a

strong oscillator synchronizes only to a narrow band of periods

around its natural period t. In a state diagram spanned by the

amplitude ratio A/a and the period ratio T/t, entrainment thus

occurs within a triangular region known as the Arnold tongue.

The borders of this zone are formed by the points at which

synchrony between oscillator and forcing breaks down and

a variety of complex rhythms occur outside the tongue-

shaped synchronization region. Figure 1 shows a schematic

state diagram of self-sustained oscillators. Arnold tongues

of circadian clock models such as the Poincaré or the Gonze

oscillator [32] can be found in references [30,33] and [34],

respectively. Some of the desynchronized oscillatory dynamics

illustrated in figure 1 have been observed in a variety of organ-

isms under the respective conditions [35]. Activity patterns

termed relative coordination [36], frequency demultiplication

[37] or certain types of arrhythmia may be associated with

specific regions in the Arnold tongue diagram. We expect to

see such phenomena in the mouse activity rhythms recorded

in light–dark cycles strongly deviating from 24 h. Further-

more, the forced oscillator model suggests that entrainment

behaviour is governed by two characteristics of the clock,

the FRP t and a parameter corresponding to the oscillator

amplitude a. While the FRP t is easily accessed from activity

rhythms in constant darkness, quantifying an organism-level

oscillator amplitude a from experimental data remained chal-

lenging in the face of the clock’s complexity and different

attempts were made [38–40]. Compliant with the prediction

for the influence of the forcing amplitude A, it has been

shown that the range of entrainment increases with zeitgeber

strength (e.g. light intensity) [41]. We propose that differences

in the entrainment ranges of individuals under constant A
reflect differences in a property corresponding to the oscillator

amplitude parameter a. In the remainder of the paper, we will

refer to this parameter as the intrinsic rhythmicity strength of a

circadian clock. We extracted a number of quantities that reflect

different aspects of intrinsic rhythmicity strength from the loco-

motor activity records of our mutant and WT mice using only

the measurements taken in constant darkness and in a 24 h
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Figure 1. Arnold tongue state diagram and corresponding rhythmic regions. (a) Synchronization (1 : 1 entrainment): if the zeitgeber period is close to the oscillator
period and the amplitude of the zeitgeber is much larger than the amplitude of the oscillator, then the period of the circadian oscillator locks to the period of the
zeitgeber. This is the physiological state of the circadian system. (b) Quasiperiodicity (relative coordination): a larger difference and an incommensurate ratio of
zeitgeber period and intrinsic clock period and weak forcing strength may land the circadian system in one of the quasiperiodic regimes: the complex rhythms
associated with this region contain two oscillatory components. (c) Higher-order resonances ( p : q entrainment, frequency demultiplication): if the ratio of zeitgeber
period and clock period are close to a rational number (a commensurate period ratio) higher-order resonances may appear where p cycles of the zeitgeber coincide
with q cycles of the clock. The activity patterns look similar to the quasiperiodic rhythms, but spectral analyses may discriminate between the two cases.
(d ) Deterministic chaos: when forced with a sufficiently large amplitude, self-sustained oscillators may exhibit chaotic dynamics. The transition to deterministic
chaos is often characterized by period-doubling in the rhythm and thus by increased power spectral density at subharmonic frequencies of the forcing frequency.
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light–dark cycle. We calculated, for both conditions and for

each mouse, the signal-to-noise ratios (SNRs), statistics of

timing and intensity of daily activity onset and offset, the sig-

nificance of the circadian spectral peak and ratios of average

activity during the night and during the day. Finally, we

tested the consistency of our oscillator theory-based approach

by analysing the relations between entrainment behaviour

and the obtained parameters t and a: a strong clock is predicted

to entrain less to periods far away from its FRP than a weak

clock. We hypothesize—in compliance with trends across

taxa—that loss of clock gene homologues decreases intrinsic

rhythmicity strength and results in a wider entrainment range.
2. Results
We recorded locomotor activity rhythms from 12 clock gene

mutant mice (six Per1/Cry1, six Per2/Cry2) and 12 WT mice

in natural conditions using a symmetric 24 h light–dark

cycle (LD 12 : 12), in free-running conditions (constant dark-

ness, DD) and in desynchronizing conditions applying

zeitgeber periods deviating from 24 h (LD 8 : 8, LD 10 : 10,

LD 14 : 14, LD 16 : 16). Measurements were performed con-

tinuously over three months with episodes of 10–30 days

in the different lighting conditions (figure 2).

2.1. Wild-types feature a stronger intrinsic circadian
rhythmicity than mutants

All mice exhibit free-running rhythmicity in constant darkness

and entrain to a 24 h light–dark cycle. We find a significantly

lower FRP for the Per1/Cry1 mutants compared with the
Per2/Cry2 group (MP1C1 ¼ 22.4, SDP1C1 ¼ 0.3, MP2C2 ¼ 23.6,

SDP2C2 ¼ 0.5, t10 ¼ 5.2, p , 0.001), where periods are slightly

larger than in the WTs (MWT ¼ 23.5, SDWT ¼ 0.1) in good

agreement with previous results [25,27]. From the activity

timeseries recorded in physiological lighting conditions

and constant darkness, we extracted a number of different

measures of intrinsic circadian rhythmicity strength for each

mouse. We obtained SNRs and statistics of timing and intensity

of daily activity onset and offset [27,38,40] and computed the

statistical significance of the circadian oscillation in the activity

rhythm that indicates how strongly the circadian component

deviates in amplitude from the other frequencies in the signal

[42]. Additionally, we computed the ratio of average activity

during the night (active phase) over the day (rest phase).

A detailed description of the different techniques is given in

§5. First, the two groups of mutants achieve very similar

estimates of circadian rhythmicity strength except for the accu-

racy of activity onset in LD 12 : 12 where the difference is due to

an unrelated albeit interesting phenomenon: a majority of the

Per1/Cry1 mutant mice fail to entrain to 24 h during the

second measurement at the end of the three-month experiment,

although still maintaining strong free-running rhythmicity

(table 1). Testing for differences in rhythmicity strength bet-

ween WTs and mutants taking the two groups together

reveals on the other hand a clear tendency of WTs to have

stronger clocks (table 2). Thirteen of 14 estimates of the circa-

dian amplitude indicate stronger intrinsic rhythmicity for

WTs. In four of these, the difference is statistically significant

with p-values ¼ 0.02, 0.03, 0.04, 0.04 and marginally signifi-

cant in another four ( p-values ¼ 0.05, 0.05, 0.06, 0.08). We

calculated the correlation coefficients between these amplitude

estimates (see the electronic supplementary material, table S1)
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and selected four highly correlated metrics that discrimi-

nate successfully between mutants and WTs and used their

weighted average as a noise-reduced estimate of intrinsic

rhythmicity strength for further analyses,

a ¼ 1

sa1

a1 þ
1

sa2

a2 þ
1

sa3

a3 þ
1

sa4

a4;
where a1 and a2 are the activity onset and offset intensities in

LD 12 : 12, respectively, and a3 and a4 are the onset and offset

intensities in DD. The si are the corresponding standard devi-

ations. We normalized a to its maximum. Figure 3 shows the

histograms of this amplitude estimate for mutants and WTs.

We hope that our results on the different estimates of intrinsic

rhythmicity obtained with 23 mice and three genotypes will



Table 2. Summary of two-sided t-test results for the different measures of circadian rhythmicity between mutant and wild-type mice. Significant values are
marked in italics. LD, light – dark cycle; DD, constant darkness; SNR, signal-to-noise ratio.

quantity t-statistic LD 12 : 12 p-value LD 12 : 12 t-statistic DD p-value DD

SNR 1.8097 0.0847 0.5734 0.5725

onset intensity 2.1496 0.0434 1.9847 0.0604

offset intensity 2.2272 0.0370 2.0595 0.0521

onset accuracy 0.4896 0.6295 2.3511 0.0286

offset accuracy 2.0526 0.0528 0.0949 0.9253

(1 2 pcirc) 1.6327 0.1174 2.4565 0.0228

night/day activity ratio 1.1384 0.2678 21.0529 0.3044
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Figure 3. Wild types (white bars, n ¼ 11) have a stronger intrinsic circadian rhythmicity than mutants (black bars, n ¼ 12) and resist entrainment. (a) Fraction of
wild-type versus mutant mice exhibiting entrained rhythms in the four extreme zeitgeber experiments. LD, light – dark. (b) Histogram of the intrinsic rhythmicity
strength estimate a; the difference between mutants and wild types is significant: t21 ¼ 2.14, p ¼ 0.04.

Table 1. Summary of two-sided t-test results for the different measures of circadian rhythmicity between Per1/Cry1 and Per2/Cry2 mutant mice. Significant
values are marked in italics. LD, light – dark cycle; DD, constant darkness; SNR, signal-to-noise ratio.

quantity t-statistic LD 12 : 12 p-value LD 12 : 12 t-statistic DD p-value DD

SNR 1.3876 0.1954 0.2032 0.8431

onset intensity 0.1882 0.8545 0.6315 0.5419

offset intensity 0.3127 0.7610 0.6413 0.5358

onset accuracy 2.2323 0.0496 0.7703 0.4589

offset accuracy 20.6791 0.5125 1.4098 0.1889

(1 2 pcirc) 0.1055 0.9181 20.0233 0.9819

night/day activity ratio 1.1386 0.2814 21.4463 0.1787
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contribute to improve the methods for quantifying circadian

amplitudes from locomotor activity data and will be validated

on larger samples.

2.2. Mutants entrain more readily to extreme light –
dark cycles than wild types

We observe that WT mice tend to desynchronize from zeit-

geber cycles T ¼ 16, 20, 28 and 32 h, whereas all Per1/Cry1
and Per2/Cry2 mutants entrain to a 28 h light–dark cycle

with the majority of the mutants entraining to T ¼ 16 and

32 h. In total, the ratio of entrained to non-entrained

patterns amounts to 40 : 7 for mutant mice and 8 : 35 for

WTs (table 3 and figure 3a). Activity rhythms desynchro-

nized from the zeitgeber are marked by two dominant
oscillatory components where one corresponds to the zeitgeber

period and the other is close to the animals’ FRP (see figure 2

and table 4 for a detailed list of criteria used to classify activity

rhythms). We predominantly encountered quasiperiodic pat-

terns in the case of non-entrainment; there are, however,

some interesting exceptions (figure 5). In the 20 h zeitgeber

cycle, most WTs exhibit rhythms resembling 4 : 5 entrainment

(20 h falls within the range of entrainment of most mutants;

table 3): we observe a shift of the second period from the

FRP near 23 h to 25 h, resulting in a commensurate period

ratio. Another interesting phenomenon appears in the record

of a Per1/Cry1 mouse in LD 8 : 8. While most other Per1/
Cry1 mice entrain to the 16 h light–dark cycle, this animal fea-

tures an additional double-period component at 32 h along

with a rather irregular activity pattern. Such period-doubling



Table 3. Activity rhythms under desynchronizing zeitgeber conditions. Wild types tend to exhibit quasiperiodicity or higher order resonances, whereas mutant
mice entrain much more easily. LD, light – dark cycle; WT, wild-type; P1C1, Per1/Cry1; P2C2, Per2/Cry2 double mutant; FRP, free-running period; PD, period-
doubling.

mouse ID LD 16 : 16 LD 14 : 14 LD 10 : 10 LD 8 : 8

WT 2684 quasiperiodic quasiperiodic 4 : 5 resonant quasiperiodic

WT 2683 quasiperiodic entrained 4 : 5 resonant quasiperiodic

WT 1197 entrained entrained 4 : 5 resonant quasiperiodic

WT 1196 quasiperiodic quasiperiodic 4 : 5 resonant quasiperiodic

WT 1195 quasiperiodic quasiperiodic free-running quasiperiodic

WT 1194 quasiperiodic entrained quasiperiodic quasiperiodic

WT 1065 quasiperiodic entrained 4 : 5 resonant quasiperiodic

WT 1064 quasiperiodic entrained 4 : 5 resonant quasiperiodic

WT 1063 quasiperiodic quasiperiodic 4 : 5 resonant quasiperiodic

WT 810 quasiperiodic quasiperiodic 4 : 5 resonant 2 : 3 resonant

WT 809 quasiperiodic entrained 4 : 5 resonant entrained

P2C2 2471 entrained entrained entrained entrained (small FRP)

P2C2 2470 entrained entrained entrained entrained

P2C2 2101 entrained (small FRP) entrained entrained entrained (small FRP)

P2C2 2100 entrained entrained entrained entrained (small FRP)

P2C2 2048 quasiperiodic entrained entrained quasiperiodic

P2C2 2047 entrained entrained entrained entrained

P1C1 2841 entrained entrained entrained entrained

P1C1 2840 entrained entrained quasiperiodic entrained

P1C1 2839 entrained entrained entrained entrained (PD)

P1C1 2070 entrained entrained quasiperiodic entrained

P1C1 2069 entrained entrained entrained entrained

P1C1 2066 quasiperiodic entrained quasiperiodic quasiperiodic
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phenomena typically indicate the proximity of chaotic

dynamics [43].
2.3. Mice with a weak clock exhibit a wider range of
entrainment than mice with strong clocks

Forced oscillator theory predicts that the range of entrain-

ment increases with the ratio of the forcing amplitude to

the oscillator amplitude. To investigate whether the relation

between our estimate of intrinsic rhythmicity strength and

the entrainment range of the respective mice is consistent

with theoretical prediction, we inspected the distribution of

entrained activity patterns for each episode and each mouse

over the ratio of zeitgeber period to FRP.

By locating the activity patterns of all episodes and all mice in

the plane spanned by the amplitude ratio (1/a, because the light-

ing strength A was kept constant in all experiments) and the

period ratio (T/t), we observe a triangular region of entrainment

consistent with theory (figure 4). Note that in this plot five data

points from the different episodes belong to one mouse. Two WT

mice, although exhibiting the typical narrow entrainment range,

obtained very small amplitude scores and are therefore res-

ponsible for 10 ‘outliers’ in the upper region of the diagram.

Because the entrainment behaviour of these mice is consistent

with the prediction for WTs, these data points probably

represent artefacts from the amplitude estimation method.
3. Discussion
3.1. Homologues strengthen the clock and decrease

entrainability
To investigate a systematic effect of multiple clock gene hom-

ologues on the phenotype, we compared the locomotor

activity rhythms of Per1/Cry1 and Per2/Cry2 mutant mice

and WTs. We combined the characterization of entrainment

behaviour using desynchronizing light–dark protocols with

the quantification of an organism-level circadian amplitude

from measurements in constant darkness and in 24 h

light–dark cycles. We found that

— both groups of mutants are readily entrained to extreme zeit-

geber periods, whereas WTs tend to exhibit quasiperiodic

rhythms: WTs have a narrower range of entrainment than

mutants;

— both groups of mutants are equally lower in intrinsic

rhythmicity strength than WTs.

The entrainment range increases with decreasing rhyth-

micity strength consistent with forced oscillator theory that

predicts a triangular region of entrainment, where stronger

oscillator amplitudes result in narrower entrainment ranges

(figures 1 and 4). In the non-entrained mouse activity

patterns outside the synchronization region, we identified
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Table 4. Criteria for the classification of activity rhythms under desynchronizing lighting conditions.

rhythm Fourier spectrum actogram spectrogram

1 : 1

entrained

significant peak at the zeitgeber frequency f1

and its harmonics

alignment of activity onset and offset times

with light on and light off times

—

quasiperiodic significant peaks at incommensurate frequencies

f1, f2 and their harmonics where f1 is the

zeitgeber frequency and f2 is close to or

equal to the free-running frequency

two rhythmic components distinguishable:

activity onset times align with light on and

light off times and along a second line

corresponding to the phase shift between

the two rhythmic components

transient peak

dynamics: f2

component branches

off

p : q

entrained

significant peaks at commensurate frequencies

f1, f2 and their harmonics

two rhythmic components distinguishable:

activity onset times align with light on and

light off times and along a second line

corresponding to the phase shift between

the two rhythmic components

peak at f2 appears

instantaneously
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quasiperiodicity, higher order resonances and indications of

deterministic chaos (period-doubling). Quasiperiodicity in

motor activity of rodents has been previously reported [44]

and explained in terms of oscillator theory [45]. Period-dou-

bling of the sleep–wake cycle is predicted for large values

of the amplitude ratio of zeitgeber over circadian oscillator

A/a and was indeed reported in humans after exposure to

very bright light (increased zeitgeber amplitude A) [46]. We

observed a double-period rhythm in a Per1/Cry1 mutant

mouse whose small intrinsic oscillator amplitude a may

have resulted in a large value for A/a driving the circadian

clock close to a transition to chaotic behaviour.

All mutants displayed clear free-running rhythms in

constant darkness and were in most cases entrainable to

zeitgeber periods ranging from 16 to 32 h. In agreement with

previous findings [25], we measured a shorter FRP in the Per1/
Cry1 mutants (22.4+0.3 h) than in the Per2/Cry2 mice (23.6+
0.5 h). Consequently, the Per1/Cry1 mice entrain better to the

short 16 h light–dark cycle (table 3). With respect to intrinsic

rhythmicity strength, however, both groups of mutants are

remarkably similar (table 1). Their scores differ significantly

for only one estimate of clock strength: the activity onset accu-

racy in LD 12 : 12 where a potentially age-related entrainment

failure in the Per1/Cry1 animals towards the end of the
experiment led to unusually low values. In comparing the full

mutant group with the WT mice, our analyses show that WTs

tend to have stronger clocks than mutants (table 2). Two novel

metrics, which we term motor activity onset and offset intensity,

were most successful in discriminating between clock mutants

and WTs. These metrics capture the quality of match between

the locomotor activity time series and a step function template

penalizing bursts of activity during the day and resting during

the night, thus reflecting the contrast of transition between the

active and inactive phases.

The differences between genetically modified mice and

WTs are paralleled by trends at the organismic level: insects,

unicellular organisms and plants have a distinctly wider range

of entrainment than vertebrates. Taken together with these

trends across taxa, our results indicate that multiple clock

genes result in a stronger circadian oscillator and consequently

a narrow entrainment range.
3.1.1. Functional implications of the entrainment range
Before asking how exactly clock gene homologues may influ-

ence organism-level rhythmicity strength, we address the

functional implications of a narrow versus wide entrainment

range from the evolutionary perspective and use respective
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arguments to speculate on the adaptive significance of clock

gene homologues in vertebrates. A narrow entrainment range

implies robustness to fluctuations in zeitgeber signals. Self-

sustained oscillators responding with large phase responses to

forcing signals (possessing large-amplitude phase–response

curves) have wide entrainment ranges [47]. Experimental find-

ings on circadian clocks are consistent with such a relation,

suggesting that, in general, strong clocks with narrow entrain-

ment ranges respond with smaller advances or delays to

zeitgeber stimuli [28,48]. In other words, intrinsic rhythmicity

strength may enable robustness against fluctuations in the

zeitgeber rhythms while a wide range of entrainment comes

with high sensitivity to zeitgeber inputs. The optimal strategy

in the trade-off between entrainability and light sensitivity,

on the one hand, and robustness and rhythmicity strength, on

the other hand, depends on the life cycle and ecology of a

species. Seasonal variations in the light–dark patterns, for

example, affect only long-lived organisms. Therefore, the

single-component Drosophila clock may be advantageous for

an organism with a lifespan not exceeding a single season:

characterized by a wide entrainment range and exhibiting

large-amplitude phase–response behaviour it allows quick

adaptation to daily variations in lighting conditions rather

than being robust. With these considerations in mind, our

results suggest an adaptive function of functionally overlapping

clock gene homologues: to maintain a narrow entrainment and

thereby achieve rhythms which are robust towards fluctuating

input signals in long-lived organisms.
3.1.2. Biological mechanisms
Further studies are needed to dissect the levels at which clock

gene homologues exert an effect on rhythmicity strength and

the entrainment range. So far, we have treated the complex

mammalian clock system as a single oscillator, neglecting the

large number of mechanisms that influence overall clock

amplitude. In such nonlinear hierarchical systems, new proper-

ties may emerge from interactions among subunits. Oscillatory

cells in most animals are organized into clock tissues. In mam-

mals, the suprachiasmatic nucleus (SCN) in the brain is the

structure directly underlying the behavioural rhythmic pheno-

type. It consists of a small population of coupled clock neurons

eliciting a synchronized electric oscillation that orchestrates

rhythms throughout the body. A number of studies have

shown that the network properties emerging from intracellular

coupling of single clock cells govern the oscillatory features of

the SCN as a whole [33]. We discuss two mechanisms to sketch

out how SCN network properties may be affected by the loss of

homologues, giving rise to changes in rhythmicity strength.

(1) Cells with weak oscillations synchronize more readily and

thus give rise to higher SCN amplitudes than strong single-

cell oscillators [49]. In Per1/Cry1 and Per2/Cry2 mutants,

we expect higher expression levels of the remaining clock

genes than in WTs, assuming that the remaining homol-

ogue compensates for the loss of the other homologue

(see Baggs et al. [22]). Another principle predicting

enhanced synchronizability of WT single cells was studied
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by Hasegawa & Arita [50]. They found that a period mis-

match within coupled genetic feedback loops increases

the entrainability of the system. Per1/Cry1 and Per2/Cry2
mutants differ significantly in their FRP, indicating that

the WT clocks containing all homologues are driven by a

genetic loop system with an intrinsic period mismatch.

Thus, stronger single-cell oscillations and/or loss of

period mismatch within the feedback loop system in

mutant SCNs may weaken the oscillation of the synchro-

nized network leading to low-amplitude circadian

rhythms at the behavioural level.

(2) Results from fluorescence imaging in mouse brains indicate

that Per1 and Per2 expression is not homogeneous across

the SCN and the existence of distinct subpopulations of

neuronal clocks was proposed [17]. Heterogeneity in

single oscillators and their localization within the network

may be important for the development of a strong SCN

oscillator [49,51], because strong intracellular coupling is

required to overcome differences in single-cell periods, for

example, to synchronize distinct Per1 and Per2 cells. Loss

of heterogeneity in homologue expression thus may affect

network connectivity and coupling strength and decrease

SCN amplitude in mutants.

4. Conclusions
Vertebrate circadian clocks are driven by multiple homologues

of core clock genes. To what extent the mammalian Per1,

Per2 and Cry1, Cry2 components play differential roles in

clock functioning is unresolved. In general, clock gene multi-

plicity is regarded as furnishing the clock with robustness
against genetic disruption via paralogue compensation mechan-

isms [18]. Taken together with trends across taxa, our results on

mutant mice furthermore suggest that core clock homologues

influence robustness against input fluctuations via a systematic

effect on the entrainment behaviour. The range of entrainment

is, on the one hand, affected by overall strength of circadian

rhythmicity and, on the other hand, may experience selective

pressure according to the trade-off between robustness and

sensitivity towards environmental variations in zeitgeber pat-

terns. Correspondingly, a variety of entrainment ranges can

be found in different organisms. Clock gene homologues

may play an intricate role in tuning the entrainment range.

Our study attempts to unravel such a connection between the

genetic and the systems levels by estimating the circadian oscil-

lator amplitude (the intrinsic rhythmicity strength) from

locomotor activity rhythms. We found that Per1/Cry1 and

Per2/Cry2 mutant mice are more entrainable but have a

weaker intrinsic rhythmicity than WTs, as is consistent with

predictions from coupled oscillator theory.
5. Methods
5.1. Actograms and spectral analyses
Clock gene mutant mice were generated in the Albrecht laboratory

as described in Oster et al. [25], and running-wheel experiments

were conducted following the protocols presented in Jud et al.
[52]. We exposed 12 WT, six Per1Brdm1/Cry12/2 (P1C1) and six

Per2Brdm1/Cry22/2 (P2C2) double-mutant mice to symmetric

light–dark cycles ranging from 8 : 8 to 16 : 16 h. Running-wheel

revolutions per minute were recorded over 193 days with sampling

frequency fs ¼ 1/360 Hz. The lighting protocol was changed every
10–30 days (figure 2). All activity data are available for download

from the Dryad Digital Repository (doi:10.5061/dryad.dd65d).

We visualized the activity data of each mouse in actograms using

the mean value of activity averaged over the full time series as a

threshold. To examine stationarity of data segments recorded

within the same lighting protocol (referred to as an episode), we

applied moving average and moving variance filters and computed

spectrograms of the full time series. Spectral analyses were per-

formed using the fast Fourier transform algorithm implemented

in Matlab to characterize activity rhythms and determine the

FRPs of all mice. We used a Bartlett window to taper the time

series. Spectrograms (window size¼ 10 � 32 h, overlap ¼ 50%)

were generated from smoothed time series, where we applied a

moving average filter with a 5 h lag. The statistical significance of

spectral peaks was determined with the method described in

§5.2.3. Individual power spectra of all episodes for all mice were

inspected to determine entrainment status. We classified the

activity rhythms as 1 : 1 entrained, quasiperiodic or p : q entrained

according to the criteria summarized in table 4.

5.2. Quantification of an organism-level circadian
amplitude

We quantified the intrinsic clock amplitude for each mouse from

time series recorded in constant darkness (DD) and a LD 12 : 12

cycle. To avoid bias from physiological effects of aberrant loco-

motor activity, data from extreme zeitgeber experiments were

not included in the analysis of intrinsic rhythmicity strength.

For each mouse, two episodes of each DD and LD 12 : 12 are

available. We obtained values for the SNR, accuracy and inten-

sity of activity onset and offset, a new metric for circadian

rhythmicity from Leise et al. [42] and the night/day ratio of

activity. We analysed each episode for each mouse separately

and averaged the values from the two DD and LD 12 : 12 time

series such that each mouse was given a DD and an LD score

of each quantity. We calculated the Spearman and Pearson corre-

lation coefficients for the obtained set of strength measures (see

the electronic supplementary material, table S1).

5.2.1. Signal-to-noise ratio
The SNR, which is defined as the variance of the signal divided by

the variance of the noise, has been used previously to estimate

the strength of circadian rhythms at the organism level [38].

Here, the signal is given by a harmonic function with fundamental

frequency v corresponding to the circadian component where

amplitudes and baseline are fitted to the data and v is established

from Fourier analysis,

fðxÞ ¼ a � cosðvxÞ þ b � sinðvxÞ þ c � cosð2vxÞ þ d � sinð2vxÞ þ h:

The residues between the signal and the raw data are

considered the noise.

5.2.2. Onset/offset accuracy and intensity
Statistics of timing and intensity of daily activity onset and offset

across the time series may reveal how closely the clock regulates

behavioural output and contain information on the precision and

power of the clock itself [40,53]. To obtain activity onset and

offset times, we applied a technique described in the CLOCKLAB

ACTIMETRICS software manual based on a template-matching algor-

ithm. We first transformed the time series into a +1 sequence

using the 20th percentile activity level as a threshold

and convoluted the transformed time series with a step function

window of specified length (the template). The time points at the

maxima of the convolution correspond to activity onset times.

Offset times are obtained by reversing the sign of the step function.

We used a 24 h template (12 h inactivity followed by 12 h activity),

but shorter windows may be used to detect irregular activity times.

http://dx.doi.org/10.5061/dryad.dd65d
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We define onset/offset accuracy as the reciprocal of the standard

deviation of the onset/offset times across the time series.

The values of the convolution at the maxima quantify how

well the activity patterns match the template and thus provide

information on the level of activity upon waking up and whether

the mouse was indeed completely inactive towards the end of the

sleeping phase. We averaged the respective convolution maxima

over the time series and termed the obtained quantity the onset/

offset intensity.

5.2.3. Statistical significance of the circadian peak
Leise et al. [42] introduced a new metric for strength of circadian

rhythmicity in single cells based on the statistical significance of

the circadian component [42]. To provide a p-value for the signifi-

cance of a particular spectral peak, the component of interest is

removed either in the frequency domain or in the time domain.

In the first case, one replaces the amplitude values in the spectrum

in a+5 h region around the peak of interest with the mean value of

the remaining amplitude spectrum. Alternatively, Fourier coeffi-

cients may be calculated for a time series, where the component

of interest has been removed by fitting and subtracting a harmonic

function with the respective fundamental frequency. The second

technique allows a spectral component to be treated together

with its harmonics. In a double logarithmic plot over the frequen-

cies, the Fourier coefficients can be fitted with a straight line,

SðfÞ/ 1

fa
;

logðSÞ/�a � logðfÞ:

The slope of the fitted line corresponds to a, according to the

type of noise in the system. The residuals are normally distribu-

ted, and the spectral component of interest yields a p-value for

the peak. The complementary probability (12p) indicates how

strongly the circadian component deviates in amplitude from

the other frequencies in the signal and thus quantifies the

strength of the circadian rhythmicity.
5.2.4. Night/day activity ratio
To obtain a ratio of average activity during the night (active phase)

and the day (rest phase), we first averaged over the activity counts

within daytimes and night-times using a window of length 12 h or

half of the appropriate FRP for the LD 12 : 12 and DD episodes,

respectively. We averaged these daily values for night-time and

daytime activity over all days of the time series and took their ratio.
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