1duasnue Joyiny vd-HIN 1duasnue Joyiny vd-HIN

wduosnue Joyiny vd-HIN

NATIG,

o
HE

s sy,
Y

10

NS

NIH Public Access

Author Manuscript

Published in final edited form as:
Neuroimage. 2013 July 1; 74: 231-244. doi:10.1016/j.neuroimage.2013.02.008.

A Note on the Phase Locking Value and its Properties

Sergul Aydore?, Dimitrios PantazisP, and Richard M. Leahy?

aSignal and Image Processing Institute, University of Southern California, Los Angeles, CA
90089-2564, USA

bMcGovern Institute for Brain Research, Massachusetts Institute of Technology, Cambridge, MA,
USA

Abstract

We investigate the properties of the Phase Locking Value (PLV) and the Phase Lag Index (PLI) as
metrics for quantifying interactions in bivariate local field potential (LFP),
electroencephalography (EEG) and magnetoencephalography (MEG) data. In particular we
describe the relationship between nonparametric estimates of PLV and PLI and the parameters of
two distributions that can both be used to model phase interactions. The first of these is the von
Mises distribution, for which the sample PLV is a maximum likelihood estimator. The second is
the relative phase distribution associated with bivariate circularly symmetric complex Gaussian
data. We derive an explicit expression for the PLV for this distribution and show that it is a
function of the cross-correlation between the two signals. We compare the bias and variance of the
sample PLV and the PLV computed from the cross-correlation. We also show that both the von
Mises and Gaussian models are suitable for representing relative phase in application to LFP data
from a visually-cued motor study in macaque. We then compare results using the two different
PLV estimators and conclude that, for this data, the sample PLV provides equivalent information
to the cross-correlation of the two complex time series.

Keywords
phase locking values; cross-correlation; Gaussian signals; local field potentials

1. Introduction

Information processing in the brain involves coordination of neuronal populations
distributed throughout the cerebral cortex (Tononi and Edelman, 1998; Horwitz, 2003).
Detecting and quantifying the interactions between these neuronal populations can lead to
important insights into the dynamic networks that underlie human brain function.
Noninvasive electrophysiological mapping with the electroencephalogram (EEG) and
magnetoencephalogram (MEG), as well as invasive recordings in patients and nonhuman
primates, provide data that we can use to explore these interactions. Electrophysiological
signals can be usefully characterized in terms of their oscillatory components either through
band-pass filtering into the standard frequency bands (delta, theta, alpha, beta, and gamma)
or using broadband spectral representations of the data. Interactions can then be analyzed
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using measures of within and between frequency-band coupling between electrode or
magnetometer pairs. If EEG or MEG data are first mapped back onto cortex using an inverse
mapping procedure (Baillet et al., 2001), then we can also compute interactions between
time series averaged over cortical regions of interests (ROISs).

In this paper we restrict attention to within-band coupling computed between pairs of
electrodes, magnetometers or cortical ROIs. The most widely used measure defines
interaction in terms of coherence, a complex measure of phase and amplitude similarity
computed as a function of frequency (Nunez et al., 1997; Klein et al., 2006; Challis and
Kitney, 1991). An alternative class of measures considers only the relative phase through
computation of a phase locking value between the two signals (Tass et al., 1998). Phase
locking is a fundamental concept in dynamical systems that has been used in control systems
(the phase-locked loop) and in the analysis of nonlinear, chaotic and nonstationary systems.
Since the brain is a nonlinear dynamical system, phase locking is an appropriate approach to
quantifying interaction. A more pragmatic argument for its use in studies of LFPs (Local
Field Potentials), EEG and MEG is that it is robust to fluctuations in amplitude that may
contain less information about interactions than does the relative phase (Lachaux et al.,
1999; Mormann et al., 2000).

The most commonly used phase interaction measure is the Phase Locking Value (PLV), the
absolute value of the mean phase difference between the two signals expressed as a complex
unit-length vector (Lachaux et al., 1999; Mormann et al., 2000). If the marginal distributions
for the two signals are uniform and the signals are independent then the relative phase will
also have a uniform distribution and the PLV will be zero. Conversely, if the phases of the
two signals are strongly coupled then the PLV will approach unity. For event-related studies
we would expect the marginal to be uniform across trials unless the phase is locked to a
stimulus. In that case, we may have nonuniform marginal which could in principle lead to
false indications of phase locking.

When comparing electrode pairs that share a common reference or overlapping lead field
sensitivities, or when investigating cortical current density maps of limited resolution, the
PLV suffers from sensitivity to linear mixing in which the same source can contribute to
both channels. In these cases, the PLV can indicate an apparent phase locking with the
relative phases concentrated around zero. Stam et al. (2007) proposed an alternative
measure, the Phase Lag Index (PLI) that is robust to the common source problem. PLI
quantifies the asymmetry of the relative phase distribution about zero and so will produce
large values only when the relative phase is peaked away from zero.

In this paper we first define nonparametric estimates of PLV and PLI, and consider the bias
intrinsic in the sample PLV estimator. We derive an expression for the unbiased estimator of
the squared PLV and show equivalence to the Pairwise Phase Consistency (PPC) metric
recently proposed by Vinck et al. (2010). We then investigate the relationship between PLV
and PLI and two possible parametric distributions that can be used to model relative phase.
The first of these, the von Mises distributions, is the maximum entropy distribution over the
class of circular distributions (Jammalamadaka and Sengupta, 2001). The second model is
the relative phase distribution associated with complex circularly symmetric Gaussian
processes. This model is appropriate for complex signals generated fom jointly Gaussian
real signals through use of the Hilbert transform. The relative phase distribution is obtained
by marginalizing the joint Gaussian distribution with respect to the amplitude of the two
complex signals. We derive closed-form expressions for the relationship between PLV and
the parameters of the von Mises and Gaussian models.
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Invasive microelectrode recordings can be used to investigate both multiunit activity, which
reflects axonal firing rates, and the local field potentials (LFPs) associated with dendritic
and volume conduction currents. In this paper we are concerned with the application of PLV
and PLI measures to LFPs as well as noninvasive EEG and MEG measurements that
similarly result from dendritic and volume conduction currents. We use LFP recordings
from a macaque monkey study (Bressler et al., 1999) to investigate whether the von Mises
and Gaussian distributions are appropriate for modeling relative phase between pairs of
electrodes. We then compare the ability of two different estimators of PLV, associated
respectively with the von Mises and Gaussian models, to detect phase locking between
electrodes.

The goal of this work is to clarify the relationships between nonparametric estimators of
PLV and PLI and two well-known parametric distributions that could be used to model
phase interactions. A second goal is to investigate the relationship between PLV and cross-
correlation when analyzing LFP data. We begin by stating, and where appropriate deriving,
these relationships. We then present computational simulations and analysis of experimental
LFP data using different PLV estimators.

2. Measures of Phase Synchronization

2.1. The Phase Locking Value and Phase Lag Index

Phase synchronization between two narrow-band signals is frequently characterized by the
Phase Locking Value (PLV). Consider a pair of real signals s,(#) and s,(4), that have been
band-pass filtered to a frequency range of interest. Analytic signals z{5 = A{H&#1D for j=

{1, 2} and Jj= V-1 are obtained from 54 using the Hilbert transform:
zi(O=s{(O+HT (s:(D) ()

where HT (s; () is the Hilbert transform of s{#) defined as

HT(si(t))zjl—rP.v. fio%(?dr @

and P.V. denotes Cauchy principal value. Once the analytic signals are defined, the relative
phase can be computed as

2(0Z5() ) |

Ag(n)=arg (m

The instantaneous PLV is then defined as (Lachaux et al., 1999; Celka, 2007)

PLV(f) £

E [ejAW(f)]

4

where E[.] denotes the expected value. The PLV takes values on [0, 1] with O reflecting the
case where there is no phase synchrony and 1 where the relative phase between the two
signals is identical in all trials. PLV can therefore be viewed as a measure of trial to trial
variability in the relative phases of two signals. In this work we use the Hilbert transform but
the continuous Morlet wavelet transform can also be used to compute complex signals,
producing separate band-pass signals for each scaling of the wavelet. Quiroga et al. (2002)
and Le Van Quyen et al. (2001) have shown that both approaches yield similar results.
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When computing synchrony between pairs of electrodes or cortical locations, nonzero PLVs
can arise from a single source contributing to both signals as a result of either volume
conduction in channel space or limited spatial resolution in the case of cortical current
density maps (Nunez et al., 1997; Tass et al., 1998; David et al., 2002; Guevara et al., 2005;
Amor et al., 2005; Vinck et al., 2011). In this case of direct linear mixing there is no phase
lag between the two signals potentially resulting in a large value of PLV. Linear mixing can
therefore easily be mistaken for phase locking between distinct signals. To distinguish these
two conditions we need a different measure of phase locking that is zero in the case of linear
mixing but nonzero when there is a consistent nonzero phase difference between the two
signals. The Phase Lag Index (PLI) (Stam et al., 2007) achieves this goal by quantifying the
asymmetry of the distribution of relative phase around zero and is defined as

PLI £ [E[sign (Ap)]l.  (5)

PLI takes values on the interval [0, 1] and is zero if the distribution of relative phase is
symmetric about 0 or 7.

In practice PLV and PLI are typically estimated by averaging over trials and/or time
(Lachaux et al., 1999, 2000; Mormann et al., 2000; Stam et al., 2007; Aviyente et al., 2010).
For notational convenience, we will drop the explicit dependence on tin the following. A
nonparametric estimate of PLV can be computed by approximating equ. (4) by averaging
over trials:

ﬁ sample = (6)

1 N
E JApu(t)
N le
n=

where 77indexes the trial number and N is the total number of trials. The estimator
generalizes in an obvious way to incorporate averaging over multiple time samples. The
corresponding nonparametric estimator for PLI is

N

1
~ D sign(Ag, ()

n=1

];]—\flsample £ )

In the following section we consider the relationship between PLV and PLI and the
parameters of two alternative probability distributions that can be used to characterize phase
interactions: the von Mises and the bivariate circularly symmetric Gaussian. We first
consider the issue of bias in the nonparametric PLV estimator.

Without specifying the distribution of relative phase, we cannot find an expression for the
bias in the sample PLV defined in (4). However, as shown by Vinck et al. (2010), in the

general case P/ﬁ/mp]e is a biased but consistent estimator of PLV:

E [P/I_K/sample] >PLV C))

1im PLV ample=PLV. (9)

N—oo
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Working with the squared estimator of PLV, rather than PLV itself, it is straightforward to

— 2
derive the following non-parametric expression for the bias of PLV ;1 as a function of &
(see Appendix A):

2 1 1 5
E [PLVsample]=N+ 1_ﬁ PLV~. (10

This expression holds regardless of the distribution of the relative phase. Rearranging the
expression we obtain the following unbiased PLV? estimator:

2 R 1 — 2
PLVub_ sample — m ( LVsample X N_l) - (11

Interestingly, this measure is identical to Vinck’s Pairwise Phase Consistency (PPC)
measure

PPC=

N-1 N
Z Z cos(AQ™(1)-AL (1)) (12

n=1m=n+1

N(N-1)

as we show in Appendix B. While this is an unbiased estimator, in general its square root is

not an unbiased estimator of PLV. The bias in PLV mpic is dependent on distribution and we
were unable to find closed form unbiased estimators for either the von Mises or circular
Gaussian distributions that we investigate below.

We illustrate the bias and variance of these estimators in Fig. 1 for relative phase values
sampled from the von Mises distribution (which we describe in detail in the following
section). By varying the concentration parameter of the von Mises distribution we are able to
produce differing values of PLV. The figure shows that bias decreases rapidly with number
of samples and is negligible for /> 50. We also see that bias reduces as true PLV increases
for fixed N. Finally, as observed by Vinck et al. (2010), we see that there is a small increase
in variance when using the unbiased rather than biased measure. Since bias is small except
when the number of trials is small, in the following we will continue to work with the biased
estimator of PLV, which simplifies our analysis of the relationships between PLV and the
parameters of the von Mises and circular Gaussian models.

2.2. Phase Locking Value and the von Mises Distribution

The von Mises distribution is the most widely used model for circular (or periodic) random
variables, in part because it is the circular distribution with maximum entropy subject to
constraints on its first trigonometric moments (Jammalamadaka and Sengupta, 2001). The
probability density function (pdf) of the von Mises disribution is:

£k coslp—1)

Pl ) (13)

R0

with concentration parameter x € [0, ©0) and mean ¥ € [ o ]; Io(x) is the modified
Bessel function of zeroth order
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1 con k cos(0)
10(K)=Z [ye do. (14)

The von Mises distribution is unimodal and symmetric about x as illustrated in Fig. 2(a) for
p = 0. As the concentration parameter « increases, the relative phase ¢ becomes increasingly
concentrated about its mean. In the limit as x goes to 0, it reduces to a uniform distribution
corresponding to the case where the phases of the two signals are mutually independent.

The PLV for the von Mises pdf can be found from the moment generating function:

PLV,yonmises= 'E [eJ'AA/J(t)] 0

(15)

as shown by Jammalamadaka and Sengupta (2001). The PLV is therefore a monotonic
function of xand independent of . In contrast, PLI can be found as:

PLI=ELsign (A¢()]= |- [ (el e+ [ p(elu, 0dg|. o)

A closed form for this expression is intractable but it is clear that unlike PLV, PLI is a
function of both xand w. We show this dependence in Fig. 3 for samples drawn from the
von Mises distribution. This figure illustrates the monotonic relationship between PLV and
xand the more complex interaction between (x, ) and PLI.

From equ. (15) we see that the PLV can be computed from an estimate of the concentration
parameter x. As shown in Jammalamadaka and Sengupta (2001), the maximum likelihood

estimator of PLV for the von Mises distribution can be computed directly from a maximum
likelihood estimator of x and furthermore, the resulting estimator is identical to the sample
PLV estimator in equ. (6):

—— A I](K ) 1
PLV onmises = M=

=PLV cample-
IO(KML) N sample-  (17)

N
ZejA‘pn(Z)

n=1

2.3. Phase Locking Value and Circularly Symmetric Gaussian Processes

We now turn to an alternative statistical model for relative phase. Under the assumption that
the time series whose phases are being compared are jointly Gaussian, then the distribution
of their relative phase, and hence the PLV and PLI, must be governed by the properties and
parameters of that Gaussian process. We now examine these relationships.

Let the sources s;(#) and s (9 be jointly Gaussian zero mean processes. Then, the complex

random vector Z(t)=[ 2 20 ]T where z{ = s{8) + HT (s{d) = A{H&/?4AD follows a
circularly symmetric complex Gaussian distribution that satisfies the condition E[z(Az() 7] =
0 and has the property that the real and imaginary components of z(#) are mutually
independent (Gallager, 2008). The pdf of the circularly symmetric complex Gaussian
distribution for a vector z(J) is

p(t)=———exp (-2(0)"K;'2()} ()

m K|
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R K11 Kipelt H

- K; = ; =E |z(t)z(1)" | . .

where, for the bivariate case - [ Kipe M2 Ky ] [Z( )2(0) ]IS the covariance
matrix of z(#), with 0 < xyo < 00 and - < uq» < 7. Inverting this matrix and normalizing

i - i L _ K1) 12
gives the cross-correlation between z(9) and 2(9 as Ry, £ ek,

We rewrite the pdf in polar coordinates in order to investigate the relative phase distribution:

A1(DA2(0)

p(A(D), @(1)= 2K,

) . JHi2 Je1 (0)
exp {_[ A](t)e—japl(t) Az(t)e—ﬂpz(t) ] |: K11 Ki2€ } [ A](t)e

Klze_j”” K22 Az(t)ej‘”(’)

A[(DA 2
= %il(t)em {_ZKiiAi(t)z —2k12A1(DA2(1)cos(¢; (t)—cpz(t)—u]z)} (20)

i=1

where A() £ [ A1) A2(®) |and @O £ [ @1() #20) |

For the univariate case the circularly symmetric Gaussian pdf in polar form is separable. In
other words, if we write z= A¢’?, then the density can be written p(2) = p(A, ¢) = p(A)X(p),
where p(A) follows a Rayleigh distribution and p(g) is uniform (Davenport and Root, 1958).
However, this is not the case for the bivariate case, i.e. p(A(8), @()) # p(A(D)p(D(D), but
rather the phase and amplitude are mutually coupled unless the cross-correlation is 0. We
therefore now consider two different distributions for the relative phase A¢(#) = (¢1(9)

- () the distribution conditioned on the amplitudes, and the distribution in which we
marginalize out the amplitudes.

From Bayes rule, the phase distribution conditioned on amplitude can be written as:

P(A(D), ®(1))

D(H)A()=
P@()|A®) D)

As shown in Appendix C, this results in the following conditional distribution for relative
phase:

1 —2kpA -
Ao(DIA ()= Kk12A1(DA2(1)cos (Ap(1)—p12)
PO~ 5 oA @

Note that this has the form of a von Mises distribution, but with the mean and concentration
parameters a function of not only the parameters of the Gaussian but also the amplitude of
the observations. This result clearly shows that while we may be interested only in the
relative phases of two signals, amplitude and phase are not independent, so that the
amplitudes of the signals affect the relative phase distribution (and vice versa). Put another
way, the amplitude and phase of jointly Gaussian signals do not contain independent
information about those signals. Because of this amplitude dependence, to determine the
distribution of the relative phase alone we need to marginalize with respect to amplitude, as
also independently shown by Vo et al. (2011), to obtain the relative phase distribution:

1-|Rp,? -
p(Bp(i)=R1 (1—7“’5 (”) 23

2n(1-y?) N
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where Ry, £ —_x2_c/12 and y = |Rya|cos (Ap() - p21). Note that in this case the relative
phase is solely a function of the cross-correlation /;, between z () and z(#), which also
governs the correlation in amplitude between the two signals.

Fig. 2(b) shows plots of the relative phase distribution for the circularly symmetric complex
Gaussian model for different values of R, with w10 = 0. Varying w1, from zero will
circularly shift the distribution so that its maximum is at z1». In comparison to the von
Mises distribution, |/;,| plays the role of the concentration parameter, and 1, the mean.
However, there are differences in the shapes of these two distributions, with the Gaussian
case showing slightly longer tailed behavior.

Using the moment generating function of the relative phase PDF (equ. 23), as we show in
Appendix D, we find the phase locking value for the circularly symmetric Gaussian model is

PLVcircgauss B |E [ejAnp(t)]

o [1_kikn 3/2 35 2) 3..5/2 (§ 7 2)]
2(1 KIZZ )[M 2F] (4, 4,13W +4"" ZF] 1> 472"4’

(24)

2
2

where W = Ep— and /() represents the hypergeometric function. Note that PLV is a
function of the ma:qnitude of the cross-correlation |R 5| =12/ vk11k22- Fig. 4 shows this one-
to-one relationship. The significance of this result is as follows. The parameter xyo/ x11 122
represents the magnitude of the cross-correlation between the two complex Gaussian
processes 21(5) and 2 (). If these are narrow-band signals, the cross-correlation at a single
frequency is equivalent to coherence between the two processes at that frequency.
Consequently, PLV and coherence are equivalent measures. Of course, this holds only for
the Gaussian case, and we will return to the question of whether electrophysiological signals
can be adequately modeled as jointly Gaussian in the following section.

As with the von Mises case, we do not have a closed form for PLI using the integral in equ.
(16) after substituting in the relative phase distribution in equ. (23) for the Gaussian case.
However, we can determine the relationship between PLI and the Gaussian parameters (|
Ri2|, p12) by Monte Carlo sampling. We generated samples from the relative phase
distribution in equ. (23) for a range of values of |R;o| and gq,. Fig. 5 shows sample estimates
of PLV and PL1I as a function of these two parameters. Again, similarly to the von Mises
case, while PLV depends only on the | R;o| value, PLI is a function of both |Ry5| and 0.

The relationship in equ. (24) between cross-correlation and PLV also gives us an alternative
estimator for the latter. Rather than directly computing sample PLV, we can instead compute
the sample estimator of |/?;5| and then substitute this into equ. (24). We refer to this

estimator as P/ﬁlci,.cgauss. In the following section we compare this with the sample PLV
estimate in both simulated and experimental LFP data.

3.1. Simulations Based on the Gaussian distribution

In the previous section we described three different estimators for the PLV: ﬁf/sample (equ.

— 2 —
6), VPLVuy_ sampie (€qu. 11), and PLV jregauss (the PLV computed from the sample cross-
correlation, Equ. 24). Their relative performance in terms of bias and variance will depend
on the true distribution of the data. Before considering the case of experimental
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electrophysiological data, we will first explore their behavior for simulated bivariate
Gaussian processes.

We generated independent samples from two different bivariate Gaussian processes with
normalized cross-correlation values of | /5| = 0.25 and |Ryo| = 0.91, with analytic PLV
values of 0.20 and 0.83, respectively. This was achieved by multiplying pairs of independent
zero mean uncorrelated Gaussian random variables by the inverse square root of the 2 x 2

1 Rp
covariance matrix[ Ri» 1 | We then generated the complex signal by applying the
Hilbert transform to the bivariate sequences using Matlab’s discrete Fourier transform based

— — 2
“Hilbert” function. For both values of correlation we computed PLVsampte; YPLV iy sample,

and PLV ¢iregauss 85 a function of sample size A. A total of 1,000 Monte Carlo trials were
performed for each value of cross-correlation and A, and sample means and variances
computed for each measure of PLV. Results are plotted in Fig. 6.

— 2
All three measures exhibit bias for small V. Note that while PLV;,_gampre is an unbiased
estimator of PLV?, its square root is not an unbiased estimator of PLV although it does

exhibit the lowest bias among the three estimators. As expected, PLV sample alS0 has the
largest variance. It is also clear from Fig. 6 that the variance when estimating PLV from the

cross-correlation is significantly smaller than that of ﬁﬁsample. Consequently, for data that
are approximately Gaussian, using cross-correlation to compute phase locking gives a more
reliable (lower variance) interaction measure than does sample PLV. In comparison, in the
case of the von Mises distribution, we saw that the sample PLV is a maximum likelihood
estimator which is asymptotically efficient and in practice tends to exhibit close to minimum
variance behavior even for small sample sizes.

3.2. Roessler Oscillator Simulations

Roessler oscillators are commonly used models of weakly coupled stochastic oscillators. We
generated two Roessler oscillators &; and &, using the equations described in Schelter et al.
(2006):
Xj
&= Y,
Zj
0¥ Zi+ | Sizjei XimX )] +on;
= ijj+an
b+(Xj—C)Zj

(25)

where / f€ {1, 2}. The parameters were a=0.5, = 0.2, ¢= 10, w; = 1.03, w» = 1.01 and
n;is standard Gaussian noise. A range of values of owere used as shown in Fig. 7.
Parameter e; ;controls the amount of coupling from the 1o the /7 oscillator and is set
such that e15 = &1 = e implying a bidirectional coupling. In this study we consider two
cases: coupling (e >0) and no coupling (e = 0). For each of 1, 000 trials we generated time
series up to length 9, 000 samples with a sample interval A¢=0.02.

We used the simulated time series X; and X5 to investigate the behavior of ﬁsample and

ﬁﬁ/cimgam for the cases with and without coupling. We generated receiver operating
characteristic (ROC) curves (Swets, 1996) showing the fraction of true positive values (PLV
> zwhen & > 0) versus false positives (PLV > zwhen e = 0) as a function of the threshold z.
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Comparing the ROC curves for the two different PLV estimators we can determine which
has the better sensitivity vs. specificity performance, as indicated by the area under the
curve, AUC (an AUC =1 represents error free detection).

A sample ROC curve is shown in Fig. 7(a) for the two estimators, indicating superior

detection performance for ﬁﬁ/cimgauss compared to P/ﬁfsmple. Figs 7b—d show the AUCs for
the ROC curves over range of (b) coupling parameters, (c) number of samples, and (d)

variances. Results consistently show superior performance for P/ﬁfcimgauss, particularly for
small values of the coupling parameter and for a relatively small number of samples. As

these parameters increase, results for both estimators are similar. Since the ﬁﬁcimganss isa
deterministic monotonic function of the sample cross-correlation, it follows that identical

ROC curves would be obtained by replacing P/ﬁ/circgauss with the sample cross-correlation.
These results indicate that even in the cases where the data are not Gaussian, PLV
calculation based on the Gaussian model (or equivalently, the sample cross-correlation) can
give superior detection of coupling than can be achieved using the sample PLV. This seems
to indicate that care should be taken in interpreting PLVSs, since they do not necessarily
provide different or more reliable insight into data than does the sample correlation. This is
the case even in this case where the data are not obviously Gaussian. We now turn to the
case for experimental data.

3.3. Analysis of LFP data

Phase locking values have been used to analyze invasive (cortical and depth electrode) and
noninvasive (EEG, MEG) recordings. In our work we are interested in modeling signals
ranging in scale from local field potentials from microelectrodes through invasive recordings
with larger electrodes as well as EEG and MEG. Of these, microelectrode LFPs have the
most localized sensitivity. The other recordings can be viewed as equivalent to linear
mappings of LFPs at the cortical level (or equivalently, the combination of dendritic and
volume current sources that give rise to them) by integration with respect to the field
sensitivities of the electrodes or magnetometers. These macro recordings should therefore be
more Gaussian than the microrecordings through a law of large numbers argument.
Conversely, multiunit and single unit recordings reflect the spiking activity associated with
action potentials, and we would expect these to be highly non-Gaussian. Here we investigate
the degree to which LFP recordings can be assumed to be Gaussian from the perspective of
their relative phase distributions. In other words, we explore whether PLVs computed from
cross-correlations produce equivalent results to those computed directly using the sample
PLV.

For this study we used the LFP data described by Bressler et al. (1993), which has been
widely studied over the past two decades (Bressler, 1995; Bressler et al., 1999; Ding et al.,
2000; Brovelli et al., 2004). Recordings were made using 51 um diameter bipolar electrodes
separated by 2.5 mm in macaque monkeys. Measurements from a total of 15 electrode pairs
in the right hemisphere, with approximate locations shown in Fig. 8, were analyzed. In the
experiment the monkey was trained to depress a lever and wait for a visual cue to either go
(release) or no-go (not release). The go and no-go cues were a diamond and line pattern as
shown in Fig. 9, with the choice of diamond or line as the go cue changing between
experiments. The cue was given 115ms after the lever was depressed, and a reward given if
the monkey responded correctly to the go cue within 500ms. In the results presented below,
we examine phase-locking at two time intervals: early response (120 + 25 msec after cue)
and late response (260 + 25 msec after cue). Data were originally sampled at 200Hz and bad
trials discarded. The remaining 10, 178 trials contained 5225 go trials (go cue is line for
2322 trials and diamond for 2903 trials) and 4953 no-go trials (no-go cue is diamond for
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2407 trials and line for 2546 trials). For this study, the data for each channel and trial was
first band-pass filtered to a frequency band 13-30 Hz by using two-way elliptic IR filtering
of order 14. Hilbert transforms were then applied to each of these time series using Matlab’s
“Hilbert” transform function. Because of the use of bipolar electrodes, the data should not be
sensitive to volume conduction effects and therefore we restrict attention here to PLV and
do not compute PLI.

We first consider the relative phase distribution between pairs of electrodes. In Fig. 10, we
show goodness of fit between the empirical relative phase distribution extracted from LFP
data and the theoretical distributions based on von Mises and circularly symmetric Gaussian
models. To compute the theoretical distributions we assumed zero mean and estimated the
concentration (for von Mises) and cross-correlation (for Gaussian) parameters from the
sample data. The electrodes and the tasks are selected based on the results represented in
Table 2 which will be discussed later. The common feature of all selected electrodes is that
they represent significant interaction when using sample PLV and circularly symmetric
Gaussian PLV. We used a chi-square goodness of fit test for the two distributions (Lancaster
and Seneta, 2005). We list the p-values for the selected pairs in Table 1. We were unable to
reject the null hypothesis at a = 0.05 for either distribution for any pairs shown, with the
exception that the von Mises was rejected between electrodes 3 and 5 at 120 msec as shown

in Fig. 10(c) and listed in Table 1. We also plot P/ﬁfsmple Versus P/]R/cimgams using all
pairwise combinations in Fig. 11. We can conclude from these results that either distribution
is probably adequate to represent the true phase relationships in this LFP data.

We computed P/ﬁfsmple and ﬁcimgauss for each electrode pair for each of the 18
experiments for the early and late intervals with trials sorted in two ways: (a) by visual cue
(diamond vs. line) and (b) task (go vs no-go). Since the visual cues were switched in
different experiments, the two different groupings allow us to differentiate interactions
associated with cue vs. those associated with task.

To assess significance of interactions we applied permutation testing by trial-shuffiing
within electrode pairs to obtain a null distribution (no interaction). Using these distributions,
computed separately for each pair and each condition, we then converted the PLV values to
p-values. We account for multiple hypotheses testing by thresholding with a false discovery
rate (FDR) of 0.01. For each pair we then computed the number of experiments (out of 18)
in which PLV values indicated a significant interaction. Results are reported in Table 2 and
illustrated in Fig. 12. Only pairs showing a minimum of 5 out of 18 experiments in either
cue or task based comparison with significant PLVs are included in Table 2 whereas no
threshold was applied for representation of results in Fig. 12.

In Table 2 we report the electrode pairs with significant PLVs for diamond vs. line and for
go vs. no-go for both the early and late period. These results are included for two different

PLV estimators: ﬁﬁ/sample , Which is the ML estimator for the von Mises distribution, and

P/LVdrcgauSS. Consider first the results for ﬁsample. For the early response we consistently
see significant PLVs between electrode pairs 2-3, 2-5 and 3-5 for the diamond stimulus
while there are none for the line. For this same early period, when sorting trials by go vs. no-
go (both of which contain diamond and line stimuli) we see no indication that the go
condition produces consistently more significant PLVs than the no-go condition. Note that
electrode pairs 2—-3, 2-5 and 3-5 are in striate/pre-striate cortex.

If we now look at results for the late response we see that the above observation is now
largely reversed. In this case it is the go condition that leads to significant interactions
between striate/prestriate and motor/pre-motor cortices (pairs 1-7, 1-8, 4-7, 4-8, 7-8) while
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the no-go condition shows no significant interactions for any of these pairs. If the same data
are sorted according to diamond vs. line we see no clear preference for significant
interactions. These results might be expected since the early response (120 + 25 msec after
cue) should reflect visual processing while the later response (260 + 25 msec after cue)
should also include visual/motor interactions. We now turn to the comparison in Table 2
between the two PLV estimators. While the number of experiments showing significant
interactions is not identical between the top and bottom halves of the table, the pairs of
electrodes showing significant interactions are exactly the same for the two estimators, with
very close agreement between the number of experiments with significant interactions for
diamond vs. line in the early response and go vs. no-go for the late response. The Gaussian
model consistently produces equal or slightly larger number of significant interactions in
each column in the table, possibly reflecting superior detection power resulting from the
lower variance of the estimator shown in Fig. 6.

4. Discussion and Conclusion

The primary purpose of this paper was to explore the properties of the phase locking value
as it is frequently applied to electrophysiological data, i.e. as a measure of variability of the
relative phase between two signals computed by averaging over multiple trials and relatively
short time windows (Mormann et al., 2000; Lachaux et al., 2000; Varela et al., 2001;
Bhattacharya et al., 2001; Doesburg et al., 2008; Ossadtchi et al., 2010).

The sample PLV is a biased measure, as previously shown by Vinck et al. (2010). While the
degree of bias depends on distribution, the bias in the squared sample PLV was shown to be
a simple function of sample size A, equ. (10). Rearranging this result produces an unbiased
estimator, equ. (11). It is interesting to note that this result is identical to Vinck’s PPC
(Pairwise Phase Consistency) measure. In practice bias is relatively small for A//> 50 so that
the sample PLV should be adequate unless sample size is small.

The sample PLV is a maximum likelihood estimator when the data follow a von Mises
distribution implying efficiency of the estimator. We also saw that PLV is a monotonic
function of the concentration parameter and independent of the mean. Similarly we also saw
that for jointly Gaussian data, the PLV is a monotonic function of cross-correlation and also
independent of mean. This latter result was based on marginalizing the joint density for the
complex representation of the two signals with respect to the signal amplitudes leaving a
distribution as a function of relative phase. In contrast to the von Mises case, the sample
PLV is not a maximum likelihood estimator, and in fact we saw from Fig. 6 that computing
PLV directly from the sample cross-correlation leads to a lower variance estimate than the
sample PLV.

It is not surprising that PLV depends only on cross correlation for Gaussian signals, since
jointly Gaussian processes are completely characterized by their mean and covariance.
Nevertheless, the consequence of this observation is perhaps less obvious: that if data are
reasonably well modeled as jointly Gaussian, then the PLV provides no information that is
not already contained in the cross correlation. We saw that this appears to be the case for the
macaque LFP data analyzed above as well as the simulation based on the Roessler oscillator.
Comparing sample PLV results with a PLV computed directly from the sample cross-
correlation we see very little difference between results in terms of the pairs of electrodes
exhibiting significant interaction when using the two different measures. The distribution
plots in Fig. 10, and associated hypothesis tests in Table 1, indicate that both the von Mises
and circularly symmetric Gaussian distributions are adequate for this data. This supports the
earlier statement that PLV does not add information not contained in the cross correlation.
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It appears reasonable to expect that similar results to these LFP studies would be obtained
when analyzing MEG and EEG data, since they share with the LFP a dependence primarily
on dendritic currents and the associated volume or conduction currents. Differences between
these data depend on the lead field sensitivities of the transducers, with MEG and EEG
being sensitive to far larger regions of cortex than the microelectrodes used to acquire the
data in the study. Through the law of large numbers, we would expect as we integrate over
larger regions of cortical activation, that data would tend to become more rather than less
Gaussian.

It is important to note that the above observations are applicable only to data that can be
considered approximately stationary over the interval over which the PLV is calculated. This
is frequently the case in published studies, where either PLV is calculated over a short time
window, or using a single time sample and averaging over trials (Lachaux et al., 2003, 2000;
Hurtado et al., 2004; Rudrauf et al., 2006). If PLV is computed over longer time periods for
which the behavior cannot be considered to be stationary, then the equivalence of PLV and
cross-correlation would not necessary be retained. We also emphasize that the above
arguments apply only to LFPs, EEG and MEG. Multiunit recordings are clearly non-
Gaussian and we would not expect to see equivalence in this case.

In several instances false phase locking can arise as a result of linear mixing or cross-talk
between time series: (a) use of common reference in microelectrode or EEG recordings, (b)
EEG or MEG recordings with overlapping sensitivities in the lead field, and (c) cortical
current density maps computed from EEG or MEG data in which the low resolution causes
interference between sources. Since the PLV is independent of the mean phase difference,
this measure cannot differentiate between a zero-mean phase difference, which can be
explained by linear mixing, and a non-zero phase lag, which cannot be caused by linear
mixing. The Phase Lag Index (PLI) was designed to be robust to this problem. In Figures 3
and 5 we show the dependence of PLI on the parameters of both the von Mises and Gaussian
distributions. Unlike PLV, PLI is a function of the mean as well as the variance of relative
phase. While this does produce the desired robustness to linear mixing, it is also a function
of both mean and variance so that it is not possible to assess the strength of the interaction
without also knowing the phase. One solution to this problem might be to compute both the
mean and PLV of the relative phase, and use the mean to test for linear mixing and the PLV
to assess the strength of the detected interaction. A similar problem is encountered when
using coherence as an interaction measure: a real value of coherence can arise simply due to
linear mixing. An effective solution to this problem is to use only the imaginary part of
coherence (Nolte et al., 2004), which cannot be nonzero without true interaction. We note
that even in the Gaussian case, where PLV and cross-correlation are equivalent, the PLI and
imaginary coherence are not: while both depend on the complex value rather than the
magnitude of the cross-correlation, they are different functions of this parameter.

Interactions between neuronal populations are not pairwise, but typically involve multiple
areas or electrodes. When computing pairwise correlations, interactions between pairs can
be produced even if the pair does not have a direct interaction but instead both of the areas
are interacting with a third. For this reason, multinode network models are sometimes
inferred using a multivariate model in which partial correlations are computed to
differentiate direct from indirect interactions between electrode pairs. These networks can be
represented using multivariate Gaussian models where the partial correlations are given by
the non-zero entries of the inverse of the correlation matrix (Whittaker, 2009; Mima et al.,
2000). Recently Canolty et al. (2012) have developed a multivariate extension of the von
Mises distribution that similarly is able to differentiate between direct and indirect
interactions, but with respect to phase coupling rather than correlation. It would be
interesting to explore differences between partial correlation and partial phase in LFP, EEG
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and MEG networks, since the relationships explored here between PLV and cross-
correlation could in principle be extended to multivariate Gaussian models.
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Appendices
A. Bias of Squared PLV

. . . —=2
Here we derive an expression for the bias of PLV ;.
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B. Unbiased square PLV and PPC

Rearranging equ. (29), gives the following unbiased estimate of PLV?:

2
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Further manipulation of this expression shows it is equivalent to the pairwise phase
consistency (PPC) measure of Vinck.
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which is the PPC measure in equ. 12 in Vinck et al. (2010).

C. Conditional Distribution of Relative Phase for the Bivariate Circularly
Symmetric Complex Gaussian

First, we need to find an expression for the marginal distribution of amplitudes A(%)

PAW)= [T [ p(A@), ®@))de) (Ddia(D)  (35)

from equ. (20)

_Al(l)Az(l)

2
K [Z UA?@] o [ exp(-2k12A1(DA2(1)c0s(p1 ()~ pa(t)~p12))deg 1 ()dpa (1) 36)

A2 1(=2k12A1 (DA (1)

2
_AA1(0A2(O1y(=2K12A1 (DA2(1)) p(_ZKﬁA?m]. (37)

K| Z

Substituting this result into equ. (21), we get
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D. The PLV for the Bivariate Circularly Symmetric Complex Gaussian
E[ejAép(t)]:E [E [ejA‘p(t)|A1(t),A2(t)m (40)

using the first moment generating function of von Mises distribution:
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where @(.) is standard normal cumulative distribution function. Hence, we get

E [ewm] =der<§<z>n f j-rf/z

SR S— f e
K12 Vkindet(Kz)J 0 —-r/2

sin(6) [ Aa(t)e™ 22430

K
—kAX(0) (72 e

K%ZA%(I)SinZ(Q)

1 — K12A2()sin(0) VI Ax(®)sin(6)
gptel T R (- )} dAx(1)do
%ZA%:i)Ist(G) K%ZAg(I)Sinz(Q)(D( K12A2(I)Sin(0))d0dA ([)
—a — 2
K11 K11

2C(Az(),k11,K12)

By defining ¢ = _% we simplify C(Ax(), x11, x12):

CAa(0), k11, ki2)=r1 [T, O(2sin® (6)) B (asin(6)) o (s6)

= '\||<J'|f Lo

4

= Kk

Hence,

o e [ e

sin~(#)dd + xya” r £ gy
Ji

sin’ (#)d8

K]lazze 2
4

2 42 r
) gy

1272
2k11

sin (B0 (a sin(#)) df + I Pl
Jo

sin“ (@ (1 = d(—asin{#))) dif + [ gine il

Klldz [

4k

nn"mub|‘_--.i||\'r.'|-u’r.|

sin“{#)d (@ sin( rr._\.u’.u|

L0

) = (g sin @3-+ (a sind @) |Jdid

i K3, A%(1) o K, A1)
2k11 2k11
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20y, 2430 K2 AS(t K2 ALt

. _ 2 1242

E I:e/A‘P(t)] — \/EKIZ’;/Z :A%(t)e K22 A5(0)+ 2K11 |:IO [ 12 2( )) +I] [ 12 2( )
det(l(z)K‘1 1 2K11

N——

2D

)} dAx(1)

=D [T A3 (e 3™ [ 10 (cA3®) +11 (cA3 ()] dAx(®) (1)
Kz A KZ
where 4 £ K= 5z and ¢ £ = Then,

E [/20] =D [T A3 Y1y (cA3(1)) dAr0)+ [ Ax(0Pe™ 2, (cAd(0) dAx ()] (63)

Using Mathematica to solve the two integrals in Equ 63 we find:

2 2
E[ejAtp(Z)]:D[zFl (§ 5 LC_) i +2F1(§ 7 2, C_) 3c‘/7_7} (64)

4’4" 2] 4432 47477 2] 16452
_ ul 3/2 35 2.3 s5p 57 2
‘m[ o015 3 (35207

5
2

where W= and /£, represents a hypergeometric function. Hence, we get

35 3 57
L R w2 F =, 2 Lw? |+ 2w 2R [ =, = 2w ).
\2 K3, 4’4 4 44

12
2K11K22 7;%2

‘E [e240]

(66)
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Figure 1.

20

30 40 50 B0 70 80 90
Number of Observations

100

Bias and variance of PLVfample (red) and PLVib_ sample (DIU€) as a function of A, the number
of samples used to compute the estimators: (a) mean value vs A for four different true values
of PLV; (b) variance vs. N/ for the same true values of PLV. Samples were drawn
independently from the von Mises distribution for four different concentration parameter

values.
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Figure 2.
Probability density functions: (a) von Mises distribution with mean x = 0 for a range of
concentration values, «; (b) relative phase distribution for bivariate circularly symmetric

Gaussian models for different values of cross-correlation magnitude |R,| = 2 with phase
H12=0.
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Figure 3.

Plots of sample (a) PLV and (b) PLI as a function of concentration parameter x and mean
for samples drawn from the von Mises distribution. Note that while PLV is independent of
, PLI depends on both xand p.
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Figure 4.
Plot of the monotonic relationship between PLV and the magnitude of cross-correlation,

IR12| =22, for the bivariate circularly symmetric Gaussian model.
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Figure5.
Plots of sample (a) PLV and (b) PLI as a function of cross-correlation magnitude

IR12| =2 and phase w15 for the bivariate circularly symmetric Gaussian distribution.
Similarly to the von Mises distribution, PLV is independent of phase while PLI depends on
both cross-correlation magnitude and phase. Samples were drawn from relative phase

distribution in equ. (23).
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Figure6.

Plot of bias and variance for the sample PLV, root of unbiased sample PLV, and PLV
computed from sample cross-correlation. (a) plot of the mean over 1,000 Monte Carlo trials
as a function of humber of samples used to estimate the parameter for two different values
of cross-correlation; (b) corresponding plot of variance for each of the three estimators for
the two different cross-correlation values. Samples were drawn independently from bivariate
Gaussian processes.
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Figure7.
Roessler oscillator simulations (a) Comparison of ROC curves of ﬁmgauss (blue) and

P/ITVmple (red) when e = 0.15 for coupled oscillators, standard deviation o= 1.5 and number
of samples £ =5000. (b) Area under ROC curve as a function of coupling parameter e when
o=15and L =5000. (c) Area under ROC curve as a function of number of samples L
when o= 1.5and ¢=0.15. (d) Area under ROC curve as a function of the standard
deviation of the noise owhen £ = 5000 and e = 0.15.
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Figure8.
Locations of 15 electrode pairs in the right hemisphere (reproduced from Liang et al. (2001))
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Figure9.
Four visual cues represented to the monkey in the experiment (a) right slanted line (b) left
slanted line (c) right slanted diamond (d) left slanted diamond.
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Figure 10.
Goodness of fit between empirical distribution of relative phase extracted from LFP data and
parametric von Mises and circularly symmetric Gaussian distributions. The concentration
parameter (von Mises) and cross-correlation parameter (Gaussian) were directly estimated
from the sample data. (a—c) pairs at 120 msec (d-h) pairs at 260 msec
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Figure12.

Phase synchronization networks constructed from the results in Table 2. Green: significant
PLVs occur when diamond is presented. Magenta: significant PLVs occur when line is
presented. Blue: significant PLVs occur during go condition. Red: significant PLVs occur
during no-go condition. The thickness of the edges represents the number of experiments

sessions in which significant synchronization occurs.
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Table 1

The p-values of Chi-square statistic for goodness of fit of the von Mises and circularly symmetric Gaussian
phase models. In only on case are we able to reject the null hypothesis: electrode pair 3 and 5 for the von
Mises model.

Electrode Pairs von Mises | Gaussian
2 and 3 at 120 msec 0.97 0.99
2 and 5 at 120 msec 0.55 0.53
3and 5 at 120 msec 0 0.51
1 and 7 at 260 msec 0.48 0.54
1 and 8 at 260 msec 0.47 0.61
4 and 7 at 260 msec 0.50 0.85
4 and 8 at 260 msec 0.43 0.54
7 and 8 at 260 msec 0.09 0.46
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