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Abstract
We evaluate a theoretical model in which Ru is substituting for Ti at the (100) surface of anatase
TiO2. Charge transfer from the photo-excited TiO2 substrate to the catalytic site triggers the photo-
catalytic event (such as water oxidation or reduction half-reaction). We perform ab-initio
computational modeling of the charge transfer dynamics on the interface of TiO2 nanorod and
catalytic site. A slab of TiO2 represents a fragment of TiO2 nanorod in the anatase phase. Titanium
to ruthenium replacement is performed in a way to match the symmetry of TiO2 substrate. One
molecular layer of adsorbed water is taken into consideration to mimic the experimental
conditions. It is found that these adsorbed water molecules saturate dangling surface bonds and
drastically affect the electronic properties of systems investigated. The modeling is performed by
reduced density matrix method in the basis of Kohn-Sham orbitals. A nano-catalyst modeled
through replacement defect contributes energy levels near the bottom of the conduction band of
TiO2 nano-structure. An exciton in the nano-rod is dissipating due to interaction with lattice
vibrations, treated through non-adiabatic coupling. The electron relaxes to conduction band edge
and then to the Ru cite with faster rate than hole relaxes to the Ru cite. These results are of the
importance for an optimal design of nano-materials for photo-catalytic water splitting and solar
energy harvesting.
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1 Introduction
Titanium dioxide (TiO2) has received considerable attention due to its numerous
applications in many important fields, such as catalysis, sensors, corrosion, coatings, and
solar cells.1–7 Among these applications, energy harvesting directly from sunlight is a
desirable approach toward fulfilling the need for clean energy with minimal environmental
impact. Using TiO2-based materials – functionalized or doped – sunlight energy can be
transformed and stored into two different forms (i) electric energy derived by light-induced
charge separation with dye-sensitized solar cells2, 6, 8 or (ii) chemical energy as fuel and
oxidizer, e.g. molecular hydrogen and oxygen which are products of water splitting
reaction.1, 4, 9 Light-induced charge separation is essential for both of these applications.
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We focus on solar fuel catalysis that depends on at least three key steps. The first is the light
capture – absorption the sunlight by the active material, resulting in an electron-hole pair.
The second is the electron transfer – sunlight produced electron and hole diffuse to the
catalytic sites, separated in space.10 This process is accompanied by electron and the hole
relaxation toward the conduction band (CB) minimum and valence band (VB) maximum,
respectively.11–13 During this step electronic excitation energy is partially lost to thermal
energy of lattice vibrations via electron-phonon interactions. The last step is catalysis – the
efficient making and breaking the chemical bonds using the harvested electron-hole pairs.

Among the various oxide photocatalysts, TiO2 (titania) still remains the most promising
photocatalyst owing to its low cost, chemical inertness, low toxicity and high
photostability.4 The chemical and physical properties of materials used for solar-energy
conversion strongly depend on their size, shape and crystalline structure.6 The variation of
surface morphology allows selection of the optimal electronic structure.14 The origin of such
difference was recently revealed by experiment where it was shown that the exciton lifetime
in anatase phase is much larger than corresponding value for exciton in rutile phase.15, 16

This facilitates the translocation of the photon-excited electrons and holes from the bulk to
the surface, where the photochemical reactions take place.17 For small TiO2 nanoparticles (<
50 nm), anatase seemed more stable and transformed to rutile at temperature > 973 K.18, 19

Thus, at room temperature small enough titania nanocrystallites are expected to have anatase
structure and be much more effective for sunlight harvesting applications.

Recently there were proposed new approaches to synthesize high-purity anatase TiO2 single
crystals with a large percentage of (001) facets.20, 21 These facets are much more reactive
for water-dissociation reactions than the (101) surface, which normally forms the majority of
the surface area. However, the clean anatase (001) surface reconstructs under ultrahigh
vacuum conditions.22 The reconstruction strongly stabilizes the surface23 and at the same
time largely reduces its reactivity: calculations indicate that the fraction of active sites for
water dissociation is reduced ~25% with respect to the unreconstructed surface.24

The optical band gap of titania in anatase phase is 3.2 eV, much larger than resonance
energy of 1.23 eV required for water splitting.25, 26 Therefore use of the bare titania for solar
energy harvesting is not efficient. Band gap excitation requires ultraviolet irradiation,
however UV light accounts for only 4% of the solar spectrum compared to 45% visible. So,
any shift in optical response to visible range will have profound positive effect on
photocatalytic efficiencies of the TiO2 materials. Various compounds ranging from
anions27, 28 to cations, including wide range of transition metals29–31 such as Fe,32, 33 Pt,34

Co,35 Nb,36 and others37–39 were used for this purpose. A remarkable catalytic effect of
RuO2 on powdered TiO2 for hydrogen evolution from an ethanol-water mixture has been
observed by Sakata et al.40 To investigate the supporting effect of RuO2 on TiO2,
experiments varying the amount of RuO2 on a fixed amount of TiO2 were carried out.40 The
hydrogen evolution rate for RuO2/TiO2 was found to be 30 times higher than that for TiO2
alone and sensitive to increasing amounts of RuO2 reaching a maximum at 0.4 × 10−3 molar
ratio of RuO2/TiO2. Ruthenia nanoparticles here act as electron pools (reducing sites)41

while titania is an oxidizing electrode, i.e. hydrogen and oxygen evolution takes place on
ruthenia nanoparticles and titania, respectively.

As it was found experimentally, at monolayer coverage of water on the rutile TiO2 (110)
surface, the ratio OH: H2O ≈ 0.5, while heating yields an increased OH: H2O ratio.42

Theoretical analysis also reveals that molecular and dissociated water can coexist on rutile
(110)43 and anatase (100) and (001) surfaces.44, 45

Inerbaev et al. Page 2

J Phys Chem C Nanomater Interfaces. Author manuscript; available in PMC 2014 May 16.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



The computational modeling of the hot carrier relaxation in molecules and nanostructures
rests on partitioning the total energy between electronic part and nuclear part and allowing
for energy flow between them, going beyond Born-Oppenheimer approximation.46 Several
successful computational strategies for electronic relaxation are based on the concept of
surface hopping between potential energy surfaces.47, 48 Numerical implementations of this
strategy can be based on various methods ranging from density functional theory (DFT)49 to
high-precision nonadiabatic excited state molecular dynamics approach.50 It has been
proved efficient to use molecular dynamics trajectory for determining the electron-to-lattice
coupling in semiconductors.51 A computational procedure integrating relaxation of electrons
as open system with time dependent density functional theory (TDDFT) treatment of excited
states was recently offered.52 Historically, in the limit of long time dynamics, low couplings,
and multiple electronic states, one considers multilevel Redfield theory as a common
approach for electronic relaxation.53–62 There were recent approaches to combine Redfield
theory of electron relaxation with on-the-fly coupling of electrons-to-lattice through a
molecular dynamics trajectory in the basis of DFT.63 Energy and charge transfer processes
may occur in the ultrafast and/or coherent regime at times shorter than dephasing time. Such
regimes are expected, for example, in systems with sparse energy states. In contrast, systems
with dense energy states such as semiconductor surfaces, can manifest coherent behavior
only at ultrashort time scales due to faster dephasing. However, in present studies of charge
transfer for photo-catalysis, one primarily focuses on mechanisms of population relaxation.

Recently we have used computational models to explore charge transfer states introduced to
wet anatase (100) and (001) surfaces upon transition metal doping64–66 and proton reduction
reaction on the surface of the Pt nanocatalyst.67

In the present paper we investigate relaxation of electronic excitations on the titania anatase
(100) crystallographic surface with Ru(IV) sites as a nanocatalyst that dopes electrons into
titania. The details of electron-hole relaxation in aqueous conditions is discussed. These
results are used to predict the time-resolved spectra and frequency dependent response
functions collected from ultrafast nonlinear time-resolved experiments. They are important
for optimal design of photo-catalytic water splitting and solar energy harvesting. We found
that optically enabled excitations form an electron-hole pair in which the electron relaxes to
the CB edge and then to the Ru site while hole relaxes to Ru site at a slower rate.25

explaining the significant increase of water decomposition effectiveness due to the ruthenia
doping. At the same time ruthenia doping leads to increasing of the light adsorption
effectiveness by anatase phase of titania in the visible range.

2 Methods: Computation Details
While studying photocatalysis in energy materials one can represent the overall catalytic
process as a sequence of elementary steps responsible for the total effect. Specifically,
interaction of electrons with light corresponds to elementary processes of photon absorption
and emission. Interaction of electrons with lattice vibrations corresponds to relaxation of
electronic bands populations and reorganization of ionic configuration. The mixing of
electronic orbitals is associated with elementary processes of surface charge transfer and
appearence of photovoltage. The common feature of all these elementary processes is that
electronic degrees of freedom (DOF) cannot be considered as isolated.

In order to model such processes in photocatalytically active energy materials we employ
combination of two approaches. First is the computational modeling of electronic structure
for the system investigated. The density functional theory (DFT) seems to be the best suited
for a class of system with reduced symmetry, where standard analytical methods of solid
state theory approaches developed for periodic structures are not well applicable. Among
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such systems are inhomogeneous systems, surfaces with defects, and interfaces between
different substances where chemical reactions take place. Our second approach is a
modeling of quantum relaxation dynamics. Here we simulate interaction of non-equlibrium
electronic states with light and lattice vibrations. This method has a development potential
as it goes beyond basic quantum description of isolated systems. Combination of both DFT
electronic structure calculations with further time evolution analysis of electronic subsystem
is employed in present investigation.

2.1 Computational modeling of non-adiabatic transitions
Due to the fundamental role of radiationless processes in chemical reactivity, there is
abundant literature devoted to extracting non-adiabatic coupling from computer simulations.
Theoretical approaches utilized for this purpose fall into two general categories: trajectory
based methods and techniques based on direct propagation of the reduced density operator.

The latter set of methods include the mean-field Ehrenfest,68 surface-hopping,47, 69 semi-
classical initial value representation,70 linearization,71, 72 and classical mapping73, 74

approaches. The former techniques are based on evolution of the reduced density matrix
(RDM) and consider Redfield equations75 and the non-interacting blip approximation,76

which serves as a time-dependent generalization of Förster theory.77 In present paper the
reduced density operator formalism is employed for description the non-adiabatic charge
dynamics in bare and ruthenia doped anatase (001) titania of anatase phase for practical
design material for sunlight harvesting.

2.1.1 Reduced density operator theory—The basic idea in microscopic theory of non-
adiabatic charge dynamics is a decomposition of a total system into a system and bath parts.
In particular case of present research the former one corresponds to electronic while the
latter one is an ionic part. Complete Hamiltonian of a problem under consideration is written
as a sum of electronic Hamiltonian Ĥel, an ionic Hamiltonian Ĥion and their interaction Ĥint,

(1)

where R and r are ionic and electronic coordinates. The dynamics of electronic subsystem is
described by the RDM,78 which is obtained by tracing the density matrix of whole system
over the ionic bath DOF. Dependence of Ĥel on the ionic DOF emphasizes the non-adiabatic
character of charge dynamics in investigated system.

Hereafter we focus our attention on charge dynamics initiated by incident light beam. Let
consider formation of an excited state at surface of interest continuously irradiated by light
of frequency Ω, consistent with an experimental setup. Light promotes electrons up in
energy from the VB to the CB, while relaxation processes lead to de-excitation of back
towards the ground electronic state. These processes are described within a reduced density
operator ρ̂ = ∑ij |i〉ρij〈j| and RDM ρij treatment within Born and Markov approximations.78

Born approximation corresponds to the weak electron-ion coupling, so that the back-action
of the system onto the bath can be neglected. Within Markov approximation it is assumed
that system correlation time is short.

Eather way, one can pose a formal problem of time-dependent evolution in terms of density
operator ρ̂ which, in numerical representations, is composed of N2 elements, compare to N
elements for wavefunction. Density operator follows the von-Neumann equation of motion
(EOM). Density operator is a powerful theoretical tool combining quantum mechanics and
thermodynamics. It allows us to describe an open system interacting with the environment:
solvent, substrate, lattice vibrations, or quantized radiation.55–61 Density operator provides
quantum picture of energy dissipation, photoemission and de-phasing. We focus on EOM
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for electronic DOF and take into account the influence of thermalized ionic motion in an
approximate fashion, similar to Redfield approach.53 The density operator for electronic and
ionic DOF ρ̂tot is projected on electronic DOF by integrating out the ionic DOF ρ̂el =
Trion{ρ̂tot}. Here we assume that total density operator can be factorized on electronic ρ̂el

and ionic ρ̂ion components and that the ionic density operator obeys thermal equilibrium
distribution. In this approach the EOM for reduced density operator for electronic DOF
gains an additional term representing the approximate infuence of lattice vibrations on the
electonic DOF. This term, often referred to as Redfield term, is obtained79 as second order
perturbation in respect to electron-phonon interaction Hamiltonian as described belod.

There one applies several approximations: perturbative in electron-to-lattice ion interaction,
Markov, convolutionless

(2)

Equation (2) provides time increment of the electronic density matrix ρ̂el and linearly
depends on its value at specific time ρ̂el(t). First term of the equation is trivial, contains
phase increment due to the electronic Hamiltonian, plus an influence of a driving laser field,
if any, and corresponds to the elastic, reversible dynamics.

In contrast, second term is very specific. It uses Hamiltonian of interaction of electrons and
lattice vibrations Ĥint. This Hamiltonian is small compare to Ĥel. The second term appears
as a perturbative correction of the second order since the first order correction vanishes upon
average. The second term has prefactor of ħ−2. The dimension of the second term is the
same as the dimension of the first term: time−1. The integration limit runs from the instant
the interaction was switched on until the time we focus on. The symbol Trion corresponds to
an average over states of ionic subsystem, in thermal state, which is characterized by the ion
density operator ρ̂ion. The double commutator appears from the second order perturbation.
The Hamiltonian of interaction Hint enters there twice: at the initial instant of time t = 0 and
at the delayed instant of time t = τ. This corresponds to two elementary events of interaction,
separated by the time interval τ. During the interval between these events, there appears an
accumulation of phase, corresponding to non-interacting ions and electrons. The density
matrix of electronic system enters there as an argument, at time t. Interaction Hamiltonian is
often factorized as a bilinar product of relevant operators affecting electronic subsystem and
ionic lattice subsystem. The second order perturbation term, upon average over lattice
motion contains autocorrelation function for lattice operators.

In case a specific basis {|i〉} is chosen, the density operator converts into density matrix ρij =
〈i|ρ|j〉 for electonic DOF.53, 55–61 RDM obeys Redfield EOM

(3)

Elements of the Redfield tensor R are expressed in terms of partial rates Γ±

(4)
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Here, the partial rates Γ± are expressed in terms of autocorrelation functions M of
interaction-Hamiltonian

(5)

(6)

The phase increment factors exp {−iωljτ} appear from the time evolution of the electronic
DOF, and use energy difference ħωij = εj − εi. The autocorrelation function of the
interaction Hamiltonian reads

(7)

with an assumption M′(τ, 0) = M′(τ + τ′, τ′). Here we define

(8)

Note that approximations which we have committed lead to the time-independent
coefficients Rijkl for this system of linear differential equations. Later, for the practical
implementation of the Redfield Eq. 3 we replace the general Hamiltonian with the Fock
operator or one-electron Kohn-Sham operator, in agreement with used computational basis.
For the focus on energy relaxation and charge transfer, it is sufficient to include only single
excitations of electronic states in the explicit treatment of Hel. In what follows the
interaction Hamiltonian is exclusively based upon non-adiabatic coupling elements activated
by motion of ions.

In numerical form, based on the derivative of Hamiltonian (Fock operator), in the basis |
k〉, |l〉 in n respect to normal modes displacements or to the position of Ith ion

 the interaction Hamiltonian is composed of the terms including products

of gradient matrix elements , α = x, y, z and momentum as follows

. Here, for each timestep, the difference between αth Cartesian
coordinate of Ith atom at time moments of t and t + Δt can be expressed in term of

momentum , where MI is mass of Ith atom. The autocorrelator (7) is

composed of the terms including products of matrix elements  and momentum-
momentum correlation function

(9)

In numerical form, based on “on-the-fly” calculation, the autocorrelator (7) is composed
of the terms including products of matrix elements of interaction Hamiltonian at different
instants of time
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(10)

plus permutations. Here, the average over bath states Trion is represented by the summation
of snapshots of multiple trajectories or one long trajectory. Note that in last two equations,
autocorrelation function includes only interaction Hamiltonian and is expected to decay
rapidly in systems with broad and dense spectra of lattice vibrations. An autocorrelation of
the total Hamiltonian include components, which might decay at longer time scale and
contribute to such effects as pure dephasing.80–82

2.2 Practical application of methodology to functionalized titania slabs
The equations below represent implementation of Redfield equation in basis of Kohn-Sham
orbitals as explained in Appendices I–III.83, 84

(11)

(12)

where γjj = ∑k≠j κjk,  are population and coherence relaxation rates

and  is a state-to-state transition rate in the Markoff limit.
Here Ωjk = −Djk·ℰ0/ħ, and Δjk = Ω − ħωjk stand for Rabi and detuning frequencies

respectively. Also, ħωjk = εj − εk, J, , and T are described in83, 85, 86

and stand for an energy difference, spectral density of bosons, their thermal distribution for

vibrational frequencies ω, and temperature, respectively, while  stands for a pure
dephasing component, obtained through an autocorrelation of time-dependent KSO energy
〈εi(t)εj(τ)〉.80, 82 The initial values for the RDM correspond to the system initially at thermal
equilibrium and then excited by light, during a very long time. The thermal equilibrium state

in our electron system is specified by the Fermi-Dirac distribution  as
applies to our system at equilibrium at temperature T before excitation.

2.2.1 Solution in the limit (i) steady state—As soon as we have established formal
EOM 11 for the electronic DOF perturbed by light and lattice vibrations we have to solve it.
We consider the solution of Eq. 11 in two practically important limits, first, in the limit of
continuous photoexcitation at a given frequency. This corresponds to experiment with CW-
excitation. In this limit, at a long time after the excitation was switched on the excitation of
the model by light and deexcitation due to interaction with lattice vibrations, in average,
compensate each other.

In such case, the average of any element of density matrix experiences no change in time.
The model comes into so called steady state ρ̂ss. In steady state, the differential EOM for
density matrix 11 transforms into linear algebraic equation wich establishes connection
between equilibrium density matrix ρ̂eq and steady state density matrix ρ̂ss.

A system driven by steady light of a given frequency shows two competing tendencies that
establish a steady state: light promotes electronic population from the valence band to the
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CB and interaction with the medium returns population back to the valence band.
Furthermore, interaction with the medium over long times damps rapidly oscillating
coherences. In such case, as long as the intensity of irradiation is kept constant, it is possible

to search for solutions of the EOM with steady state values  for times ,
which can be obtained imposing the condition ∂ρ̂ij/∂t = 0. In the limit of weak optical field
intensity for which |gjk| << γjj a Taylor series expansion of matrices leads to

(13)

(14)

with  and details given in.84, 87 Interestingly,  the off
diagonal elements, for k and j in different bands correspond to transition density matrix.

2.2.2 Solution in the limit (ii): evolution of nonequilibrium excitation—Another
limit, when Eq. 11 is important to solve is the limit of time evolution of nonequilibrium
excited state created by instantaneous ultrafast pulse or by abrupt switching off the steady
excitation. In this limit, EOM keeps only terms for phase increment and for lattice induced
evolution. The EOM is solved by numerical diagonalization of the matrix equation88

(15)

where elastic and inelastic terms in the Redfield equation are transformed into ℒ̂ and ℛ̂

super-matrices, providing the electron density matrix  at each time.
Here, ρ̂(J) stands for an eigenmatrix of the RDM EOM. The coefficient AJ = Tr [ρ̂(0)† ρ̂(J)] is
obtained from the initial conditions, and J = (i, j) stand for a diadic superindex.63

2.2.3 Applying RDO solutions to explore properties of materials—As soon as one
has solved the EOM for density matrix one may want to connect this knowledge about
electronic system details to a real world, to observables which reflect steady- and time-
dependent system properties. We select such observables which are either easy to measure
for this class of systems or reflect most important features of the models, see Appendix IV.

For models of functionalized surfaces for energy applications one is interested in the ability
of the material to absorb light and to convert the relevant energy into form of charge transfer
and later, into chemical form. One can quantify the ability of material to participate in
charge transfer event in an average way. A surface of a material can be approximately
considered as a double layer capacitor with one layer A representing the inner area of
material well below the surface and second layer B representing the outer area of the
material, facing the vacuum or other type of environment. A photoexcitation may induces
average charge imbalance between such layers. This creates a homogeneous electric field
across the capacitor plane and a voltage between layers of double-layer capacitor. The
corresponding electric potential difference between charged layers is proportional to their
average charge and to the distance between oppositely charged layers, and can be cast for a
continuous charge distribution as,89 described in Appendix IV.

Other quantities we follow are very helpful for understanding the mechanism of energy
relaxation and charge transfer in the models of titania surfaces, energy distribution of

Inerbaev et al. Page 8

J Phys Chem C Nanomater Interfaces. Author manuscript; available in PMC 2014 May 16.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



photoexcited carriers as function of energy and time and space distribution of photoexcited
carriers as function of position and time. We consider average energy of a carrier as function
of time to quantify average features of energy relaxation. We quantify the amount of charge
transfer by considering average repartitioning of charge between titania slab and ruthenia
nanocatalyst.

A population distribution in the energy domain reads n (ε, t) = ∑i ρii (t) δ (εi − ε), while a
relative change of population with respect to the equilibrium distribution reads

(16)

and represents an increase of population (electrons, Δn > 0), a decrease (holes, Δn < 0), or
unchanged population for Δn = 0.

The ruthenia nanocatalyst and Ru doping of titania surfaces have potential to promote
oxidizing half reaction of water splitting. Therefore, one focuses on the details of the hole
transfer and on behavior of carriers in the occupied valence band.

The charge density distribution in the VB/CB as function of z reads, with r = (x, y, z),

(17)

(18)

for the initial nonequilibrium (a, b) photoexcitation, and characterizes the electron density
localized at an adsorbate at time t. Below we solve for the RDM and obtain the above
distributions to perform a case study of photoinduced evolution in our models of titania
slabs, with and without Ru adsorbate.

The relaxation of the hot carrier (hole) energy Δεh given by

(19)

The expectation value of the hot carrier (hole) energy Δεh given by

(20)

In order to compute the average rate of energy dissipation we convert expectation values
〈Δεe〉(t) and 〈Δεh〉(t) into their dimensionless counterparts

(21)

Both of theses functions change between 0 and 1. We try to fit the dissipation of energy in
the CB and VB in to a monoexponential decay 〈Ee〉(t) = exp{−ket}, 〈Eh〉(t) = exp{−kht}.
Here the decay rate is approximated as inverse of the time integral
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(22)

Average partitioning of the charge can be quantified as follows

(23)

so that charge presence above titania surface z > 0 yields increment proportional to the
amount of charge transfer.

2.3 Electronic structure calculations
A set of Kohn-Sham (KS) orbitals is computed using density functional theory (DFT) with
the Perdue-Burke-Ernzerhof (PBE) parametrization90 as it implemented in VASP code.91, 92

Obtained set of KS orbitals is used to calculate matrix elements of the relevant density
operators.92–94 The Ti3d states in titania were explicitly treated as valence states through the
projector augmented wave method95 and cutoff energy value equal to 400 eV. The slab
replicated along (100) crystallographic surface contains 8 layers thickness containing totally
96 atoms and was cleaved from the anatase phase structure of titania downloaded from the
NRL database.96 The z axis of expected charge transfer is chosen to be orthogonal to the
exposed (100) surface.

The periodic boundary conditions a = 7.570Å and b = 9.908Å are imposed along x (010) and
y (001) directions. A vacuum layer of 8 Å was added to the simulation cell along z (100)
direction to prevent spurious interactions between periodic replicas. The above described
model of titania surface was modified to approximately represent surface nanocatalyst. To
do so, one Ti atom at top and bottom surfaces covered by water was replaced by Ru atom.
These represent “doped” and “undoped” models, which are studied as follows.

Here we restrict ourselves by consideration of water monolayer adsorption on investigated
surfaces. Recent theoretical results indicate that the presence of second layer of water
molecules causes those in the first water molecules layer to be reoriented and a monolayer
model was found of at best limited applicability to understanding the water-TiO2 interface.97

The resulting structure was saturated by H2O molecules to mimic realistic situation of titania
nanorod immersed in water. The resulting geometry is shown in Fig. 1(left). The effect of
explicit thermal motion of surface layer of water molecules is included into ab-initio
molecular dynamics trajectories involved into computation of correlation functions, Redfield
tensor elements, and relaxation rates. This can be best visualized based on online movies
submitted to supplemental materials.98, 99

The energies of KS orbitals {εi}, transition dipoles {D⃗ij}, spatial distributions of KS orbitals
partial charge density ρi(r⃗), normal modes, ab initio molecular dynamics trajectories, and

average nonadiabatic transitions coefficients , and autocorrelation functions Mijkl(τ)
were extracted by postprocessing of the output of VASP DFT calculation for each model.63

All coefficints for the Redfield equation are computed based on the ab initio data.
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3 Results and Discussion
3.1 Effect of doping on ground state electronic properties

Geometry modification and binding energies—As Ti-O bond length is shorter than
Ru-O, replacement of Ti(IV) with Ru(IV) leads to slight distortion of the lattice. The
distortion affects the in-surface bonds differently than M-O bonds perpendicular to the
surface as shown in Table 1. Calculated by Eq. 24 binding energy of Ru to titania surface is
also shown in Table 1.

(24)

where the energies of clean and doped surfaces are Eclean = E(Ti32O64 × 8H2O) =
−973.58595 eV Edoped = E(Ru2Ti30O64 × 8H2O) = −962.55960 eV. The chemical potentials
of Ru and Ti atoms were calculated for hexagonal Ru and α-Ti crystals μdoping atom = E(Ru)
= −8.568 eV/atom and μhost atom = E(Ti) = −7.658 eV/atom, respectively. Plugging in these

values into Eq. 24 one obtains  per Ru atom. The functionalized titania
surface is an energetically preferred composition.

Upon optimization, water molecules are arranged to optimize hydrogen bonding. H atoms of
each H2O molecule protrude parallel to the surface plane to the nearest O atom from the
neighboring H2O molecule. The average binding energy of H2O molecule to doped and
undoped surface equals to

(25)

where Nads stands for number of H2O ligands covering the surface, Eslab+ads total energy of
a model covered with water, Eslab total energy of a model with bare surface, ENads total

energy of all water adsorbants. Numerical values  and

 are also summarized in Table 1.

Density of states—The electronic configuration of titanium, oxygen, and ruthenium are
Ti = [Ar] 3d24s2, O = [He] 2s2p4, and Ru = [Kr] 4d75s1. Electronic structure of doped and
undoped models is schematically summarized in Fig. 1 and supported by computational
results as follows. Symbolically, the K-S effective Hamiltonian operator of pure TiO2 can be

labeled as . Introduction of Ru-doping created the several changes of the electronic

structure. The model Hamiltonian for the doped slab includes a term  for the electronic

changes due to a dopant in the host lattice, and a term  for the induced distortion of the
lattice, so that

(26)

Features of electronic structure and K-S eigenenergies of doped and undoped slabs are
analyzed using density of states D(ε) = ∑j δ(εj − ε). For better visualization DOS for both

models is shifted in energy in respect to  for undoped model.
Comparison of the DOSs D0 and D for pure and doped slabs helps to identify changes due to
electronic contributions from dopants and due to lattice distortion, with
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(27)

Figure 2(a)–(b) illustrates the effect of doping on the electronic properties of ruthenia-doped
TiO2 slab and shows calculated DOS, total and projected on atomic orbitals. The DOSs
D0(ε) versus ε shows a null region typical of the gap between VB and CB of the titania
crystal, as seen in Fig. 2(a). Based on calculated projected DOS, one notices that for
undoped model all orbitals in the valence bands are composed as superposition of O2p-
orbitals of oxygen and all orbitals in the CB conduction band are composed as superposition
of Ti3d-orbitals of titanium. The density of states for doped model, in Fig. 2(b)
approximately reproduce the DOS for undoped model, in Fig. 2(a) in the energy range
below −1.5 eV (VB) and above 0.5 eV (CB). Slight change of peak position is attributed to

electronic states being perturbed by lattice distortion . The unique changes intoduced by

doping  are manifested as states within the bandgap.

The equilibrium population of undoped model is trivial: all states in the VB (below 0 eV)
are occupied, all states in the CB (above 0 eV) are unoccupied. In the doped model,
pseudooctahedral Ru ion contributes t2g orbitals to the bandgap. Their filling is consistent
with d4 configuration of Ru(IV). This feature plays a role in understanding charge transfer
mechanism. These results may potentially be used as model for more complex Ru-based
sites such as clusters or nanoparticles. We expect that the Ru-band in the bandgap range will
gain more states and will broaden for the larger ruthenia nanocatalyst, providing similar
qualitative trends in the electronic structure.

Electronic absorption spectra of doped and undoped models are presented in Fig. 2(c).
Examples of electronic transitions contributing to the spectra are given in Table 2. For both
models, bright transitions, appear above the optical bandgap of the undoped model. The
absolute values of the optical band gap energies can be systematically improved by
employing GW corrections and Bethe-Salpeter equation approach.26

Ru-doped surface exhibits a significant red-shift in electronic absorption spectrum relative
the undoped titania. Ru-doping and relevant lattice distortion effect perturbs position of
main absorption peaks above 2.3 eV in comparison to the undoped model. Ru-doping also
adds several semi-bright transitions below the optical bandgap. These transitions are
involved in the formation of charge separated states and are discussed in what follows.
Individual transitions with maximal oscillator strength are shown in Fig. 2(c), for the doped
model in a form of vertical stems with heights proportional to the oscillator strength. As
expected, KS orbitals localized on adsorbed water do not contraibute to electronic
absorption spectrum. Interestingly, two most intense transitions in both doped and unroped
models, have the same orientations of transition dipoles, along 〈100〉 and 〈010〉 directions.

Ab initio molecular dynamics trajectories at ambient temperatures were used to compute
couplings and Redfield tensor elements.98, 99 Due to contact to thermostat, all ions and
fragments included in model, experience quasichaotic motion. Ti, Ru, and O ions of the slab
perform motion of oscillatory character, with different phases, while solvent H2O molecules
saturating surface dangling bonds perform more complicated motion. These motions include
rotation, forming and breaking hydrogen bonds, desorption and re-adsorption back of water
from/to the surface. This approach approximately takes solvent effects into account.

One sees two ways to address dynamics solvent reorganization at higher precision: (i)
compute multidimensional potential energy surfaces by including vibrational degrees of
freedom, all or most important ones, into explicit considerations100–102 and (ii) update the
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ionic trajectory according to electron dynamics.103, 104 Both approaches will demand
substantial computational resources, compare to present approach. Non-adiabatic molecular
dynamics implies generation the vibrational forces and trajectorirs for each of possible
electronic states or even for each of possible sequence of electronic states taken by the
system. This approach works efficiently for lighter elements and smaller systems, such as
dendrimers.104 It is an interesting idea to try such approach for class of models considered
here. Specifically, Some basis KS orbitals have a portion of charge localized on water.
Energies of such orbitals may get modified in a treatment with updated trajectories.

Nonradiative transitions Figure 3 shows representative examples of correlation functions
components Mljik(t) Eq. 7 and selected elements of Redfield tensor Eq. 4 for studied atomic
models with and without Ru doping. Here we focus on analysis of those elements of
autocorrelation function and Redfield tensor, which correspond to population transfer. It is
very interesting and important that the autocorrelations function elements Mljik(t)decays
rapidly as function of time. This numerical observation provides validation for applying
Markoff approximation. The computed Redfield tensor elements responsible for population
transfer exhibit a feature: specifically, the maximal absolute values appear for those
elements describing relaxation between states with close energies Rj,j,j±1,j±1. Note that, the
elements of Redfield tensor connecting states near the bandgap |j − HO| < 2, |k − HO| < 2 are
qualitatively different for doped and undoped models. For undoped model, the values of
Rjjkk are vanishing and correspond to long non radiative lifetime. For Ru-doped model, the
values of Rjjkk are of the order of .01 fs−1. Ru ion contributes states which facilitate the
relaxation near the bandgap. The computed atomistic data are used for parametrizing EOM
for RDM, solved in the following sections.

3.2 surface photovoltage created by cw photoexcitation
We analyze interaction of electromagnetic radiation with doped and undoped titania
surfaces. We start analysis by considering continuous wave (cw), low intensity irradiation
leading to a steady state excitation of titania surface models. This analysis is helpful for
interpreting absorption spectra in Fig. 2(c) and photovoltage spectra in Fig. 4(a). Optical
perturbation of a given frequency creates coherence between occupied and unoccupied
orbitals, referred to as transition density matrix. At the same time, optical excitation perturbs
the equilibrium populations of states in valence and conduction bands. In average, originally
occupied orbitals of valence band yield decrement in population and originally unoccupied
orbitals of conduction band yield increment of population.105 This corresponds to optical
excitation promoting an electron from the VB to the CB. Steady state solutions of the EOM

for density matrix for titania surface models provide transition density matrix  and

steady state populations of orbitals  as function of incident light frequency. The
absolute value of the relative change of such populations in respect to their equilibrium

valies  is shown in Fig. 4(b)–(c) for undoped and doped models. An
nonequilibrium excited state created by light of a given frequency Ω can be considered as a
superposition of multiple electron-hole pairs and perturbs both VB and CB orbitals. Light of
lower frequency perturbs only few orbitals in the bandgap area HO−Δ̃ < i < HO + Δ̃, Δ̃ < 5.
Light of higher frequency perturbs orbitals further away from the bandgap. At higher
frequency, more orbitals become involved into the formation of a nonequilibrium excited
state, Δ̃ > 5.

For undoped model, the excitation with frequency (transition energy) below bandgap does
not perturb populations of orbitals. Starting with frequency matching the optical bandgap (in
this calculation 2.1438 eV) light perturbs pairs of orbitals with nonzero transition dipoles, as
shown in Fig. 2(b).
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For doped model, light of much lower frequency is able to perturb some orbitals since there
are Ru4d t2g orbitals contributed by surface Ru-doping. The actual bangap of doped model

(  in this calculation) is smaller than the optical bangap of titania anatase.
Several band-gap area transitions have small values of transition dipole, therefore,
noticeable perturbations of KS orbital populations are calculated at the transition energies of
about 1eV, as shown in Fig. 4(c). The transitions in the range of excitation energy between
1eV and 2eV involve orbitals localized on Ru(IV) and contribute to formation of O2p →
Ru4d and Ru4d → Ti3d charge separated states as discussed later in this section.

Earlier calculations of SPV for crystalline, amorphous, and doped Si (c-Si)84, 87, 105, 106

provide the correct sign of the photovoltage and qualitatively correct positions of peaks in
the dependence on photon energy in comparison to experimental data. This provides a
partial justification of the method and a background to expect that the applying the same
approach to doped TiO2 surfaces provides reasonable insight on the details of formation of
an integrated charge transfer state on the surface. The solution for steady state density matrix

 is plugged in to equation for surface photovoltage

, with details provided in Eq. 55, Appendix IV.

The resulting Vs(Ω) dependences for both doped and undoped models are presented in Fig.
4(a) along the experimental results of SPV for porous anatase film of 16nm in vacuum.107

This is the best relevant data available in the literature. Surface photovoltage spectra of
doped (calculated and measured) and undoped models exhibit similar features, at the
approximately same frequency, sign, and intensity. These features are labeled as (a), (b) for
undoped model and as (a′), (b′) in the doped model, and as (a″), (b″) in the undoped
experimental data. In addition to these features, SPV spectrum for doped model exhibits a
high intensity negative peak at about 1.5 eV, labeled as (c′). This peak establishes an
evidence of formation of charge transfer state on doped titania surface. Negative sign of
photovoltage indicates the direction of charge transfer: upon excitation at transition energy
of ħΩ = 1.5 eV the surface is getting depleted with electrons and enriched with holes. Note
that this information is frequency dependent, not time dependent. The detailed mechanism
and nature of this event is analyzed later in this section. SPV calculation has proved the h+

transfer from titania active media to ruthenia nanocatalyst.

3.3 electronic dynamics after instantaneous photoexcitation
Here we consider the solution of the RDM EOM in the time domain. The instantaneous
optical pulse creates nonequilibrium state of the model by promoting an electron from
occupied orbitals in the valence bands (a) to unoccupied orbitals in the conduction band (b).
This event is most probable in case the oscillator strength fab is maximal and transition
energy εab = ωab/ħ is in resonance with the central frequency of the exciting laser pulse Ω.

In what follows, we assume that the system is optically excited at t < 0 by steady light of
frequency Ω ≈ (εb−εa)/ħ, that promotes an electron from occupied orbital a to unoccupied
orbital b, and that at t ≥ 0 its electric field is zero. The initial value of the density matrix is
therefore ρij(0) = δij · νj, with orbital occupation numbers νj = 1 for occupied j and zero

otherwise, except that νa = 0 and νb = 1. Its change over time is shown as .

This initial state, specified by indices a, b is evolving in time due to interaction of electronic
DOF with lattice vibrations. Figure 5 shows representative examples of photoexcited
dynamics in models with and without surface doping for the following initial conditions a =
HO−8, b = LU+3, created by pulse of central frequency ħΩ = 2.7111 eV, and a = HO′ − 21,
b = LU′ + 3, created by pulse of central frequency ħΩ = 2.8562 eV. We analyze the
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photoexcited dynamics of the nonequilibrium electron distribution as function of time.
Figures 5(b),(e) show isocontours of the population Δn(a,b)(ε, t), Eq. 16 giving the dynamics
of similar photoexcitations calculated for the titania surface with and without surface
adsorbed Ru-nanocatalyst, with red indicating large gain and blue large loss of electron
density in respect to equilibrium distribution. Over time, the maxima are found to relax to a
lower excitation energy. It corresponds to the electronic part of excitation (red) approaches
CB minimum and hole part of excitation (blue) approaches VB maximum. As the systems
relax, the populations of some orbitals change by large amounts, going through maxima
before they decrease.

In the undoped model, Fig. 5(b), The relaxation of holes takes place at earlier time (10 –
100fs) than the electron relaxation (1 – 10ps). Both electron and hole relax to lowest
available excitation for the undoped model. Such excitation, HO → LU, undergoes longer
recombination process, kHO,LU = 2.85 × 10−2 ps−1, τHO,LU ≈ 35 ps This is quicker than
electron-hole recombination time in water-dissolved titania quantum dots that is reported as
equal to 500ps at 12K108 and varies with nanoparticles size from 66 to 405 ps at room
temperature.109 The rate of recombination is determined by several key parameters, which
should match in the system and in the model: (a) temperature, (b) nuclear fluctuations, (c)
value of bandgap, (d) surface-to-volume ratio (e) details of surface functionalization.
Influence of each parameter is discussed in Discussion section. In the doped model, Fig.
5(e), the relaxation of electrons occurs earlier in time at about 1ps. The relaxation of holes
experiences several subsequent steps. Hole part of excitation subsequently visits several
orbitals from the VB. In general, these steps of hole relaxation take longer than in the
undoped model since these relaxation events involve new orbitals contributed by Ru-doping.
Interestingly, the electron relaxes to the CBM LU′ earlier (.5ps) than the hole relaxes to the
VBM HO’ (10ps). The strongest attention is focused on the time interval 1ps < t < 10ps,
when one carrier (e−), arrives to the surface earlier than another one (h+). In such regime, the
surface is being charged and is ready to facilitate reactions. Finally, both e− and h+ localize
on the same surface. However, in a realistic setup with both oxidizing and reducing
nanocatalysts the e− carrier is expected to be swept off to the reducing catalyst providing an
excess of h+ charges on the surface with oxidizng RuO2 nanocatalyst.

Next, we focus on the time evolution of the valence band (VB) charge distribution in space
since evolution of hole part of excitation plays key role in triggering oxidizing reaction on
RuO2 nanocatalyst. Spatial distributions as functions of time from Eq. 17 are presented in
Figure 5(c),(f).

The dynamics of hole part of excitation for the undoped titania surface, Fig 5(c) shows
subsequent maximal occupation of orbitals HO−8, HO−1, HO. This corresponds to spatial
charge evolving from being equally distributed between all inner layers of the slab towards
semi-delocalized distribution over two atomic layers near the surface.

The dynamics of hole part of excitation for the doped titania surface, Fig 5(f) shows that
maximal occupation of orbitals HO′−22, HO′−11, HO′−3, HO′ corresponds to spatial
charge evolving from being equally distributed between O2p of all inner layers of the slab
towards localization on the Ru4d surface doping. This illustrated the dynamics towards
formation of the charge separated state. Possibly, this process can be summarized by an
approximate redox reactions involving O and Ru

(28)

(29)
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It is noted that these equations are symbolic simplifications. In reality, the electron is getting
transferred between orbitals, which are delocalized over multiple oxygen ions. Interestingly,
titania thin film surface charge transfer is reflected in the photovoltage observable which
slowly decays in time as excited states recombine to the equilibrium110, 111 The information
about time evolution of a photoexcited carrier for a given photoexcitation can be, in average,
consolidated into a single function, such as evolution of an average energy of the carrier.
Figure 6 illustrates the dependence of such average energy of hole as function of time, for
different initial photoexcitations, for doped and undoped models. Table 3 summarizes the
numerical measure of carrier energy dissipation for various initial excitations as computed
according to Eq. 22.

3.4 Analysis of active orbitals
The models are oriented in such way that x, y, and z coordinates correspond to b = (010), c =
(001), and a = (100) crystallographic axes, respectively. For undoped model, the two
brightest transitions have transition dipoles oriented along (001) and (010) axes. The
electronic configuration of titanium and ruthenium are Ti = [Ar] 3d24s2 and Ru = [Kr]
4d75s1. In our simulations, the orbitals near bandgap are contributed by valence electrons
only. While doping, we replace two Ti atoms, from the top and bottom surfaces of the slab
by Ru atoms, gaining four additional valence electrons per each dopant. HO′ = HO + 4,
Here HO = 288, HO′ = 292 correspond to twice the number of valence electrons in the
model. Our calculation is not spin polarized. The dopant atoms contribute 4 additional
orbitals within the bandgap. Three of them are occupied, one of them is unoccupied. This
analysis provides an argument, that the index of VB orbitals of a given symmetry are shifted
down by 3 in doped model compare to undoped one. By analogy, the index of unpopulated
CB orbitals are shifted up by +1 in doped model compared to undoped one. This expectation
is partially fulfilled for two lowest and brightest transitions, their indices are as follows: pair
of orbitals (1) = (HO − 7; LU)undoped converts into pair of orbitals (2′) = (HO′ − 10; LU′ +
2)doped. By analogy, pair of orbitals (2) = (HO − 8; LU + 3)undoped converts into pair of
orbitals (5′) = (HO′ − 11; LU′ + 4)doped. The difference, if any, is due to perturbation
imposed on all orbitals due to presence of the dopant. These four examples of pairs of
orbitals are illustrated in Figures 7 and 8 and can be symbolically represented by redox
reactions

(30)

(31)

There is another sequence of transitions involving orbitals contributed by doping. Such
orbitals are spatially localized in the vicinity of the doping atom. The host, TiO2 orbitals are
typically delocalized over the whole slab. We consider transitons from host to dopant, from
dopant to host and Ru d-d transitions. The representative examples of such transitions are
mentioned in the last three rows of the Table 2. The mean position of electron orbital
distribution 〈i|r⃗|i〉 is localized in the surface region for doping orbitals and localized in the
inner area of the slab for host orbitals. This fact is responsible for the specific character of
partial contribution of a given pair of orbitals to the formation of charge transfer state and to
photovoltage signal at a given transition frequency.

For example, the transition (1′) = (HO′ − 2 → LU′ + 4) corresponds to electron being
promoted from the surface dopant to the Ti3d inner area of the slab as summarized by redox
equation
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(32)

(33)

Here we hypothesize x = 4, but this must be supported by additional computational data. The
electron is transfered from the surface to inside of the slab. Exciting such transition creates
electron depletion on the surface. In other words this can be interpreted as hole transfer to
the surface. At the same time this transition has nonzero oscillator strength. Therefore, this
elementary process of photoexciting this transition contributes to the photovoltage negative
peak shown in feature c′ in Figure 2(a). The Kohn-Sham orbitals for this transition are
visualized in Figure 7(a)–(c).

Another featured transition, (6′) = HO′ − 13 → LU′ + 1 corresponds to transition from O2p
occupied host delocalized orbital to an unoccupied Ru4d localized doping orbital
corresponds to electron being promoted from the inner area of the slab to the surface doping
as summarized by redox reaction

(34)

(35)

The electron is transfered from inside of the slab to the surface. Exciting such transition
creates electron enriching on the surface. In other words this can be interpreted as an
electron transfer to the surface. Therefore, this elementary process of photoexciting this
transition could contribute to the photovoltage positive peak. However, due to this transition
has low oscillator strength the contribution is negligible and not seen in Figure 2(a). The
Kohn-Sham orbitals for this transition are visualized in Figure 8(a)–(c).

We offer a hypothesis that the negative contribution by Ru doping in the photovoltage
spectrum can be rationalized as follows: As seen in DOS, Fig.1(a), the number of interband
occupied orbitals contributed by Ru-doping is larger than the number of interband
unoccupied states contributed by Ru-doping. Therefore, the relative number of transitions
with h+ transfer to surface, similar to (1′) = (HO′ − 2 → LU′ + 4), overcomes the number
of transitions with e− transfer to the surface, similar to (6′) = (HO′ − 13 → LU′ + 1). By
adding together the partial contributions from transitions of both types the h+-transfer
transitions overweight and give overall h+ transfer and negative peak in the SPV spectra.

The last type of transitions, from localized doping orbital to another localized doping orbital,
such as (7′) = (HO′ − 2 → LU′ + 1) does not contribute neither to optical absorption nor to
charge transfer. Such transitions, however, are the lowest available transitions. Any
excitation is expected to relax to them. Such excitations are expected to contribute to either
Ru-based luminescence, recombination, or for triggering chemical reaction.

4 Discussion
Quantitative description of relaxation in Redfield formalism can be useful for description of
broad range of phenomena from (a) hot carrier relaxation to (b) multiple exciton generation
and (c) reaction dynamics. Here we focus on (a) energy relaxation and charge transfer.
Therefore, it is sufficient to include only single excitations of electronic states in the explicit
treatment. For implementing such formalism to (b) and (c) one needs to consider
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Hamiltonian in bigger basis. For (b) one needs to explicitly include double excitations etc.
For (c) one needs to treat few nuclear DOF explicitly.

Pure TiO2 is a wide gap semiconductor. For such material, Multiple Exciton Generation
(MEG) would be available at high UV excitation energy. This is probably of limited
practical interest. MEG seem to be possible if involving dopant states. Atomistic
consideration in basis of Kohn-Sham orbitals was reported for silicon quantum dots.112, 113

Description of multi-exciton generation in density matrix formalism was reported in basis of
KP, effective mass theory.114 Combination of both, atomistic and density matrix approaches
need to add few modules to the code. Practically, description of MEG would need 2
modules: (i) include multiple excitations into basis, (ii) include Coloumb matrix element
computation.

The photoexcitation is inducing several pathways: cooling, trapping, recombination and
others, taking place at different time scales from picoseconds to nanoseconds108, 109, 115, 116

In comparing experimental observations and computational modeling there is an issue of
careful assigning lifetime of charge trapping versus charge recombination processes. The
rate of recombination is determined by several key parameters, which should match in both
experimental system and atomistic model: (a) temperature, (b) nuclear fluctuations, (c) value
of bandgap, (d) surface-to-volume ratio (e) details of surface functionalization.

a. Temperature increase is expected to speed up the recombination according to Bose-
Einstein distribution fBE, introduced after Eq. (10).

b. Fluctuations of ionic positions are the key feature promoting electronic transitions.
The amplitude of fluctuations may depend on size of the model. Specifically, in
larger models, energy is expected to partition as 1/2 kT over each nuclear degree of
freedom. In smaller models, away from statistical regime, this partition may be
violated for a limited time, leading to higher rates of electronic transitions.

c. The value of bandgap, and, generally, energy difference between orbitals
experiencing transitions has a critical influence on the recombination and relaxation
rates. This dependence can be partitioned on three factors: coupling, availability of
phonon modes to accommodate energy difference, and phonon occupation
function. Coupling is expected to depend on inverse of energy difference,
contributing factor |εi − εj|−2 into overall rate. Bandgap of 2ev instead of 3eV will

accumulate a factor roughly estimated as , providing computed
recombination rate 2.25 times quicker. Correction of the computed bandgap can be
achieved by applying GW approach with BSE corrections. A hybrid functionals,
eg. HSE06 might work as a quick-fix solution. Another factors, availability of
phonon modes, and Bose-Einstein distribution function contain more complicated
dependence on energy difference and also affect the recombination rates.

d. Larger surface-to-volume ratio provides higher concentration of surface
recombination sites and, in average, facilitates quicker relaxation. This dependence
can be explored by manipulating the thickness of the model slab, leaving the same
surface area and changing the volume of the model.

e. Present work delivers results for water molecules passivating surface active sites.
Another options of experimental importance are hydroxyls, carboxyls, amines, etc.
Each of them may contribute additional electronic states and vibrational modes,
making strong effect on surface charge transfer and electron hole recombination.
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5 Conclusions
We have presented theoretical and computational treatment of charge transfer at the Ru
doped wet anatase titania surface. The applied theoretical method covers two major
challenges at the same time: (i) atomistic details of changes in electronic structure
introduced by of defects, surfaces, interfaces and (ii) dynamics of open systems: electrons
interacting with lattice vibrations and light. Our method combines density matrix formalism
and ab initio electronic structure calculations using an on-the-fly method to compute
electron-lattice vibration non-adiabatic couplings. Then, a time average of the
autocorrelation function of the electron-to-lattice couplings provides coefficients of
electronic transitions that enter into the equation of motion for the electronic degrees of
freedom. This approach allows for the description of relaxation phenomena and allows
calculation of dynamics of electronic charge redistribution in the model. Optimum results
are expected in the following conditions: ions are considered as point charges, lattice
vibrations instantaneously equilibrate with a thermostat, coupling autocorrelation function
decays abruptly leading to Markov approximation, vibrational reorganization is neglected,
and excited state potential energy surfaces are assumed to have the same shape as for the
ground state.

This method provides a way for atomistic computation of time-resolved observables, with
the only input being a set of atomic positions for the model of reasonable practical size. A
wide range of time intervals, from femto- to nanoseconds, could be explored without any
additional computational cost. This is due to solution of equation of the motion by
diagonalization of Liouville operator with constant coefficients. Applicable systems include
rigid solids, whose lattice vibrations are close to harmonic law; void of bond breaking, bond
formation, and low-frequency non-linear motion of atoms such as spatially confined
semiconductor nanostructures at times longer than vibrational period.

Application of the method to wet titania surface dopants reveals additional pathways for
photoinduced surface charge transfer. Dynamics of charge-separation demonstrate
subsequent arrival of opposite charges to catalytic site. According to to computed data the
direction of charge transfer can be controlled. In the time domain, the surface dopant first
gains negative charge that is later neutralized upon arrival of a hole to the same site. In the
frequency domain, with CW excitation, the computation shows formation of a stable state
with a net positive charge in the surface. We are looking forward to verify this conclusion by
experiment or an alternative computational procedure. A more complex system with an
additional functional group(s) may serve for capturing an electron and having oxidizing and
reducing sites separated in space.

Our results suggest specific surface redox reactions in the system. The computed results
support the expectations that oxidizing and reducing nanocatalysts deposited on a
semiconductor substrate are expected to exhibit higher catalytic activity upon charge transfer
from the substrate to the nanocatalyst.117–121

Specifically, water splitting reducing and oxidizing half-reactions facilitated by charging of
surface should be simulated by ab-initio molecular dynamics of charged models. Combining
together the simulation of photon absorption,64–66 charge transfer from a substrate to
reducing and oxidizing nanocatalysts63, 122–124 and a charge-facilitated surface reaction67

complete the pathway of subsequent elementary processes contributing to the photocatalytic
water splitting.

The theoretical and computational modeling help in interpreting available experimental
results and predicting an outcome of a possible experiment and in suggesting a design of a
novel material with desired optical and electronic characteristics.
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Appendix I

Numerical implementation of RDO in Kohn-Sham basis
Diagonal elements of the density matrix give state populations and off-diagonal elements of
density matrix correspond to quantum coherences. The evolution of electronic states of a
model system is conveniently described by the EOM in the Schrödinger picture of quantum
mechanics81, 125, 126

(36)
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Equation (36) contains populations ρii and coherences ρij for Kohn-Sham orbitals (KSOs) of

a system with periodic boundary conditions, given by  and
used as a basis set. Here j and k denote KSOs, the vectors G are the reciprocal lattice
vectors, Gcutoff is the value of the reciprocal lattice vector for a truncated Fourier expansion,
and Cj,G stands for a KSO in the momentum representation.88, 93, 106 These KSOs are
eigenfunctions of the Kohn-Sham effective Hamiltonian FKS with energies εj, and they will
be shown as |j〉 = |ϕj〉.

The density matrix EOM (36) contains a reversible dynamics term from the operator F̂KS

and the potential energy coupling of the dipole vector operator D̂ to the external electric
field, and an irreversible dynamics relaxation rate term, both of which are needed to describe
transient phenomena. The reversible term describes phase oscillations and interaction with
light. It is constructed from KSO energies, transition dipoles, and the explicit form of the

electric field. The relevant KSO energies εj satisfying  are imported from the
electronic structure calculations at fixed atomic positions. The transition dipole operator

 is obtained from transition dipole matrix elements calculated according to the

formula .88, 106 The electric field for
a photoexcitation created by steady irradiation with light of frequency Ω and electric field
strength given by ℰ (t) = ℰ0(t) (exp{−iΩt} + exp{iΩt}). with ℰ0 = const for t ≥ π/(2Ω), and
ℰ0 = 0 for t < π/(2Ω), which is effectively zero in our time scales. An expression for the
relaxation rate can be obtained in the absence of light to second order in the interaction
energy between the system of electrons and lattice vibrations.

Appendix II

Computational procedure for interaction hamiltonian and its
autocorrelation function
Hamiltonian

Let one consider general Hamiltonian operator for electronic system with coordinates r
which depend on positions of ions R as a parameter:

(37)

If the electronic DOF are the considered as a quantum system surrounded by bath of lattice
vibrations the Hamiltonian can be partitioned as

(38)

where Ĥint denotes here the electron-ion interaction.

For each specific geometry configuration, such as equilibrium relaxed geometry R = Req

one can find the electronic eigenfunctions of the Hamiltonian |n〉eq which are orthogonal to
each other.

(39)

However, small perturbation of ionic positions R = Req + ΔR perturbs Hamiltonian
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(40)

For this perturbed Hamiltonian, the equilibrium electronic states |n〉eq are not the eigenstates
anymore. The displacement of ions breaks orthogonality of the chosen set of electronic
states. This non-orthogonality may lead to electronic transitions. This effect can be
quantified by estimating the increment to the matrix element of Hamiltonian:

(41)

Here the expression Ĥ|n〉 obeys the eigenstate property (39) and since eigenvectors of non-
pertubed Hamiltonian Ĥ0 are orthonormal the Eq. (41) can be re-written as

(42)

Here one can notice the equivalence of the two ways to account for lattice vibrations:
through increment of Hamiltonian in Eq. (40) and through increment of electronic state in
Eq. (42), both reflecting the deviation of ionic configuration from equilibrium.

The method of overlap of displaced orbitals can be efficiently computationally implemented
based on “on-the-fly” numeric adiabatic ab-initio molecular dynamics.49, 63, 104 There, a
molecular dynamics trajectory is represented by a set of subsequent atomic configurations
and momenta. In the framework of molecular dynamics description of lattice DOF,
trajectories are represented by a set of subsequent atomic configurations and momenta. For
each timestep, the difference between αth Cartesian coordinate of Ith atom at time moments

of t and t + Δt can be expressed in term of momentum , where MI
is mass of Ith atom. For each atomic configuration, there is a corresponding set of
eigenstates. In Eq. (41) the gradient term times displacement ΔR is replaced by time
derivative of electronic wavefunction. For a discrete time increment, this all yields
discretized time dependent non-diagonal Hamiltonian, which characterize interaction of
electrons-to-lattice vibrations, with matrix element

(43)

The features of the electrons-to-lattice coupling can be understood by analysis of
autocorrelation function of the interaction operator

(44)

In numerical form, based on the derivative of Hamiltonian, the autocorrelator (44) is

composed of the terms including products of matrix elements  and
momentum-momentum correlation function
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(45)

In numerical form, based on “on-the-fly” calculation, the autocorrelator (44) is composed of
the terms including products of matrix elements

(46)

plus permutations. Here, the average over bath states Trion is represented by the summation
of snapshots of multiple trajectories or one long trajectory.

Appendix III

Numeric implementation of RDO EOM in KSO DFT
For long time phenomena as we consider here, the relaxation rate can be expressed in terms
of the Redfield coefficients Rijkl which can in turn be calculated from state-to-state rate
coefficients.83, 126 In the Schroedinger picture (SP),

(47)

which can be used in our treatment insofar adding light would change this rate only to
higher order in the strength of the electric field.

To proceed, we transform the EOM for the RDM to the interaction picture (IP) of quantum
mechanics to identify terms that are oscillating slowly over time. These are the terms which
survive a long time average of the EOM and contribute to the steady state solution we are
looking for. In detail, a term in the EOM containing the phase factor exp(iΔ․t), averaged

over a long time τ around t gives , for τ >>
Δ−1. Therefore we’ll keep in equations only terms which oscillate slowly over time.

In the IP we have that , with ωjk = (εj − εk)/ħ, and similarly for
other operators. We consider first oscillatory terms coming from light absorption and
emission. Light of frequency Ω activates only transitions allowed by Djk ≠ 0, and after time
averaging it involves transitions with detuning Δjk = Ω − (εj − εk)/ħ, smaller than dephasing
rates γkj defined in what follows. We consider only interband optical transitions so that i and
j belong to different bands: CB, i ≥ LUMO and VB j ≤ HOMO. We decompose the dipole
coupling in the IP as

The first two terms in the brackets describe processes where a semiconductor surface gets
excited from VB KSO 〈j〉 to CB KSO 〈i〉 by absorbing light, or gets de-excited from CB
KSO 〈i〉 to VB KSO 〈j〉 by emitting light. These terms involve slow time dependent
contributions oscillating with frequencies Ω − |ωij|. We keep these slow changing terms and
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omit the other fast ones, as in the Rotating Wave Approximation (RWA)127, 128 for the
coupling potential. The resulting EOM can conveniently be expressed in terms of the new
density matrix elements

(48)

and ρ̃ii(t) = ρii(t). These will be called the rotating frame DM elements.

Turning to oscillating terms in the relaxation rate (ρ̇ij)rel within (36), they are cast in the IP
as

(49)

The Redfield coefficients are sorted in accordance to whether εi − εk − εj + εl = 0 or not.
Keeping only the matching terms one arrives at the secular approximation.128 Specifically,
this condition is fullfilled in two specific cases (i) εi = εj, εk = εl providing relaxation (both
gain and loss) rates Riijj for populations ρii, and (ii) εi = εk, εj = εl providing dephasing rates
Rijij for coherences ρij. The other terms describe coherence transfer, or coupling between
populations and coherences. They give smaller contributions upon averaging over long
times, and they are neglected in what follows. Furthermore, the electronic transition energies
Vjk, mediated by vibrational motion and charge polarization (bosonic excitations) in the
medium, are small for the localized phenomena of present interest, and can be assumed
small. This justifies an expansion of the solutions to the relaxation equation in powers of the
strength of the R-coefficients. The leading population loss rate is then given by Γj = Rjjjj,

and the balance of loss minus gain can be written as , using detailed balance at
thermal equilibrium for a collection of electrons. Similarly, the relaxation rate for the

quantum decoherence of state pair (jk) is written as , with γjk = Rjkjk.

Hence, combining reversible and irreversible dynamics terms and staying within the
mentioned approximations, the EOM reads83, 126

(50)

(51)

(52)

(53)

Here Ωjk = −Djk · ℰ0/ħ, and Δjk stand for Rabi and detuning frequencies respectively. Also,
ħωjk = εj − εk, J, fBE, and T are described in83, 85, 86 and stand for an energy difference,
spectral density of bosons, their thermal distribution for frequencies ω, and temperature,

respectively, while  stands for a pure dephasing component.126 The thermal equilibrium

state in our electron system is specified by the Fermi-Dirac distribution  for the
diagonal elements of the density matrix and by zero values for the off-diagonal density
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matrix, , i ≠ j, as follows from the relaxation of our system as it interacts with a
medium at temperature T.

Appendix IV

Observables
The electronic excitations induced in a slab by a light adsorption lead to creation a
photoinduced polarization with a time-dependent component.129 The polarization generates
generates an electric field and, if the slab is brought into contact with electric circuit it lead
to electrical voltage generation. Measured photovoltage is related the time average of
surface electric dipoles, and these in turns could be theoretically derived from a time-
dependent density matrix (TDDM) ρ̂ using using the KSO basis set.

Consider the situation when a surface acquires an excess or deficit of electronic charge
density with respect to ground state distribution one. The electronic charge density is
assumed to be periodically distribute in XY plane. The dependence of the electronic charge
density along the Z coordinate perpendicular to the surface leads to inhomogeneity in total

surface charge density across the slab , which becomes a source of
an electric field εz = ctot(z)/(εrε0), perpendicular to the surface. The corresponding electric
potential difference between charged layers is proportional to to their average charge and
and the distance between the layers with excess and deficient planar electronic charge
distribution as:

(54)

where w, z, ctot, ε0, εr stand for the width of a photoactive layer, the distance perpendicular
to the surface, the total charge density per unit length across the surface, the dielectric
constant of vacuum, and the dielectric coefficient of the photoactive medium, respectively.
Note that this universal equation is valid for ctot representing ground or excited state of the
semiconductor surface. The total charge density contains both ionic and electronic

contributions, so that ctot(z) = cion(z) + cel(z), with  and cel(z) =

−en(z). Here, Cσ is the ion charge, Ziσ is the z component of of position vector of  atom of
type σ, e is an elementary charge and n(z) is electronic charge density along z-axis.

Within DFT, the electronic charge density is modeled as the sum of partial charge densities
from KS orbitals. The electronic charge follows from the electronic density matrix of the
whole system in the coordinate representation at each time moment t as cel(r, t) = −eρ(r, r,

t). The electronic density matrix  is expressed in a basis st of KS
orbitals {ϕi(r)} and the surface photovoltage (SPV) VSPV = Vs(Ω) − Vs(0)106 constructed
from

(55)

with A the surface area of the simulation supercell, Cσ and Ziσ the atomic core charge and
position in the lattice, and 〈i|z|i〉 an average electronic position, so that ṼSPV (Ω) is obtained

Inerbaev et al. Page 30

J Phys Chem C Nanomater Interfaces. Author manuscript; available in PMC 2014 May 16.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



with respect to the voltage of the non-excited system.87 The density matrix elements ρij(Ω)
depend on the frequency of incident light Ω as it is shown below.
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Figure 1.
Atomistic model (left) and schematic representation of electronic structure of anatase (100)
surface, undoped (center) and doped (right) by Ru-ion. left Atomic model of doped surface.
Atoms are color coded as Yellow, Blue, Red, and white spheres standing for Ti, Ru, O, and
H atoms. The figure shows only one half of the structure. Periodic boundary conditions are
implied along x〈010〉 and y〈001〉 directions. Dangling surface bonds are compensated by
water molecules. center, right Upon replacement doping, ten of Ti3d unfilled orbitals are
removed from the conduction band (A) and replaced by ten Ru4d orbitals (B)–(C), with
splitting due to octahedral crystal field. Six of these orbitals are unfilled (B, red dashes) and
partitioned between CB and bandgap region, while four of those orbitals are filled (C, solid
red lines) and contribute to the bandgap energy region. Basic electron-hole excitations in the
undoped (1) and doped (1’)–(7’) models are symbolized by vertical arrows and are
explained as follows. Notation is chosen in consistency with Table 2. (1) undoped transition
is neutral, it oxidizes O and reduces Ti, in a delocalized way. (2’) doped transition is neutral,
it oxidizes O and reduces Ti, in delocalized manner. (7’) neutral transition, it promotes an
electron from filled to unfilled Ru4d orbital; this excitation easily recombines into ground
state. (6’) charged transition, it oxidizes O and reduces Ru ion as follows Ru(4+)+e− →
Ru(3+), negative charge migrates to surface. (1’) charged transition, it oxidizes Ru ion and
reduces Ti ion. Ru reduction reaction follows as: Ru(4+) → Ru(5+) + e−, positive charge
migrates to the surface.
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Figure 2.
Basic electronic structure features for doped and undoped TiO2 anatase (100) surface. Panel
a, b show comparison of total density of states (lines) and partial density of states
components on O2p (long dashes), Ti3d (short dashes), and Ru4d (dot-dashes) for undoped
a and doped b models. Undoped surface has a bandgap of over 2 eV. Doped surface shows
states contributed by doping in the bandgap area. Part of Ru-doping-related states are
populated. Panel c shows absorption spectra of undoped (solid) and doped (dashes) models.
Electronic transitions contributing at most to the doped model are represented by vertical
stems with heigh equal to their oscillator strength. Labels of individual excitations are
consistent with scheme in Fig. 1 and notations in Tables 2, 3.
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Figure 3.
Representative examples of correlation functions Mljik Eq. 7 (a), (c) and selected elements of
Redfield tensor (b), (d) for studied atomic models without doping (a),(b) and with Ru doping
(c), (d). The units for Redfield tensor elements are inverse femtoseconds. Here we focus on
analysis of those elements of autocorrelation function and Redfield tensor, which correspond
to population transfer. Interestingly, the maximal absolute values appear for Rj,j,j±1,j±1. Note
that, the elements of Redfield tensor connecting states near the bandgap |j − HO| < 2, |k −
HO| < 2 are qualitatively different for doped and undoped models. For undoped model, the
values of Rjjkk are vanishing. For Ru-doped model, the values of Rjjkk are of the order of .01
fs−1. Ru ion contributes states which facilitate the relaxation near the bandgap.
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Figure 4.
Panel a Calculated surface photovoltage and corresponding relevant population changes of
Kohn-Sham orbitals b–c. Panel a shows calculated Surface photo-voltage as function of
photon excitation energy for undoped (solid) and doped surfaces (dashes). Similar features
of the spectra are indicated by symbols a, b for undoped and a′, b′ for doped models. The
feature c′ for doped model is unique and is appearing due to presence of doping. The blue
square symbols correspond to experimental data.107 The features, similar to the calculated
ones are labeled as a″ and b″. Panel b Photoinduced change of population of KS orbitals of
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an undoped titania anatase (100) surface. Orbitals belonging to the CB or VB are drawn as
blue and red bars, respectively. Panel c The same for doped titania anatase (100) surface.
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Figure 5.
a, d. Atomic models of thin semiconductor films with and without metal adsorbate. a:
Ti32O64 × 8H2O; d: Ti30Ru2O64 × 8H2O. All models contain eight monoatomic layers, with
12 atoms each. The vertical axis z is perpendicular to the surface and is positive above the
surface. Periodic boundary conditions are implied along x and y directions. Dangling surface
bonds are compensated by water molecules. b, e. Isocontours of the population Δn(a,b)(ε, t)
giving the dynamics of similar photoexcitations calculated for the silicon surface with and
without surface adsorbed silver cluster. Here, red, green, and blue colored areas label the
distribution Δn(a,b)(ε, t) in Eq. 16 for gain, no-change, and loss, respectively, in comparison
with the equilibrium distribution; red areas can be understood as relating to electrons, and
blue ones to holes. c, f. Spatial distributions as functions of time from Eq. 17. Colors from
blue to red symbolize charge density value from 0 to 1. The figure presents the time
evolution of electron density distribution in the normal direction to the surface for a silicon
surface with and without an adsorbed silver cluster.
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Figure 6.
Dependence of hole relaxation dynamics on the initial excitation. Representative on
individual excitations are selected according to electron-hole transitions with maximal
oscillator strength. Only the hole dynamics is represented here. The expectation value of the
hole energy is calculated by integrating the energy distribution of charge below Fermi
energy weighted by relevant energy value. Panel a shows average hole energy dynamics for
undoped titania anatase (100) surface, for different initial excitations. Panel b average hole
energy dynamics for Ru-doped titania anatase (100) surface, for different initial excitations.
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The index of VB orbital where initial nonequilibrium population is created is explicitly
labeled with the index of the orbital.
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Figure 7.
Bright excitations (1) and (2) for undoped TiO2 surface. Pairs of occupied and unoccupied
KSOs contributing to low-energy optical transitions, for atomic model of anatase TiO2 with
(100) face exposed and covered by a monolayer of water. Red, green, blue, stand for Ti, O,
H atoms. Grey clouds symbolize isosurfaces of KSO. Panels a,b,d,e show partial charge
density of a given KSO. Panels c, f show partial chagre density integrated over x,y direction,
as function of z, < 100 > direction is orthogonal to the plane of the figure. Lowest brightest
transition HO−7 to LU at transition energy 2.40 eV with oscillator strength f=3.40 is
represented by panels a–c and corrsponds to index (1) in Table 2 and scheme in Fig. 1. Panel
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a and pabel c, green dashes stand for HO−7. Panel b and panel c, solid red line stand for LU.
Second brightest transition HO−8 to LU+3 at transition energy 2.71 eV with oscillator
strength f=3.01 is represented by panels d–f and compared to index (2) in Table 2. Panel d
and panel f, green dashes stand for HO−8. Panel e and panel f, solid red line stand for LU+2.
Interestingly, all occupied orbitals are composed as superposition of p-orbitals of oxygen
and clearly exhibit p-character. All unoccupied orbitals are composed as superposition of d-
orbitals of titanium. The vision is difficult since the atoms of O and Ti are stacking in the <
001 > view directions.
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Figure 8.
Bright excitations (2’) and (5’) for doped TiO2 surface. Pairs of occupied and unoccupied
KSOs contributing to low-energy optical transitions, for atomic model of anatase TiO2 with
(100), exposed, doped by Ru atom and covered by a monolayer of water. Red, green, blue,
stand for Ti, O, H atoms. Position of Ru surface doping atom is indicated by dashed circle.
Grey clouds symbolize isosurfaces of KSO. Panels a,b,d,e show partial charge density of a
given KSO. Panels c, f show partial chagre density integrated over x,y direction, as function
of z. < 001 > direction is orthogonal to the plane of figure. This figure show bright
transitions which have similar orbital symmetry with those of undoped titania surface.
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Lowest brightest transition HO′ − 10 to LU′ + 2 at transition energy 2.50 eV with oscillator
strength f = 2.16 is represented by panels a–c and labeled as (2’) in Table 2. Panels a and
panel c, green dashes stand for HO′ − 10. Panel b and panel c, solid red line stand for LU’
+2. Second bright transition similar to one in the undoped structure is HO′ − 11 to LU′ + 4
at transition energy 2.87 eV with oscillator strength f = 1.46 is represented by panels d–f and
labeled as (5’) in Table 2. Panel d and panel f, green dashes stand for HO′ − 11. Panel e and
panel f, solid red line stand for LU′ + 4.
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Figure 9.
Charged excitations (1’) and (6’) for doped TiO2 surface. Abbreviations and symbols are
defined same way as in the previous figure. Panels a,b,d,e show partial charge density of a
given KSO. Panels c, f show partial chagre density integrated over x,y directions, as
function of z. This figure show charged transitions which are associated with surface Ru-
doping and do not have similar orbital symmetry with those of undoped titania surface.
Lowest charged, semi-bright transition HO′ − 2 → LU′ + 4 at transition energy εij = 1.35
eV with oscillator strength f = 0.89 is represented by panels a–c, labeled as (1’) in Table 2.
Panels a and panel c, green dashes stand for HO′ − 2. Panel b and panel c, solid red line
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stand for LU′ + 4. Second charged, semi-bright transition is HO′ − 13 → LU′ + 1 at
transition energy εij = 2.1087 eV 2.87 eV with oscillator strength f = 0.18 is represented by
panels d–f, labeled as (6’) in Table 2. Panel d and panel f, green dashes stand for HO′ − 13.
Panel e and panel f, solid red line stand for LU′ + 1.
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Figure 10.
Schematic representation of an photoelectrochemical cell converting light into chemical
form. Light is efficiently absorbed by active media, such as titania nanorod with absorption
enhanced by a photosensitizer. An exciton is broken into free carriers, electrons and holes,
each of which are swept off to surface nanocatalysts, adsorbed on opposite sides of the
active media. Holes move to the oxidation nanocatalyst, e.g. ruthenia nanoparticle. Electrons
move to reducing nanocatalyst, such as platinum nanoparticle. Charge transfer to
nanocatalysts triggers the photo-catalytic half reactions, leading to producing fuel compound
e.g H2 on the reducing nanocatalyst and oxidizer compound e.g. O2 on the oxidizing
nanocatalyst. In case all nano-catalytic cell is immersed in water, the relevant half-reactions
look as follows: 2H2O = 4H+ + 4e− + O2 and 2H+ + 2e− = H2. These half reactions are
connected by two charge transfer channels: electron transfer across the nano-catalytic cell
and proton transfer in surrounding solvent.
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Table 1

Geometry modification of titania surface by ruthenium ion functionalization, doping replacement energy, and
water-to-surface binding energy.

Me=Ti Me=Ru

dMe−O,‖ Å, 1.977 ± .1 1.982 ± .1

dMe−O,⊥ Å, 1.842 ± .005 1.844 ± .003

, eV,

0 6.4237

, eV,

−0.2612 −0.3365
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Table 3

Dynamics of featured electronic transitions, for undoped and doped models. This table sumarizes the rates of
computed dynamics. The values for 6’ and 7’ are high since these relaxation channels involve nearly
degenerate orbitals.

index radiative
lifetime,
τ, ns

hole
relax.
rate,

kh, ps−1

electron
relax.
rate

ke, ps−1

energy
relax.
rate

kx, ps−1

Undoped (100) TiO2 anatase + H2O, HO=288

1 7.40 2.1394 NA 2.1394

2 6.54 2.1651 0.9138 3.0789

Ru-doped (100) TiO2 anatase + H2O, HO′ = 292

1′ 89.07 1.3726 1.3145 2.6871

2′ 10.64 1.2185 2.0219 3.2404

3′ 7.87 1.9735 1.0590 3.0325

4′ 8.94 0.9708 2.0219 2.9927

5′ 11.98 0.9848 1.3145 2.2993

6′ 179.21 0.9793 48.8368 49.8161

7′ 2815.10 1.3726 48.8368 50.2094
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