
A mechanistic understanding of the role of feedforward
inhibition in the mammalian sound localization circuitry

Michael T. Roberts1,*, Stephanie C. Seeman1,*, and Nace L. Golding1,‡

1Section of Neurobiology and Center for Learning and Memory, University of Texas at Austin,
Austin, TX 78712

SUMMARY
Feedforward inhibition sharpens the precision of neurons throughout ascending auditory
pathways, including the binaural neurons of the medial superior olive (MSO). However, the
biophysical influence of inhibition is poorly understood, particularly at higher frequencies where
the relative phase of inhibition and excitation becomes ambiguous. Here, we show in gerbil MSO
principal cells in vitro that feedforward inhibition precedes direct excitation, providing a
concurrent hyperpolarization and conductance shunt during EPSP summation. We show with dual
patch recordings and dynamic clamp that both the linearity and temporal fidelity of synaptic
integration is improved by reducing Kv1 potassium channel conductance during inhibition, which
counters membrane shunting even at high frequencies where IPSPs sum. The reduction of peak
excitation by preceding inhibition lowers spike probability, narrowing but not shifting the window
for detecting binaural coincidence. The interplay between inhibition and potassium conductances
thus improves the consistency and resolution of ITD coding across different frequencies.

INTRODUCTION
Feedforward inhibition improves the temporal precision of many types of neurons by
hyperpolarizing the membrane potential shortly after the onset of excitation, thereby
narrowing the window for suprathreshold summation of excitatory inputs (Cobb et al., 1995;
Pouille and Scanziani, 2001; Ingham and McAlpine, 2005; Kuenzel et al., 2011). Inhibition
may also shape temporal precision by providing a large conductance increase (shunting
inhibition), which reduces the amplitude of excitation and speeds membrane voltage
changes (Banke and McBain, 2006; Vida et al., 2006; Howard and Rubel, 2010; Tang et al.,
2011).

Inhibition factors prominently in the computation of interaural time differences (ITDs) in the
mammalian medial superior olive (MSO), whose neurons use coincidence detection to
process cues for sound localization along the azimuth (Grothe and Sanes, 1993; Grothe,
2003; Joris and Yin, 2007). Along with excitatory inputs that convey auditory information
from each ear, MSO principal cells receive glycinergic, feedforward inhibitory inputs from
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both ipsilateral and contralateral sources, the lateral and medial nuclei of the trapezoid body,
respectively (LNTB and MNTB; Cant and Hyson, 1992; Kuwabara and Zook, 1992; Grothe
and Sanes, 1993, 1994). Studies in vivo have shown that blockade of inhibition broadens the
ITD tuning of MSO neurons and shifts peak tuning toward 0 μs ITD (Brand et al., 2002;
Pecka et al., 2008). Experimental and modeling studies have proposed a variety of
alternative mechanisms to account for the non-zero ITD tuning of MSO neurons, including
interactions with voltage-gated sodium channels (Zhou et al., 2005), induction of differential
delays in peak depolarization from the two excitatory pathways (Pecka et al., 2008; Leibold,
2010), and summation of asymmetrically rising EPSPs (Jercog et al., 2010). However, the
biophysical mechanisms by which inhibition interacts with excitation remain poorly
understood, in part because of uncertainty about the relative timing of excitatory and
inhibitory inputs.

All models describing the role of inhibition in the MSO require that inhibition is extremely
well timed, providing influences consistent across cycles of the acoustic stimulus. However,
IPSPs in MSO neurons are ~2-4 ms in duration (Magnusson et al., 2005; Chirila et al.,
2007), thus exceeding the period of all but the most low frequency acoustic stimuli. For
stable ITD coding inhibition must function similarly in neurons in different tonotopic areas,
even in the face of variations in the relative timing and summation of inhibitory
conductances, currents and voltages within each stimulus cycle.

In the present study, we show that feedforward inhibition precedes excitation in the gerbil
MSO using a thick slice preparation containing the complete auditory brainstem from the
auditory nerve to the superior olivary complex. Using local stimulation, we establish that
inhibition undergoes temporal summation at frequencies as low as 200 – 300 Hz. With dual
recordings from single MSO neurons and dynamic clamp, we demonstrate a novel
interaction between inhibition and low voltage-activated (Kv1) potassium channels, where
decreased activation of Kv1 conductance helps to offset the conductance shunt introduced
by inhibition, thus reducing distortion of EPSP shape, even at high frequencies. Because
Kv1 channels provide strong resting conductances in many neurons throughout subcortical
auditory pathways, this compensatory mechanism may stabilize the coding of temporal
information throughout the auditory system.

RESULTS
The CN-SO slice

To investigate the synaptic and temporal dynamics of the primary input pathways to the
MSO, we developed a novel brain slice preparation that retains the bilateral circuitry from
the auditory nerves to the MSO intact. This 1.0 - 1.5 mm thick preparation contains
proximal portions of the auditory nerves, the cochlear nuclei with their intrinsic feedback
circuits, and both superior olivary complexes. With this Cochlear Nucleus-Superior Olive
(CN-SO) slice (Figure 1A), responses to auditory nerve stimulation could be recorded in
MSO neurons from P15-20 gerbils. To stimulate the nerves, the cut ends of the nerves were
drawn into suction electrodes. Shocks to either nerve elicited EPSPs, IPSPs, or mixtures of
EPSPs and IPSPs in whole cell current clamp recordings from MSO neurons. Response
types varied from slice to slice, probably due to imperfect recruiting of circuitry by
stimulation. Nonetheless, the presence of mixed excitatory and inhibitory responses in a
subset of recordings indicates that the circuitry is in place for MSO neurons to receive
bilateral excitatory and inhibitory afferents. EPSPs most likely arose from auditory nerve
activation of spherical bushy cells in the cochlear nuclei (blue cells, Figure 1B).
Contralateral IPSPs probably resulted from a trisynaptic pathway involving activation of
inhibitory MNTB neurons, while ipsilateral inhibition likely came from a trisynaptic

Roberts et al. Page 2

Neuron. Author manuscript; available in PMC 2014 June 05.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



pathway involving activation of inhibitory LNTB neurons (Cant and Hyson, 1992;
Kuwabara and Zook, 1992).

In instances where stimulation of a single auditory nerve evoked mixtures of EPSPs and
IPSPs (Figure 1C, 1D), the onset of IPSPs always preceded the onset of EPSPs (IPSP to
EPSP latency at 20% rise times: ipsilateral, mean = 0.32 ± 0.13 (SD) ms, n = 6;
contralateral, mean = 0.38 ± 0.09 (SD) ms, n = 6; data from 10 cells, 2 of which yielded both
ipsilateral and contralateral data). There was not a significant difference in mean IPSP to
EPSP latencies between the ipsilateral and contralateral sides (p = 0.341), and the latency
distributions overlapped (ipsilateral, min = 0.15 ms, max = 0.53 ms, median = 0.31;
contralateral, min = 0.29, max = 0.54, median = 0.38). IPSPs preceded EPSPs even though
the inhibitory input pathways involve one more synapse and cell than their excitatory
counterparts. In those cells where shocks to both auditory nerves elicited only EPSPs, there
was no difference in amplitudes, rise times, or half-widths between ipsilateral and
contralateral EPSPs (Figure 1E, 1F; mean ± SD: amps – ipsi = 5.13 ± 1.66 mV, contra =
6.87 ± 3.54 mV, p = 0.216; 20-80% rise times – ipsi = 0.22 ± 0.06 ms, contra = 0.21 ± 0.06
ms, p =0.776; half-widths – ipsi = 0.89 ± 0.23 ms, contra = 0.85 ± 0.18 ms, p = 0.413; n = 9)
and there was a trend for ipsilateral EPSPs to arrive with shorter latencies than contralateral
EPSPs (Figure 1G; mean ipsi to contra latency difference = 0.20 ± 0.15 ms, p =0.192, n = 9).
Both ipsilateral and contralateral EPSPs had jitters that were less than 2% of the latencies,
suggesting that conduction time to the MSO was highly reliable (jitter = SD of latency;
ipsilateral, 0.03 ± 0.004 ms; contralateral, 0.04 ± 0.01 ms; p = 0.422).

Effects of inhibition on the temporal properties of EPSPs
The CN-SO slice provides the first direct evidence that inhibition arrives at the MSO before
excitation. Given that MSO neurons must maintain microsecond temporal precision to
accurately detect the coincidence of incoming EPSPs, we wondered how preceding
inhibition influences EPSP temporal dynamics. The chloride reversal potential in MSO
neurons is ~ -90 mV (Magnusson et al., 2005), meaning that IPSPs affect membrane
computations through membrane hyperpolarization and by adding a shunting conductance
that decreases the membrane time constant. To gain separable control over these aspects of
inhibition, we used two electrode dynamic clamp recordings (Prinz et al., 2004; Economo et
al., 2010) to simulate inhibitory conductances in MSO neurons in conventional 200 μm-
thick slices (Figure 2A). The two electrode dynamic clamp simulates conductances by
taking membrane potential readings from one recording electrode and injecting current
through the other recording electrode according to IIPSG = g(t)*(Vm - Erev). Conductance
values (g) and reversal potentials (Erev) were controlled in real time through commands sent
directly to the dynamic clamp from the data acquisition software. Two electrode recordings
avoided the errors in membrane potential measurement and driving force calculations that
occur when large currents are injected through the series resistance of the same electrode as
used to monitor the membrane potential.

We first used the dynamic clamp to examine the effects of concurrent inhibitory
conductances on simulated excitatory conductances (EPSGs). To more readily grasp the
factors at play during synaptic integration, we initially left out the dynamic aspects of
inhibition by simulating inhibitory conductance steps. EPSGs were simulated by the
dynamic clamp using EPSC kinetics based on the kinetics of the fastest EPSCs measured in
MSO neurons from mature (P60-100) gerbils (time constants = 0.1 ms rise, 0.18 ms decay;
Couchman et al., 2010). EPSG kinetics were biased toward the fastest rather than average
values because limitations on the speed of voltage clamp recordings at such fast time scales
mean that average values likely overestimate the true values. Peak excitatory conductances
were adjusted to elicit 6-8 mV EPSPs in the absence of inhibition. Synaptic activity was
blocked with glutamate and glycine receptor antagonists (20 μM CNQX, 50 μM D-APV,
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and 1 μM strychnine). In each trial, an inhibitory step was initiated 5 ms before the onset of
the EPSG (Figure 2A). In the presence of physiological inhibition, where both the shunting
and hyperpolarizing components of inhibition were simulated by the dynamic clamp, 0-100
nS inhibitory conductance steps yielded 0-10 mV hyperpolarizations (Figure 2B). To our
surprise the half-widths of EPSPs in the presence of the maximal inhibitory conductance
were not significantly different from those evoked in the absence of inhibition (Figure 2E;
control, 0.52 ± 0.02 ms vs. physiological, 0.56 ± 0.03 ms, n = 7, p = 0.17). There was,
however, a slight change in EPSP shape, notably a lack of afterhyperpolarization and a trend
toward a slight increase in half-width. To isolate the contribution of the shunting component
of inhibition, the inhibitory reversal potential was set to the resting membrane potential
(Figure 2C). Shunting inhibition significantly narrowed the EPSP at the maximal
conductance change (control, 0.52 ± 0.01 ms vs. shunting, 0.43 ± 0.01 ms, n = 7, p < 0.001).
To isolate the hyperpolarizing component of inhibition, the dynamic clamp was bypassed
and hyperpolarizing steps of DC current were injected (Figure 2D). EPSPs were
significantly broadened by these hyperpolarizing steps (control, 0.50 ± 0.01 ms vs. -10 mV
hyperpolarizing, 0.72 ± 0.05 ms, n = 7, p = 0.003). Taken together, these results show that
EPSP half-widths changed little over a wide range of inhibitory conductance steps in the
physiological condition (Figure 2E). This contrasts sharply with the opposing effects of
shunting and hyperpolarizing inhibition on EPSP duration (Figure 2E; at maximum
conductance or current injection - physiological, 7.86 ± 4.95%; shunting, -18.27± 1.5%;
hyperpolarizing, 41.86 ± 8.58%; n = 7). Though half-width was relatively stable in the
presence of physiological inhibition, the afterhyperpolarization amplitude diminished
significantly across all conditions (physiological, -94.46 ± 10.42%; shunting, -37.17 ±
4.56%; hyperpolarizing, -74.27 ± 12.12%; n = 7, p < 0.01).

Why was EPSP half-width resistant to physiological inhibition? Recent work has shown that
low voltage activated Kv1 channels produce voltage dependent sharpening and
afterhyperpolarization of EPSPs in MSO neurons (Mathews et al., 2010). We hypothesized
that reduced activation of Kv1 channels could counter temporal distortions of EPSPs by
inhibitory shunting. To test this hypothesis, we examined the effects of inhibitory steps on
EPSP half-width in the presence of the Kv1 channel blocker α-dendrotoxin. As before,
maximal physiological inhibition did not alter EPSP half-width greatly (Figure 3A; 16.37 ±
4.81%, control, 0.50 ± 0.02 (SD) ms vs. physiological, 0.58 ± 0.08 (SD) ms, p =0.09),
although in this data set submaximal inhibition induced a significant increase in EPSP half-
width (asterisks in Figure 3D). In the presence of α-dendrotoxin, physiological inhibition
induced a significant reduction in EPSP half-width (Figure 3B; -28.37 ± 2.73%, DTX, 1.43
± 0.24 (SD) ms vs. DTX + physiological, 1.02 ± 0.18 (SD) ms, p < 0.001). The shunting
component of inhibition alone was sufficient to induce this change (Figure 3C; -28.93 ±
1.28%, DTX, 1.47 ± 0.27 (SD) ms vs. DTX + shunt, 1.05 ± 0.22 (SD) ms, p < 0.001),
suggesting that the decrease in membrane time constant caused by the shunt was
responsible. These results indicate that reduced activation of Kv1 channels in response to the
hyperpolarizing component of inhibition compensates for the inhibitory shunt, preventing
this shunt from narrowing EPSP shape (Figure 3D).

We next examined how the kinetic properties of IPSPs affected EPSP shape. The dynamic
clamp was set to mimic an inhibitory conductance with kinetics (time constants = 0.28 ms
rise, 1.85 ms decay) based on those measured for IPSCs in MSO neurons by Magnusson et
al. (2005; P17-25 gerbils) and Couchman et al. (2010; P60-100 gerbils). EPSGs were
injected at various time points from 0 to 5 ms after the start of IPSGs. In the presence of
shunting and hyperpolarizing inhibition, EPSP half-widths remained remarkably stable
(Figure 4A, 4E). EPSP peaks, however, occurred slightly earlier when EPSPs began within
the first millisecond of the IPSP (Figure 4D). Purely shunting inhibition reduced EPSP half-
widths and advanced EPSP peak times at every time interval tested (Figure 4B, 4D, 4E).
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Hyperpolarizing IPSPs (no conductance shunt) had the opposite effect – EPSP half-widths
increased at every time interval and peak times were delayed at IPSP to EPSP delays > 0.5
ms (Figure 4C-4E). The resistance of EPSPs to shape changes in the presence of
physiological inhibition suggests that reduced activation of Kv1 channels offsets some of the
increased conductance introduced by the IPSG even when the IPSG is rapidly changing, as
occurs during its rising phase. IPSPs preceded EPSPs by ~300-400 μs in our CN-SO slice
recordings. Within this time frame physiological inhibition did not affect EPSP half-widths
but did advance peak times by 30-50 μs. This change in peak times likely reflects the lag
between the rise of the IPSP and the deactivation of Kv1 channels.

Stability of coincidence detection in the presence of inhibition
With Kv1 channel deactivation countering the effects of inhibition, we hypothesized that the
temporal accuracy of coincidence detection remains robust in the presence of IPSPs. To test
this, we conducted in vitro coincidence detection experiments. Stimulating electrodes were
placed in the afferent pathways on the medial and lateral sides of the MSO (Figure 5A) and
inhibitory synaptic transmission was pharmacologically blocked. This allowed us to evoke
real EPSPs with bilateral stimulation, thus avoiding the limitations of simulating fast,
dendritic events with dynamic clamp at the soma. Stimulus strength was set so that
individual EPSPs were below spike threshold. Two electrode whole cell current clamp
recordings were made from MSO neurons to permit simulation of IPSGs or IPSCs, as above.
Based on the CN-SO slice recordings, IPSGs and IPSCs were set to elicit ~3 mV IPSPs with
onsets starting 300 μs prior to the 20% rise of the contralateral EPSP. For simplicity,
ipsilateral and contralateral IPSPs were simulated as one waveform because the shape of a
summed bilateral IPSP differs little from a single IPSP over the narrow range of time
intervals where coincidence detection takes place. Ipsilateral EPSPs were evoked so that
their onset occurred in 50 μs intervals covering a range of ± 600 μs relative to the onset of
the contralateral EPSP. We refer to the time differences between the ipsilateral and
contralateral EPSP onsets as interstimulus time differences (ITDs) as they are analogous to
the interaural time differences MSO neurons detect in vivo. The physiologically relevant
range of ITDs for the gerbil is ±135 μs (Maki and Furukawa, 2005). Data were analyzed to
determine instances when bilateral EPSPs crossed threshold and evoked an action potential
(see Experimental Procedures and Figure S1).

Four conditions were tested with this experimental setup. In the control condition, IPSPs
were omitted so that suprathreshold summation of EPSPs alone could be examined (Figure
5B). Control trials generated ITD spike probability functions that peaked within the
physiological ITD range (Figure 5C) and which bear a strong resemblance to ITD functions
generated by in vivo recordings (e.g. Yin and Chan, 1990; Brand et al., 2002; Pecka et al.,
2008; Day and Semple, 2011). In the physiological inhibition condition, injection of IPSGs
during bilateral excitation produced IPSPs that exhibited both shunting and hyperpolarizing
components of the IPSP (Figure 5D). These IPSPs reduced spike probabilities throughout
the ITD function, but the highest spike probabilities remained in or near the physiological
range (Figure 5E). Physiological IPSPs also appeared to narrow the ITD function, as can be
seen in the normalized plot in Figure 5G. Shunting inhibition only slightly reduced the
amplitude of ITD functions, whereas the injection of hyperpolarizing currents (no shunting
conductance) caused decreases in ITD functions similar to those observed with
physiological inhibition (Figure 5F). The effects of inhibition on coincidence detection
followed a similar pattern across cells (e.g. Figure S2).

To assess how inhibition and its components affected the temporal information and shape of
ITD functions, we used bootstrap analysis, a resampling procedure that allows statistical
measures to be made without imposing a particular distribution (see Experimental
Procedures). This analysis showed that the mean or median masses of the ITD functions
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from any particular cell were often not equal to zero. However, differences from zero were
balanced across the 8 cells in the data set such that the average mean and median masses of
ITD functions did not significantly differ from 0 ms for any of the conditions tested (Figure
6A and 6B). This result suggest that there was no systematic bias for neurons to prefer
ipsilateral or contralateral leading stimuli. In addition, there were no significant differences
between any two conditions, indicating that neither physiological inhibition nor its shunting
and hyperpolarizing components induced a significant change in the preferred ITDs of MSO
neurons. In contrast, physiological and hyperpolarizing inhibition significantly decreased the
maximal spike probabilities attained by ITD functions and significantly narrowed the half-
widths of ITD functions (Figure 6C and 6D). Shunting inhibition did not alter these
properties relative to control. These results indicate that the best ITD of an MSO neuron is
not significantly altered by preceding inhibition. Inhibition does, however, dampen the
responsiveness of MSO neurons while rendering them selective for a narrower range of
ITDs. This suggests that inhibition provides a mechanism for rapidly adjusting the
sensitivity of MSO neurons without shifting preferred ITDs. Thus, the temporal accuracy of
coincidence detection is enhanced, not degraded, by inhibition.

In a related set of experiments, coincidence detection trials were conducted to examine the
effects of inhibition on subthreshold summation. Afferent stimulus strengths were adjusted
in these experiments so that bilateral EPSPs remained subthreshold (Figure S3A and S3C).
In both the absence and presence of inhibition, subthreshold summation was remarkably
linear, nearly matching the summation predicted from the arithmetic sums of average PSP
waveforms (Figure 6E and 6F). ITD functions were generated by measuring the maximal
depolarization attained during each coincidence trial (Figure S3B and S3D). Lacking a
threshold mechanism to select for the largest events, subthreshold ITD functions were
broader and flatter than spike-based ITD functions. Similar to the spiking responses,
inhibition did not alter the mean or median mass of ITD functions (Figure S3E and S3F),
whereas physiological inhibition and its hyperpolarizing component significantly decreased
the peak and half-width of subthreshold ITD functions (Figure S3G and S3H). These results
suggest that the effects of inhibition on spike probability ITD functions are a direct
reflection of how inhibition shapes subthreshold summation.

The Role of Kv1 channels in high frequency coincidence detection
ITD computations are usually made within the phase-locking range of input neurons, which
extends up to ~2 kHz (Johnson, 1980; Joris et al., 1994). Given that even brief sounds
generate multiple stimulus cycles, the duration of IPSPs suggests that they will sum at
higher frequencies, possibly complicating synaptic coincidence detection. To test whether
IPSPs sum, we recorded from MSO neurons while using stimulating electrodes to evoke
100-800 Hz trains of ten ipsilateral or contralateral IPSPs. Both ipsilateral and contralateral
IPSPs showed clear evidence of temporal summation (Figure 7A, B). We quantified this by
measuring the amount the membrane potential was hyperpolarized relative to rest at the foot
of each IPSP and comparing this to the peak amplitude of the first IPSP in the train. This
showed that there was significant summation of ipsilateral IPSPs at frequencies of 300 Hz
and greater (Figure 7C) and of contralateral IPSPs at frequencies of 200 Hz and greater
(Figure 7D). Under in vivo conditions, where inhibition is presumably binaural and subject
to more temporal jitter than observed with local afferent stimulation in slice, the summation
of IPSPs is likely even greater than observed here. The presence of this summation suggests
that IPSPs occurring later in a train will contribute to the temporal dynamics of coincidence
detection differently than earlier IPSPs.

We also examined how the peak amplitudes of IPSPs, as measured from the foot to the peak
of each event, varied during the train relative to the amplitude of the first event. Previous
studies have found that IPSCs undergo significant short term depression during repetitive
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stimuli at frequencies as low as 0.5 Hz (Couchman et al., 2010; Fischl et al., 2012). In
contrast, we found no significant change in either ipsilateral or contralateral IPSP peak ratios
until the train frequency reached 800 Hz, where there was significant short term depression
(Figure 7E, F). This relative lack of depression can likely be attributed to the lower
extracellular Ca2+ used in the present study (1.5 mM) compared to the earlier studies (2
mM). In the MNTB, the amount of synaptic depression at the calyx of Held synapse is
significantly reduced and more closely approximates in vivo observations when extracellular
Ca2+ is reduced to levels matching those that have been identified in interstitial fluid (1.2 –
1.5 mM; Lorteije et al., 2009).

Our earlier dynamic clamp observations suggest that Kv1 channels counteract the temporal
distortions introduced by inhibitory conductance changes during individual coincidence
detection trials. We wondered whether this mechanism would continue to preserve temporal
accuracy when neurons were challenged with the high frequency trains of EPSPs and
summating IPSPs they presumably encounter in vivo. We therefore devised a two electrode
dynamic clamp experiment to investigate how Kv1 and inhibitory conductances interact
during high frequency trains (Figure 8A). In these experiments, endogenous K+ channels
were blocked by including 5 mM 4-AP in the intracellular solution, and the dynamic clamp
was used to simulate the missing Kv1 conductance. 4-AP is an intracellular blocker of Kv1
and Kv3 channels (Choquet and Korn, 1992; Stephens et al., 1994; Hille, 2001) and was
selected in preference to a more specific extracellular blocker to avoid altering presynaptic
excitability. Since ~90% of low voltage-activated K+ current is mediated by Kv1 channels in
MSO neurons (Scott et al., 2005), non-specific effects of 4-AP were minimal in this
experiment. Also, because Kv1 channel expression is biased toward the soma (Mathews et
al., 2010), the dynamic clamp provided a reasonable approximation of the endogenous
conductance. Taking advantage of the fact that Kv1 channels cause voltage dependent
sharpening of EPSPs, the amount of Kv1 conductance needed to replace the blocked
endogenous channels was set by adjusting the Kv1 conductance in the dynamic clamp until
EPSP half-widths matched those observed in the absence of 4-AP (Figure 8B; mean Kv1
Gmax = 630 ± 37 nS). This method also restored the membrane time constant to control
levels (4-AP, 2.20 ± 0.46 ms; 4-AP + GKv1, 0.36 ± 0.02 ms; Scott et al., 2005). As with the
previous coincidence detection trials, ipsilateral and contralateral excitatory afferents were
activated with stimulating electrodes while inhibitory synaptic transmission was
pharmacologically blocked. Trains of ten bilateral EPSPs were evoked at 500 and 800 Hz,
and the relative time between the onset of ipsilateral and contralateral EPSPs was adjusted to
cover an ITD range of ± 600 μs in 50 μs steps. Inhibitory conductances were simulated to
elicit 3 mV IPSPs using the dynamic clamp as described above. These IPSPs summed
during 500 and 800 Hz trains (data not shown). After the completion of a recording, voltage
records were sent back through the dynamic clamp and the current command output was
used to calculate the simulated Kv1 conductance throughout each trial.

MSO neurons responded to bilateral trains with mixtures of action potentials and
subthreshold EPSPs (Figure 8C and Figure S4A). Conductance records demonstrate that the
fast kinetics of Kv1 channels allowed channel activation and deactivation in response to
every event in a train, even at 800 Hz. Prior to the onset of a train, 14.6 ± 1.9 nS (SD, n = 5)
of Kv1 conductance was activated. In the control condition, Kv1 conductance returned to
baseline before the next cycle of inputs arrived, except in cases where the preceding cycle
yielded an action potential (e.g. first response). In the presence of inhibition, the Kv1
conductance consistently dropped below the baseline conductance between cycles in the
train. The temporal relationship between the membrane potential and the Kv1 conductance
can be more readily observed when all the events in a train are overlaid according to phase.
Figure 8D shows phase-aligned, averaged, and normalized subthreshold responses to 500 Hz
trains at 0 ITD in the absence and presence of inhibition. It is clear that throughout the
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trains, the Kv1 conductance was near a minimum at the onset of the summed EPSPs and
peaked during the decay phase of EPSPs. To quantify this, we measured for each cycle of
the trains the amount of Kv1 conductance active at the 20% rise of the summed EPSPs and
the trough-to-peak change in Kv1 conductance. Conductance levels at the 20% rise
influence how quickly an EPSP depolarizes the cell, i.e. the rise time of the EPSP. These
data show that Kv1 conductance was reduced in the presence of inhibition relative to control
(Figure 8E and Figure S4B). The amount of additional Kv1 conductance activated by EPSP-
induced depolarization influences the duration of those EPSPs. Analysis of the change in
Kv1 conductance during each cycle revealed that ~40-60% less Kv1 conductance was
activated by EPSPs in the presence of inhibition than in the control condition (Figure 8F and
Figure S4C). Together, these results indicate that the reduced Kv1 conductance counteracts
the inhibitory shunt, helping preserve temporal accuracy in the presence of high frequency,
summating inhibition.

DISCUSSION
The temporal accuracy and frequency limit of neuronal computations is heavily influenced
by the membrane time constant, which becomes faster in the presence of an inhibitory shunt.
Circuits that use temporal coding therefore face the challenge of maintaining temporal
fidelity when using synaptic inhibition to regulate responsiveness. This challenge is
particularly acute when temporal coding occurs at frequencies where the period is shorter
than the duration of inhibition. Here we showed in MSO neurons that reductions in Kv1
channel activation compensate for inhibitory conductance changes, thereby helping to
maintain the temporal accuracy of coincidence detection, even during high frequency trains
when IPSPs sum. Accordingly, we found that during in vitro binaural coincidence detection
experiments preceding inhibition summed linearly with excitation and sharpened ITD
response functions. Thus, the interplay between inhibition and Kv1 channels provides a
novel mechanism that helps preserve the timing of EPSPs while simultaneously sharpening
binaural coincidence detection.

Reciprocal interplay between inhibition and Kv1 channels
Kv1-containing K+ channels are broadly expressed in many areas of the brain (Sheng et al.,
1994; Wang et al., 1994; Trimmer and Rhodes, 2004), and are found in especially high
density in auditory brainstem neurons concerned with the precise coding of temporal
information, including the MSO (e.g. Bal and Oertel, 2001; Dodson et al., 2002; Rothman
and Manis, 2003; Oertel et al., 2008; Johnston et al., 2010). Mouse knockouts of Kv1.1
show deficits in sound localization (Allen and Ison, 2012), likely reflecting altered
excitability and precision in neurons of the superior olivary nuclei and their associated
inputs (Brew et al., 2003; Kopp-Scheinpflug et al., 2003; Gittelman and Tempel, 2006).
Previous work in MSO neurons has shown that Kv1 channels reduce temporal distortions of
EPSPs by dendritic cable filtering and enhance detection of binaural coincidence at high
frequencies (Svirskis et al., 2002, 2004; Scott et al., 2005; Mathews et al., 2010).

In the present study, we found that the rise time and duration of EPSPs during concurrent
shunting inhibition are stabilized by two factors: the deactivation of resting Kv1
conductance and reduction in the amount of Kv1 conductance recruited by the smaller peak
depolarization. In this way inhibitory and Kv1 channel dynamics regulate the uniformity of
EPSPs during different levels and frequencies of inhibition and improve the linearity of
synaptic integration. Two properties of Kv1 channels are critical for these effects. First, the
resting potential of MSO neurons resides at a sensitive region of the activation curve of Kv1
channels (Mathews et al., 2010), allowing small changes in EPSP peaks to lead to large
changes in Kv1 channel open probabilities. In addition, the hyperpolarization associated
with inhibition is sufficient to substantially deactivate resting Kv1 conductances. Our data
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show that this deactivation can approach 50% in the presence of summating trains of even
modest (3 mV) IPSPs. Second, Kv1 channels have rapid kinetics. This allows Kv1 channels
to begin responding to changing membrane potentials within the rise times of EPSCs and
IPSCs. Over longer time frames, these rapid kinetics enabled Kv1 channels to deactivate and
activate in response to IPSPs and EPSPs in each cycle of coincidence detection trains. This
likely explains why Kv1 channel activation dynamics appeared relatively insensitive to
changing ITD values during trains of EPSPs and IPSPs.

Kv1 channels also have interactions with other voltage-gated channels in MSO neurons.
Previous work has shown that voltage gated sodium channels boost near-threshold EPSPs,
offsetting the suppression of EPSP peaks by Kv1 channels (Scott et al., 2010). In addition,
dynamic interactions between Kv1 and hyperpolarization-activated conductances counteract
non-linear distortions of EPSP shape and summation (Khurana et al., 2011). Thus, an
emerging theme is that MSO neurons combine opposing non-linear conductances to narrow
the window for coincidence detection while also maintaining linear synaptic integration.

Interactions between inhibition and Kv1 channels in the avian binaural system
Our results contrast sharply with those from studies of inhibition in the avian binaural
system. In neurons of the nucleus laminaris and magnocellularis, avian equivalents of MSO
neurons and their excitatory inputs, GABAergic transmission is long lasting (Yang et al.,
1999; Kuo et al., 2009), sums temporally at low frequencies, and becomes asynchronous at
higher frequencies (Lu and Trussell, 2000). However, in contrast to their mammalian
counterparts, the chloride reversal potential in avian neurons is depolarized relative to rest
(Hyson et al., 1995; Howard et al., 2007; Tang et al., 2011). Under these conditions
inhibition is strongly shunting and the depolarization from both spontaneous and stimulus-
evoked release of GABA activates Kv1 channels, narrowing EPSPs as well as the window
for binaural coincidence detection (Funabiki et al., 1998; Howard and Rubel, 2010). Thus,
for coincidence detection in birds, inhibition and Kv1 channels act synergistically, not
homeostatically.

Role of feedforward inhibition in binaural processing in the MSO
The timing of inhibition is crucial to determining how it affects computations. In many
circuits, feedforward inhibition restricts the time window for temporal summation of
excitatory inputs by arriving with a short delay relative to excitation (Pouille and Scanziani,
2001; Gabernet et al., 2005; Stokes and Isaacson, 2010). This temporal arrangement, where
inhibition acts as a stop signal, becomes problematic at high frequencies when an additional
cycle of input must be processed before inhibition has ceased. MSO principal neurons
receive prominent inhibition (Grothe and Sanes, 1993, 1994) arising from at least 2-4
inhibitory inputs, the majority of which target the soma and proximal dendrites (Clark, 1969;
Kapfer et al., 2002; Couchman et al., 2010). Each fiber is powerful, possessing ~50 active
zones (Couchman et al., 2010). Using the CN-SO slice preparation, we found that
stimulation of the inhibitory inputs to the MSO via the auditory nerves triggers IPSPs in
MSO neurons 300-400 μs prior to excitation, a scenario first proposed by Grothe and
colleagues for contralateral inputs from the MNTB (Brand et al., 2002). However, our
results show that ipsilateral input from the LNTB similarly precedes excitation. With this
timing, all sources of inhibition proactively reduce summation of excitatory inputs by
decreasing excitability throughout the entire coincidence window. Preceding inhibition also
remains functional at high frequencies, when summating, binaurally driven IPSPs provide
tonic hyperpolarization that keeps the membrane potential farther from threshold, thus
restricting spiking to only the largest, most synchronous combinations of bilateral EPSPs.
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It should be noted that stimulation conditions in the CN-SO slice preparation cannot
perfectly recreate the fine temporal structure that exists under in vivo conditions where
cochlear delays and synaptic jitter cause individual nerve fibers to activate at slightly
different times (Shamma et al., 1989; Joris et al., 2006), nor can they recreate the precise
activation patterns that would emerge from sound stimuli. Our results, however, provide a
simple circuit-based explanation for in vivo studies that have inferred from sound-evoked
spike rates that inhibition precedes excitation in the MSO (Grothe, 1994; Grothe and Park,
1998; Brand et al., 2002; Pecka et al., 2008). A more precise understanding of the temporal
relationship between IPSPs and EPSPs will require detailed in vivo recordings of
subthreshold activity.

The arrival of feedforward inhibition before excitation requires an inhibitory pathway
adapted for speed. In the auditory brainstem, several complementary mechanisms might
explain how feedforward inhibition arrives at MSO neurons so quickly, despite the
additional cell and synapse included in each inhibitory pathway. First, anatomical data
indicate that the axons projecting from the cochlear nuclei to the LNTB and MNTB have
larger diameters and thus presumably faster conduction velocities than those carrying
excitatory input to the MSO (Brownell, 1975). Second, the spacing of nodes of Ranvier in
axons projecting from the cochlear nuclei might give the inhibitory pathway an additional
speed advantage. There is evidence for regulation of internodal distances in axons projecting
from the avian cochlear nucleus (Seidl et al., 2010) and for specialized heminodes with high
Na+ channel densities in the axon segments adjoining the calyx of Held terminals in rat
MNTB (Leão et al., 2005). Third, each inhibitory pathway contains a synapse specialized for
short latency transmission. MNTB neurons receive input via the calyx of Held, the
excitatory synapse from globular bushy cells that drives postsynaptic firing with high
security (Mc Laughlin et al., 2008; Lorteije et al., 2009; Kopp-Scheinpflug et al., 2011;
Borst and Soria van Hoeve, 2012). Calyceal synapses have been found on neurons in the
posteroventral portion of the LNTB (Spirou et al., 1998), although their source has not yet
been identified.

Previous in vivo studies showed that inhibition is a critical feature of ITD processing in the
MSO, as its pharmacological blockade in vivo broadens the window for ITD detection and
shifts the best ITDs of MSO neurons toward the midline, although there remains a natural
bias towards contralaterally-leading excitation in the absence of inhibition (Brand et al.,
2002; Pecka et al., 2008). Using CN-SO slices, we observed a slight bias toward
contralaterally-leading excitation in most recordings, in accord with these in vivo findings.
In addition, implementing even relatively subtle leading inhibition in vitro reduced the width
of the coincidence window for bilateral excitatory stimuli to in vivo-like levels. However,
the mechanism(s) underlying inhibition-led shifts in ITD location remains uncertain. We did
not observe that the presence of preceding inhibition alone led to shifts in the location of the
ITD function, although we found that preceding inhibition advanced the peaks of EPSPs by
up to 50 μs. Since inhibition is somatic in MSO neurons, shifts in EPSP peak would affect
ipsilateral and contralateral EPSPs similarly, and thus would not necessarily alter the
temporal requirements for summation. Consistent with this, we found that preceding
inhibition did not shift the mean or median of the subthreshold ITD functions (Figure S3).
We also did not observe differences in the rise times of bilateral excitatory inputs, as
previously reported in slices (Jercog et al., 2010). It is possible that differences between this
result and our own could be due to the inclusion in our CN-SO slices of synaptic processing
by the cochlear nucleus. However, in support of our findings, recent results from
juxtacellular recordings from MSO neurons in vivo indicate that contralateral and ipsilateral
synaptic responses are similar in shape and sum linearly (van der Heijden et al., 2013).
While the latter results do not preclude an important role for inhibition in the coding of
ITDs, they are inconsistent with the idea that preceding inhibition alone sets ITD selectivity
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(Grothe, 2003), and indicate instead that ITD detection differs from both inhibitory and
Jeffress models in several important aspects. It is not yet clear how these findings and our
own can be reconciled with those of in vivo pharmacological experiments (Brand et al.,
2002; Pecka et al., 2008), but resolution of this issue remains an exciting avenue for future
research.

EXPERIMENTAL PROCEDURES
All procedures were conducted in accordance with The University of Texas at Austin
IACUC guidelines. Mongolian gerbils (Meriones unguiculatus) were anesthetized with
halothane or isoflurane and brains rapidly removed. Slices were prepared in 32°C ACSF and
incubated for 30-60 minutes at 35°C prior to use. ACSF was bubbled with 95% O2/5% CO2
and contained (in mM): 125 NaCl, 25 glucose, 25 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 1.5
CaCl2, 1.5 MgSO4. Whole cell current clamp recordings were made using Dagan
BVC-700A or Molecular Devices MultiClamp 700B amplifiers. Data was filtered at 3-10
kHz, digitized at 50-100 kHz, and acquired using custom algorithms in IgorPro
(WaveMetrics). Recording electrodes were pulled to 3-5 MΩ resistances and filled with
intracellular solution containing (in mM): 115 K-gluconate, 4.42 KCl, 0.5 EGTA, 10
HEPES, 10 Na2Phosphocreatine, 4 MgATP, 0.3 NaGTP, osmolality adjusted to 300 mmol/
kg with sucrose, pH adjusted to 7.30 with KOH. All membrane potentials are corrected for a
10 mV junction potential. Bridge balance was maintained and Rseries monitored in all
experiments. Recordings were stopped if Rseries became >25 MΩ.

CN-SO slice
CN-SO slices were prepared by cutting 1000-1500 μm thick coronal brainstem sections
which were tilted slightly in the rostral-caudal axis so that the auditory nerves, cochlear
nuclei, and superior olivary complexes were contained within one slice. Slices were
incubated in a custom interface chamber at 35°C for 30-60 min., then held at room
temperature for up to 30 min. before transfer to the recording chamber. Survival of the input
circuitry to the MSO was presumably enhanced by the fact that most of the input circuitry is
not far from the ventral surface of the slice. We also found that slice health was much better
at the age range used (P15-20) than at older ages, presumably due to enhanced ability of
younger tissue to withstand hypoxia. Recordings were made at 35°C while slices were
perfused with ACSF at 8-10 ml/min. Auditory nerve stumps were stimulated with suction
electrodes. MSO neurons were patched under visual control at a depth of ~25 – 200 μm
below the slice surface. In cells where nerve stimulation evoked both EPSPs and IPSPs,
these events were typically evoked together only over a narrow range of stimulus
amplitudes, and the minimal stimulus required for evoking each type of event was similar
but not identical. Increases in stimulus current beyond this narrow range caused the EPSP or
IPSP to fail, possibly due to depolarization block of individual axons in the auditory nerve
stump. Thus, the lowest stimulation current that reliably evoked both EPSPs and IPSPs was
used.

Conventional slices
Recordings were made from 200 μm horizontal slices prepared from P21-32 gerbils. Slices
were perfused with 37°C ACSF at ~2 ml/min. In experiments involving stimulation of
excitatory afferents, ACSF contained 1μM strychnine and 5 μM SR-95531 (gabazine) to
block glycine and GABAA receptors. Inhibitory afferents were isolated by ACSF containing
20 μM CNQX and 50 μM D-APV to block AMPA and NMDA receptors. When afferent
stimulation was not used, ACSF contained 1 μM strychnine, 20 μM CNQX, and 50 μM D-
APV. For dynamic clamp recordings, cells were patched with two somatic electrodes, one to
measure Vm and the other to inject current. The dynamic clamp used SM2 software from
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Cambridge Conductance to control a Toro 8 DSP circuit board operating at 33-50 kHz.
EPSGs were simulated with a double exponential waveform (time constants = 0.1 ms rise,
0.18 ms decay), and reversal potential of 0 mV. IPSGs were simulated with a double
exponential waveform (time constants = 0.28 ms rise, 1.85 ms decay), and reversal potential
of -85 mV (physiological inhibition) or equal to Vrest (~-58 mV, purely shunting inhibition).
The peak conductance of IPSGs was adjusted so that an individual event elicited a 3 mV
hyperpolarization from Vrest. Inhibitory step conductances used the same reversal potentials
as IPSGs. Kv1 conductance was simulated using the Hodgkin-Huxley model developed by
Mathews et al. (2010), with the reversal potential set to -103 mV. When simulating Kv1,
endogenous channels were blocked by the inclusion of 5 mM 4-AP in the intracellular
solution. The amount of Kv1 conductance to simulate was determined by increasing the
conductance until the half-widths of dynamic clamp simulated EPSPs were approximately
equal to the half-widths measured in control experiments lacking 4-AP (control, 0.58 ± 0.06
ms; 4-AP, 1.56 ± 0.64 ms; 4-AP + GKv1, 0.58 ± 0.01 ms).

Analysis
Data were analyzed using custom algorithms implemented in IgorPro. In coincidence
detection experiments, action potentials were detected based on increased amplitudes and
afterhyperpolarizations relative to subthreshold events and the presence of an inflection
point during depolarization (Figure S1). Cells where action potentials could not be reliably
distinguished from subthreshold events were discarded. T-tests and one-way ANOVAs with
Tukey’s post hoc test were used where appropriate to determine statistical significance
(p<0.05). Errors and error bars report SEM, except where noted. For single cycle
coincidence detection experiments, data was acquired in batches of 5 ITD trials per
condition, with each trial testing 25 ITD values (± 600 μs in 50 μs steps). After 20 trials
were acquired (5 per condition), the protocol was repeated in batches of 5 until 15-60 (mean
= 38, n = 8) total ITD trials were conducted per condition. Bootstrap analysis was run by
randomly resampling the results from each coincidence detection experiment to generate
new data sets containing the same number of trials as in the original data. ITD functions
were generated from these resampled data sets, and for each ITD function, the mean and
median mass, the maximal spike probability, and the half-width of the function were
measured. This resampling procedure was repeated 20,000 times for each cell, and mean
properties for each measurement were calculated across trials. Measures were then averaged
across all cells in the data set. Significant changes in measurements in the population were
determined using a repeated measures ANOVA with a repeated measures Tukey’s post hoc
test.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1. Auditory nerve stimulation evokes EPSPs with preceding IPSPs in MSO neurons
(A) Micrograph of a 1200 μm thick CN-SO slice. Arrows point to auditory nerve stumps
where suction electrodes were placed to stimulate afferent pathways. The cochlear nuclei
(CN), LNTB (black), MNTB (red), and MSO (purple) are intact in the slice. Scale bar = 1
mm. (B) Diagram of circuitry in the CN-SO slice. AN=auditory nerve. Blue and green cells
represent spherical and globular bushy cells, respectively. (C, D) Sample recordings from
four MSO neurons from P15-17 gerbils show IPSPs preceding EPSPs in response to
ipsilateral (C) or contralateral (D) auditory nerve stimulation. Overlays of 50 sweeps in gray
with average responses in black. (E, F, G) In recordings from cells where bilateral auditory
nerve stimulation evoked only EPSPs, ipsilateral and contralateral stimuli evoked EPSPs
with similar 20-80% rise times (E, p =0.776, n = 9) and half-widths (F, p =0.413, n = 9), and
ipsilateral EPSPs tended to arrive with shorter latencies than contralateral EPSPs (G, p
=0.192, n = 9). Error bars show SD.
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Figure 2. Preceding inhibitory conductance steps do not alter EPSP shape
(A) The two electrode dynamic clamp recording configuration used in Figures 2-4. The top
electrode was used to monitor Vm, the bottom to inject currents simulating inhibitory and
excitatory conductances. (B-D) EPSPs simulated in the presence (gray) or absence (black) of
physiological (B, Einhib = -85 mV, g = 100 nS), shunting (C, Einhib = Vrest, g = 100 nS), or
hyperpolarizing (D, DC current injection to elicit -10mV change, average = - 3.90 ± 1.08
nA) inhibitory steps. Steps began 5 ms before the onset of EPSPs. On the right, normalized
traces highlight effects on EPSP shape. (E) Across a range of inhibitory step magnitudes,
physiological inhibition had little effect on EPSP half-widths. In contrast, purely shunting
inhibition tended to narrow half-widths and hyperpolarizing DC current steps broadened
half-widths. Error bars show SEM. n = 7. Data from P27-30 gerbils.
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Figure 3. Kv1 channels help maintain EPSP shape during inhibitory conductance steps
(A-C) Control EPSPs (black) and EPSPs during inhibitory conductance steps (gray).
Normalized EPSPs shown to the right. In control ACSF (A), a 100 nS physiological
inhibitory step had little effect on EPSP half-width, but note the decreased
afterhyperpolarization in the presence of inhibition. When 100 nM α-dendrotoxin was added
to the bath to block Kv1 channels, EPSP half-width decreased in the presence of a 100 nS
step of physiological (B) or purely shunting (C) inhibition. (D) As inhibitory conductance
steps increased, EPSP half-widths remained relatively stable in control ACSF but became
progressively narrower in the presence of α-dendrotoxin. Error bars show SEM, n =6. * p <
0.05 with repeated measures ANOVA.
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Figure 4. IPSP kinetics have little effect on EPSP shape
(A-C) Inhibitory conductances were simulated with dual exponential waveforms (time
constants = 0.28 ms rise, 1.85 ms decay). EPSGs were simulated at 0-5 ms after the onset of
inhibition. Normalized traces are shown to the right. EPSP shape remained consistent in the
presence of physiological inhibition (A), peaked earlier and narrowed in the presence of
purely shunting inhibition (B), and peaked later and widened in the presence of
hyperpolarizing DC currents (C). (D, E) Summaries of effects of inhibition on EPSP peak
times (D) and half-widths (E). Note that physiological inhibition slightly advanced the peak
times of EPSGs evoked during the first 1 ms of an IPSG. For clarity, lines follow every data
point, but markers and error bars are shown for every other data point. Error bars show
SEM, n =8.
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Figure 5. The effects of inhibition on coincidence detection
(A) The two electrode dynamic clamp recording configuration used for coincidence
detection experiments. Ipsilateral and contralateral stimulating electrodes activated
excitatory afferents at time intervals covering ± 0.6 ms while the dynamic clamp was used to
simulate inhibitory conductances starting 0.3 ms before the onset of contralateral EPSPs. (B,
D) Sample data from a representative cell showing overlays of 5 of 55 coincidence trials at
each ITD value shown in (D) in the absence (B) or presence (D) of preceding physiological
inhibition. (C, E) ITD spike probability functions in the absence (C) or presence (D) of
physiological inhibition were constructed by determining the portion of trials at each ITD
value that yielded an action potential. (F, G) Summary plots showing the results of ITD
trials in the absence or presence of physiological, shunting, or hyperpolarizing inhibition
from the cell shown in (B-E). Plots in (G) are normalized to highlight effects of inhibition on
ITD function shape. Blue bars in (C, E, F, G) indicate the physiological range (± 135 μs) for
ITD detection. Error bars show SEM. See also Figures S1, S2, and S3.
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Figure 6. Inhibition dampens and narrows ITD functions without shifting best ITDs
Bootstrap analysis of results of ITD trials from 8 MSO neurons revealed that inhibition did
not significantly shift the mean (A) or median (B) mass of ITD functions with respect to
time. Physiological inhibition and hyperpolarizing DC current injections did, however,
significantly decrease the maximal spike probability (C) and half-width (D) of ITD
functions. (E, F) Subthreshold summation of ipsilateral and contralateral EPSPs (black data)
across a range of ITD values in the absence (E) or presence (F) of physiological inhibition.
Gray lines show the amount of summation predicted by the arithmetic sums of average PSP
waveforms aligned according to ITD. Error bars show SEM. Data from P21-25 gerbils. *
p<0.05, ** p<0.01. See also Figure S3.
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Figure 7. Temporal summation of IPSPs during high frequency trains
(A,B) Sample data showing trains of IPSPs evoked by ipsilateral (A) and contralateral (B)
stimuli at the indicated frequencies. Data are from the same cell and are averages of 50
trials. Stimulus artifacts have been removed. (C,D) Hyperpolarization of the membrane
potential relative to rest at the onset of each IPSP in ipsilateral (C) and contralateral (D)
trains increased with increasing stimulus frequency. Data are normalized to the peak
amplitude of the first IPSP in the train. (E,F) The ratios of the peak amplitudes of each IPSP
in ipsilateral (E) and contralateral (F) trains to the amplitude of the first IPSP in a train show
that there was no significant short term depression until the train frequency was > 500 Hz.
Error bars show SEM. Ipsilateral n=9, contralateral n=7, with ipsilateral and contralateral
IPSPs evoked together in 5 cells. Data from P25-32 gerbils. * p < 0.05 for one-tailed paired
t-test comparing the mean of the final three events in a train to the first event.
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Figure 8. Kv1 channel deactivation partially compensates for the additional conductance
contributed by physiological inhibition
(A) Two electrode dynamic clamp configuration used for ITD train experiments.
Endogenous K+ channels were blocked with 5 mM intracellular 4-AP. Kv1 and inhibitory
conductances were simulated by dynamic clamp. (B) The amount of Kv1 conductance
required to replace the blocked endogenous conductance was determined by measuring the
half-widths of simulated EPSPs evoked by 5-50 nS EPSGs. Sample traces show EPSPs
before (top, mean half-width = 1.20 ms) and after (bottom, mean half-width = 0.59 ms) Kv1
conductance was introduced by the dynamic clamp. (C) Sample traces showing voltage (top)
and Kv1 conductance changes (bottom) in response to 500 Hz trains with ITD values = 0 ms
in the absence (black) and presence (blue) of inhibition. Dashed lines indicate Vrest of -60
mV (top) and resting Kv1 conductance of 11 nS (bottom). (D) Averaged and normalized
subthreshold responses from ten 500 Hz trains at 0 ITD from the cell shown in C. Cycles of
the train are overlaid according to phase. Data on the left are from the control condition, on
the right were in the presence of physiological inhibition. (E) Summary plot of average
inhibition-induced decrease in Kv1 conductance at the 20% rise times of EPSPs during 500
Hz trains (n = 5). (F) Summary plot of the change in Kv1 conductance elicited by EPSPs in
the presence versus the absence of inhibition (n = 5). ITD values covering ±150 μs are
shown in (E, F). Data from P21-23 gerbils. See also Figure S4.
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