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Abstract
We are developing a dual panel breast-dedicated positron emission tomography (PET) system
using LSO scintillators coupled to position sensitive avalanche photodiodes (PSAPD). The charge
output is amplified and read using NOVA RENA-3 ASICs. This paper shows that the coincidence
timing resolution of the RENA-3 ASIC can be improved using certain list-mode calibrations. We
treat the calibration problem as a convex optimization problem and use the RENA-3’s analog-
based timing system to correct the measured data for time dispersion effects from correlated noise,
PSAPD signal delays and varying signal amplitudes. The direct solution to the optimization
problem involves a matrix inversion that grows order (n3) with the number of parameters. An
iterative method using single-coordinate descent to approximate the inversion grows order (n).
The inversion does not need to run to convergence, since any gains at high iteration number will
be low compared to noise amplification. The system calibration method is demonstrated with
measured pulser data as well as with two LSO-PSAPD detectors in electronic coincidence. After
applying the algorithm, the 511 keV photopeak paired coincidence time resolution from the LSO-
PSAPD detectors under study improved by 57%, from the raw value of 16.3 ± 0.07 ns full-width
at half-maximum (FWHM) to 6.92 ± 0.02 ns FWHM (11.52 ± 0.05 ns to 4.89 ± 0.02 ns for
unpaired photons).
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I. Introduction
We are developing a positron emission tomography (PET) system for breast cancer imaging
[1], [2]. The system uses a two-panel geometry with each 16×9×2 cm3 panel requiring 2304
Position Sensitive Avalanche Photodiodes (PSAPDs) coupled to 8 × 8 arrays of 1 × 1 × 1
mm3 LSO (Lutetium Oxyorthosilicate) scintillation crystals for a total of 294 912 crystal
elements. The use of an “edge on” detector design with the photodetector planes oriented
orthogonal to the panel planes enables > 90% scintillation light collection efficiency for 1
mm resolution crystal elements, independent of interaction location, directly measured
photon depth of interaction (DoI), and 3-D positioning of individual photon interactions [3].
Simulations show that at 5 mCi whole body image dose, the system will have an event rate
of 4.6 million events per second [2]. The system will acquire list-mode data.

Each panel has 9216 readout channels. The channel count is read out using 288 RENA-3
readout ASICs, developed by NOVA R&D [4]. The RENA-3 ASIC was chosen for its
processing capabilities and density of channels—36 channels, each consisting of
preamplifier, Gaussian shaper, trigger, and timestamp circuitry—and for its low power
consumption of less than 6 mW per channel. Each RENA-3 chip can handle a maximum
event rate of 83 kHz, though the average event rate per RENA-3 will be 16 kHz [2].

This RENA family has been used for gamma ray detection with [5], [6] built using the
RENA-3, [7] using the RENA-2 and [8], the RENA-1. The RENA-3 is being designed with
CZT for use in small animal PET in [9].

In [2], the coincidence timing resolution of two LSO-PSAPD detectors was shown to be
15.5 ns full-width at half-maximum (FWHM), similar to the time resolution reported for the
RENA-3 in [7] and [9]. The timing resolution for other PMT-based breast dedicated PET
imaging systems is under 10 ns FWHM: 1.2 ns [10], 5.2 ns [11], and 8.1 ns [12]. In order to
achieve sub 10 ns timing resolution with PSAPDs, additional calibration parameters were
used and a calibration method was created in order to compensate for the nonoptimal timing
of the RENA-3 ASIC.

We show that per crystal coincidence time calibration from list-mode data can be formulated
using a maximum-likelihood framework and solved with a direct or iterative convex
optimization method. We also demonstrate that additional correlated noise can be accounted
for to further improve the annihilation photon pair coincidence time resolution.

II. Methods and Materials
A. System and Timing Method

The RENA-3 ASIC consists of 36 configurable channels [4]. Each channel can be
configured to accept positive or negative pulses, to act as a trigger or be read out on another
channel’s trigger. On a trigger, the RENA-3 system records a timestamp for the triggered
channel and amplitude data from user specified channels. The timing is obtained through
two mechanisms: a leading edge discriminator and a quadrature time stamp. This section
explains these two mechanisms.

1) Leading Edge Discriminator Trigger—The RENA-3 uses a leading edge
discriminator as the trigger. This consists of a comparator with a programmable threshold
value. For our application, timing is done with a negative pulse signal, so when the input
signal passes below the threshold, the RENA-3 senses a trigger.
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The time of the trigger event is dependent on the input signal shape. Prior to reaching the
comparator, the energy pulse is shaped by a preamplifier, followed by an optional pole-zero
cancellation network, differentiator, and fast shaper. The resulting pulse shape present at the
comparator is seen by changing the threshold on one channel while holding another
constant. Fig. 1 shows the shape of the pulse that is seen by the comparator. For this
example, a square wave signal, with a rise time of 5 ns, is AC-coupled to two channels on
one RENA-3 chip. The comparator threshold on one channel is held constant and the arrival
time reported by this channel is a reference for the signal arrival time. The threshold voltage
on the second channel is varied and the difference in its arrival time to that of the reference
is plotted.

For this demonstration, the differentiator sets the dc level of the shaped pulse to 3.5 V. The
negative pulse shape is visible and the last threshold to record triggers was 3.17 V,
indicating that for this square wave, the shaped pulses have amplitude of around 0.33 V. The
middle range has a slope of 2.6 V/µs. The 10%–90% rise time is in the 80 ns range.

Many of these factors impact the timing capabilities of the RENA-3 and much of this paper
will focus on explaining how to compensate for time-walk introduced by the use of leading
edge discrimination.

2) Quadrature Timing—When the leading edge discriminator comparator threshold is
passed, two different methods capture the time: a coarse digital timestamp, and a fast analog
timestamp. The coarse timestamp is recorded by a counter on an FPGA when the RENA-3
reports it has seen an event. For the fast analog timestamp, when the comparator threshold is
passed, the voltage of the two quadrature signals are sampled and later converted to digital
values. The relationship between the signals encodes the arrival time.

The quadrature signals, U and V, are sinusoids with one lagging the other by 90° in phase.
In Fig. 2, a plot of U and V signals recorded for several events shows the resulting timing
circle for one channel. To find the time difference between events that occurred on two
different channels, the location of each event on the timing circle is found, and the angle
difference between the two measurements directly correlates to the time difference. The
angle difference divided by the frequency of the signals gives the time difference. In our
setup, the frequency of the signals is 1 MHz.

As seen in Fig. 2, dc offsets in the ADC values need to be taken into account before
calculating the angle for timing. The skew in the circle is due to the phase difference in the
two signals not being exactly 90° or the sampling occurring at slightly different times. More
eccentricity can occur when the magnitude of the two quadrature signals are not identical.

Quadrature timing does not have uniform time bins, due to the phase being calculated by a
uniform sampling of amplitude of the quadrature signals, rather than a direct phase
measurement. With the quadrature signals maximum range of 4876 counts, the largest time
bin is under 100 ps, occurring at phases of pi/8 + n * pi/4. This is a differential nonlinearity
of 50 ps. Uncorrected, a 3° phase error between the signals can lead to an integral
nonlinearity of 4 ns. Fig. 2 has a phase error of about 3°.

The fast timestamp is determined by the angular separation of the two events on the circle.
Imperfect signals or imperfect sampling causes distortion in the circle. The radius of the
circle averages 2438 counts and the standard deviation of the radius at each angle is nine
counts.
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B. Timing Issues
The timing pickoff can be offset or distorted in a number of different ways. Some distortion
is directly due to variations in the chip, such as individual channel delays and noise from the
quadrature signals. Other distortion is related to the actual measurement, such as crystal
location on the PSAPD and variance in amplitude of the output signal.

1) ASIC Channel Delay—With identical noiseless input pulses on two channels, it is
possible for the channels to report slightly different arrival times. The largest impact is likely
the difference in comparator switching delays. Each comparator will have a different delay
when its threshold is passed, reporting an arrival time offset by the delay amount.

Other individual channel delay variation can occur in the preamp, zero-pole cancellation
network, differentiator and fast shaper that process the pulse before the comparator. These
delays will vary from channel to channel and chip to chip and will also create a fixed offset
to the reported photon arrival time.

Finally, any variation between channels in the threshold voltage or dc bias voltage will cause
offset in measured photon arrival times. A threshold difference could be caused by
variations in digital to analog converters or in reference levels. The dc bias voltages could be
different due to I-R drop across the chip. If the pulse shape at the comparator is linear, these
variations will affect the arrival time measurement by a fixed offset. Other pulse shapes will
have varying effects.

The comparator threshold has a range of 3.75 V, with 8-bit resolution, for about 15 mV
steps. The experiment with the square wave signal, described in Section II-A, showed that a
one-bit difference in threshold causes an offset in reported arrival time of 5.8 ns. This is a
significant difference for our application, so a hardware threshold calibration to handle the
cumulative fixed offsets is insufficient to calibrate the individual channels. A post-
acquisition calibration of a constant offset is necessary.

A charge injection pulse was sent to the 36 channels on the RENA-3 ASIC. The pulser data
set consisted of 54 098 pulses. The same threshold DAC value was used on each channel.
Histograms of the reported arrival time relative to channel 16 shows several distributions
with a range greater than 25 ns. The different arrival time offsets are visible in Fig. 3. From
this figure, it can be seen that an iterative method of averaging time differences should be
feasible.

2) Correlated Quadrature Noise—A second timing effect is also observed using a
pulser. Pulsing two channels and plotting the U and V signals against the timing difference
shows a nonconstant, nonlinear correlation between the quadrature signals and time
difference. The observed correlation is shown in Fig. 4. This correlation is due to the
distortion in the analog timing circle, shown in Fig. 2.

3) Crystal-Location Dependent Variations on the PSAPD—The PSAPD produces
further time dispersion effects. The first is due to the variation in RC time constant across
the device. The PSAPD contains a resistive sheet to determine positional information [15],
so charge created by light that enters near a corner of the device will see an effective
resistance significantly lower than that of charge created in the center of the device.
Therefore, annihilation photons detected by crystals at the edge of the device will appear to
arrive much sooner than those interacting in a crystal near the center, as seen in Fig. 5. This
effect is also mentioned in [16], though no calibration procedure was proposed or reported.
For our system, the time delays for the 8×8 crystal arrays on PSAPDs vary up to 20 ns [17].
Fig. 6 shows a map of the time delay for a crystal array found in the calibration,

Reynolds et al. Page 4

IEEE Trans Med Imaging. Author manuscript; available in PMC 2013 June 26.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



demonstrating the time delay versus the relative position of the crystals. A constant offset in
timing per crystal compensates for this effect.

4) Amplitude Dependent Time Walk—The second effect on coincidence timing
resolution from the detector is due to energy resolution. The energy resolution of this system
is 14.4 ± 0.8% FWHM [13]. The different amplitudes of pulses cause the leading edge
discriminator to cross its threshold value at different delays. A higher amplitude signal will
appear to arrive earlier than a lower amplitude signal. With the RENA-3’s fast shaper 10%–
90% rise time of about 80 ns, a pulse with energy 7.2% lower would cause the system to
trigger about 7.5 ns later. With the imperfect energy resolution of this system, the time walk
inherent to a leading edge discriminator is significant, even when gated for the 511 keV
photo peak. The delay will be even more pronounced with if lower energies are used. The
delay is linearly related to pulse height if the rising edge of the pulse is approximately linear.

C. Calibration Formulation and Optimization
Many methods have been created for the timing calibration of PET scanners. Methods range
from using time alignment probes and calibrating manually to using algorithms and timing
histograms to calibrate offsets for each block detector [18]–[20], and then for each
individual crystal [21]. Some algorithms use direct calculation of the calibration offsets [22],
while others use iterative methods [18], [21], [23]. Here we show that timing calibration, as
a function of any number of calibration parameters, is a convex optimization problem. This
allows the solution to be found using conventional methods, such as direct inversion or
coordinate descent, an iterative method. The calibration parameters in this system include
delay for each individual crystal and correlated noise from the quadrature timing.

1) Problem Formulation—We consider a list of n coincidence events (or annihilation
photon pairs) detected by the system. The k,th event comprises the following information:

the indices of the crystals involved ik and jk, the two arrival times  and , and some

additional data, which will be denoted by two column vectors  and . The column

vectors contain the amplitude of both pulses,  and , and the quadrature time samples

, and .

The timestamps measured on crystal i follows a random distribution, described by the
random variable T

(1)

where τ is the true photon arrival time, δ is the per crystal delay and ε is the measurement
noise. To simplify later calibration, the per crystal delay is modeled as a linear combination
of the event data, including a constant bias

(2)

where ci; is the vector of calibration parameters for each crystal element.

Since the breast imaging panels are 4–8 cm apart, the noise bias effects from time of flight
are negligible. The measurement noise is modeled by a zero-mean normal distribution with
variance σ2.
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The time difference measured between both photons in a coincidence event follows a
random distribution given by

(3)

Since the time of flight, , is negligible, it is ignored. As a result, the vector of
measured time difference is well described by an uncorrelated Gaussian random vector

(4)

The per-crystal delay differences are a linear combination of the per-crystal calibration
factors c

(5)

where  is formed using the per-event data  and .

Equation (6) shows an example matrix formulation of the time calibration problem for five
annihilation photon pairs in a system with four crystal elements or arrays

(6)

The goal of the time calibration is to estimate the calibration parameters per crystal element
given the measured data. Maximum-likelihood (ML) estimation was used for this purpose.
The log-likelihood function is given by

(7)

where  is the measured time difference.

The ML calibration parameters c are such that  is minimized, which is more
commonly known as a “least-squares problem.” It should be noted that this approach also
optimizes the coincidence time resolution of the system since

(8)

is simply the calibrated time difference.

A number of other objective functions, such as the L1 norm or a weighted sum are available
to evaluate the timing error. With an initial system calibration scan with a weak source and a
low randoms rate, the L2 method is sufficient. However, to adjust the calibration using data
from a real scan with a high randoms rate, an alternative cost function, with a smaller
penalty for large errors, could be used.
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2) Optimization—Formulating a maximum-likelihood problem amounts to solving the

following least squares problem: select the appropriate vector c to minimize . This
can be directly solved with the pseudo inverse, c = (A T A)−1 A T Δt.

When A becomes large, the inverse of A T A is computationally intensive, and an iterative
single-coordinate descent algorithm is used. For each iteration, the parameters for a single
crystal or channel are optimized while the parameters for other crystals or channels are held
constant. This procedure is repeated until no further improvements in coincidence time
resolution can be achieved.

The authors in [21] show a similar problem formation, and are, in effect, using a single-
coordinate descent method, itera-tively optimizing a parameter for each coordinate, the per
crystal delay time.

3) Implementation—To calibrate the individual RENA-3 channel delays, the ASIC inter-
channel delay is calibrated using a single fixed delay per channel, each an element in the
vector c. One channel is used as a reference and does not have a calibration offset, so the
vector c has one element fewer than the number of channels. Each row of the matrix A
contains one coincidence event. The kth row represents the kth event, recorded between the
channels i and j. On this row, all the coefficients are zero except the ith and jth columns,
which are equal to (+1) and (−1), respectively. The size of the matrix A is the number of
coincident event rows times the number of channels less the reference channel.

The quadrature timing noise is calibrated by adding information to the matrix A and vector
c. A polynomial correction for the two signals, u and v, is achieved by adding correction
coefficients for each of the channels into the vector c. The number of rows in the matrix A is
increased and for each coincident event the recorded signal values are placed into the
appropriate column. The known values, u, v. u2, v 2, and uv are included in the matrix A,
and five additional calibration parameters for each channel are added to c. The constant term
is included with a constant term from the delay corrections. For 10 channels, there are 59
calibration parameters.

4) Individual Channel Contribution—Knowing the channel to channel variance for all
combinations, the individual single timing resolution per channel can be estimated.
Assuming a Gaussian noise distribution on the timing error and independence between
channel measurement errors, the combined variance for two channels is the sum of the
individual variance between the channels. The combined variance is directly related to the
square of the FWHM of the pulser data coincident time resolution.

D. Detector Setup
Two 8×8 arrays of 1 × 1 × 1 mm3 crystal elements, each coupled to a 10 × 10 mm2 PSAPD,
is connected to one RENA-3 chip. The signal of the PSAPD is higher than the dynamic
range of the RENA-3 chip, so attenuation is required. The negative, common, signal is split
through a capacitive divider between two channels, the larger of which is saturated and used
for timing information, while the smaller is used for energy information. The positive
signals, which are split by the PSAPD to provide positional information, are attenuated to
ground using a capacitive divider [13]. A 22Na point source is placed between the crystal
arrays, which are aligned edge-on with respect to the source (Fig. 7).

The timing calibration optimization is performed using the coordinate-descent method,
treating the parameters for each 1×1×1 mm3 crystal element as a different coordinate. For
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each test, the calibration is performed using a subset of collected data; the coincidence time
resolution is reported using the remaining data.

III. Results
Both the RENA-3 and the LSO-PSAPD detectors have influence on the calibration
procedure and calibration factors. In order to separate out the effects, different experiments
were run. In order to determine the effect from the RENA-3, a pulser was used to generate
timing data. Once the effects from the RENA-3 were known, the pulser was replaced with
the LSO-PSAPD detectors. All pulser data was calibrated using the direct convex
optimization method. The PSAPD detectors were calibrated using the iterative convex
optimization method.

A. ASIC Dependent Correction Factors From Pulser Data
Fig. 8 shows the results from a correction for ASIC per channel delay. With the delay
correction, pulser coincident time resolution from all channels to channel 16 is 4.39±0.04 ns.
This is a significant improvement compared to the 25 ns of channel skew as seen in Fig. 3.

In a second calibration of the data, randoms were artificially added to the data set by
arbitrarily pairing list mode data. The distribution of the resulting randoms does not change
after application of the algorithm. The algorithm improves timing between coincident
photons and has no nonlinear effects on randoms data.

The histograms in Fig. 9 show the results after calibration for quadrature timing noise, using
the polynomial correction previously described. As with the ASIC inter-channel delay
correction, the algorithm has no impact on the randoms distribution. With correction for
delay and quadrature timing, pulser coincident time resolution for all channels to channel 16
is 3.37 ± 0.02 ns.

Fig. 10 shows the pulser coincidence time resolution for all pairings of 35 channels of the
RENA-3. The coincidence time resolution between any two channels varies from 1.95 ±
0.01 ns at best to 5.87 ± 0.02 ns at worst. The estimated unpaired time resolution per channel
is shown in Fig. 11. The best individual timing resolution is 1.38 ± 0.02 ns FWHM; the
worst is 4.48 ± 0.02 ns FWHM. The estimated paired time resolutions are shown in Fig. 12,
which compares well to the corresponding measured values shown in Fig. 10. The mean
difference for all pairings is 2.34 ± 1.5%.

B. Detector-Dependent Correction Factors
For the LSO-PSAPD detector setup, approximately 450 000 coincident events were
collected. Around 50 000 coincidence events remained when both arrays were gated to
±15% around the 511 keV photopeak, shown in Fig. 13. The crystals locations were
segmented manually from the acquired crystal image as described in [14]. The flood
histograms of the crystal arrays are shown in Fig. 7. The pin cushion effect in the flood
histograms is a characteristic of PSAPDs due to nonlinear equivalent resistances across the
sheet and is also shown in [16] and [14].

The precalibration paired photon coincidence time resolution was found to be 16.37±0.07 ns
FWHM. After correction for per crystal location on the PSAPD effects, the paired
coincidence time resolution improved to 8.42 ± 0.03 ns FWHM. The additional signal
amplitude and quadrature timing correction improved coincidence time resolution to 6.92 ±
0.02 ns FWHM over all crystal elements in the two arrays. Timing histograms are shown in
Fig. 14.
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The calibration delays resulting from the per crystal PSAPD delay calibration are shown in
Fig. 15. The change in RC time constant due to the capacitance of the readout system and
different locations on the resistive sheet of PSAPD across the array is visible. The corner
crystals have significantly less delay than center crystals and the same pattern is visible in
both crystal arrays. There is also an apparent bias between the two crystal arrays. This is due
the inherent delay between the two PSAPDs’ readout channels.

A closer examination, in Fig. 16, of the optimized time spectrum (6.92 ± 0.02 ns FWHM)
over the two 8×8 arrays shows two side peaks outside of the center peak. The flood
histograms from each of these side lobes for both PSAPD detectors are shown in Fig. 17.

C. Lines of Response Backprojection
Fig. 18 shows a histogram of the lines of response from the coincidence data backprojected
through the space between the two detectors. The data were normalized for varying detector
element efficiencies by weighting for the sensitivity of each line of response. The resulting
superposition of backprojected lines converge at a point in the middle corresponding to the
source position, confirming that most of the coincidence data were trues. The FWHM of a
vertical profile from the histogram taken through the point source is 0.90 ± 0.05 mm.

IV. Discussion and Observation
A. Optimization With High Randoms Rate

Calibration on a data set with a high randoms rate would significantly slow the convergence
of a single-coordinate descent optimization. The attempt to minimize the timing difference
of randoms would counteract the minimization of the timing difference of trues. In this case
and also in cases of low randoms rates, only data with near zero time difference should be
optimized for each coordinate optimization.

For each crystal, or coordinate, the time difference to all others is calculated. This data could
be gated to constant window or an adaptive window, so that the optimization could be
calculated data with a higher percentage of trues. This could allow for patient data to be used
for calibration.

For large quantities of data, only a subset of the data interacting on each crystal, or
coordinate, is necessary to be used in the coordinate optimization. This would allow for less
calculation per iteration.

B. Variable Coincidence Windows
As seen in Fig. 10, even with calibration, a significant variation in timing FWHM exists
between different pairings of channels in the RENA-3 ASIC. For a global system timing
window, to ensure trues are not incorrectly removed from noisy lines of response, the timing
window would need to be based on the worst line of response. If a smaller timing window is
used, the sensitivity weighting of the lines of response would be incorrect.

Given the proximity of the scanner to the body and heart, as well as the low uptake in the
breast, a significant percentage of the events will come from out of the field of view. Even
when gated for energy and timing, a high percentage of coincidence events will be randoms.
Reducing the timing window in lines of response can significantly reduce randoms. A
reduction in timing window of 1.4 ns will decrease the randoms on that line of response by
10%.

In order to remove more randoms, an optimum time window could be created for each
coincident pair based on the channels it came from. The timing resolution for each channel
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would be calculated as in Fig. 11 and stored in a lookup table. When a suspected
coincidence pair is analyzed, the timing resolution from the individual elements would be
summed in quadrature to create the timing window for the line of response. This way
randoms can be removed from the data set for better time resolution pairings, while true
photon coincidences from poor time resolution pairings are not removed from the data set.

As with individual channels pairs, coincidence time resolutions can be found between
individual crystal element pairs. This was not performed with this data set since the point
source did not provide lines of response between all individual 1×1×1 mm3 crystal element
pairs. This will be done in future work using a larger area source.

C. Timing With Multiple Interactions
The side lobes seen in Fig. 16 are due to multiple interactions inside the array, when a single
photon scatters and is absorbed into another 1×1×1 mm crystal element in the same array.
The common and spatial signals seen by the RENA-3 system is the sum of the signals of the
two interactions.

Since the scatter interactions occur in two different portions of the array, each is subjected to
a different RC time delay. The 290 ns shaper of the RENA-3 chip effectively removes the
time delay between the signals and the peak detect reads approximately the sum of the two
maximums of the signals, yielding a summed energy result appearing in the 511 keV
photopeak. The spatial signals will result as a weighted mean of the two interaction
locations, with Anger logic resulting in a location as some combination of the interaction
locations.

For timing, no shaper is used, and the RC delay of the PSAPD for the two interaction
locations is significant. The leading edge discriminator determines timing from the faster
event, the one with the lowest RC time delay. The lowest RC time delay is the one nearer to
a corner, so this interaction will have its timing recorded.

Since the reported spatial position is between the two interactions and the timing will be
from the corner, an inaccurate (too large) time shift correction will be applied. Thus, for
multiple interaction events, the timing will always be overcorrected, creating the side peaks.
One side peak is from a scatter interaction in one array and the other comes from a scatter
interaction in the opposing array.

This is confirmed by looking at the histogram of the acquired event locations for each lobe
in each array. From Fig. 17, it is apparent that for the negative lobe, the left array has visible
crystals, while the right array does not, as would be expected from an average of multiple
interactions. The opposite is true for the positive lobe.

A fraction of such multiple interaction events with interaction locations well-separated on
the PSAPD will be removed from the data set with an appropriate timing window, since the
delay across the PSAPD is on the order of 20 ns.

V. Conclusion
A number of issues can affect coincidence timing resolution when detecting LSO-PSAPD
scintillation detector signals with the RENA-3 ASIC. However, many of these issues are
strongly correlated with sources of timing dispersion and can be calibrated out of the system.
The system calibration method used was formulated as a convex optimization problem, and
by finding the solution, we are able to convert a leading edge discriminator-based ASIC with
raw timing variation of tens of nanoseconds into a fast timing data acquisition system
appropriate for PET. Correcting data for ASIC time channel delay, PSAPD RC time
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constant delay, leading edge discriminator time walk, and quadrature timing correlated
noise, a paired coincidence timing of less than 7 ns is achieved. Also, with PSAPDs and per
crystal time correction, the events with multiple interactions will be removed from the data
set.
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Fig. 1.
Stepping through threshold values shows the shape of the input signal to the leading edge
discriminator. Lowering the threshold causes the negative pulse to trigger the comparator at
a later time.
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Fig. 2.
The quadrature timing signals, U and V, when plotted against each other for 54098 pulses,
form a circle. The circle has a radius of and average of 2438 counts and a standard deviation
of 9 counts.
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Fig. 3.
Pulser timing histogram from channel 16 to the other 35 channels. Each line shows a
different channel. A range of greater than 25 ns exists across the channels.
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Fig. 4.
Plots of the quadrature timing signals against the calculated time difference show a strong
correlation which can be corrected to improve the pair coincidence timing resolution.
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Fig. 5.
Digitized PSAPD pulse shapes. The PSAPD signals used for timing were measured using
free-running ADCs [24]. The delay in arrival time between events in crystals near the center
of the PSAPD compared to the corner of the PSAPD is visible.
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Fig. 6.
Per crystal timing delay caused by the PSAPD resistive sheet. The gray scale units are
nanoseconds. The bottom right corner is the crystal used as the timing reference. Timing for
crystals on a single PSAPD is achieved using timing measurements from only one RENA-3
channel.
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Fig. 7.
Two 8×8 arrays of 1 × 1 × 1 mm3 crystal elements coupled to PSAPDs are placed edge-on,
6 cm apart. A 22Na point source is placed in between the two crystal arrays. The crystal
flood histogram for each array used for crystal position gating is shown below the crystal.

Reynolds et al. Page 19

IEEE Trans Med Imaging. Author manuscript; available in PMC 2013 June 26.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Fig. 8.
Timing histograms from ASIC channel 16 to the other 35 channels using pulser data. Each
line shows a different channel. Removal of channel skew through delay correction improved
the coincidence time resolution from an uncorrected 25 ns range to 4.39 ± 0.04 ns FWHM.
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Fig. 9.
Timing histograms from ASIC channel 16 in reference to the other 35 channels using pulser
data. Each line shows a different channel. Correction for quadrature timing correlated noise
has a 22% improvement over just delay correction to achieve 3.37±0.02ns.
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Fig. 10.
Measured pulser coincidence time resolution for all pairings of channels in the ASIC. The
whiter shade signifies a greater FWHM. Units are FWHM in nanoseconds. The diagonal of
zeros down the center is due to no data for a channel being paired with its self.
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Fig. 11.
The individual channel (unpaired) timing resolutions for pulser data. The unpaired channel
time resolution varies from 1.38 ± 0.02 ns FWHM to 4.48 ± 0.02 ns FWHM.
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Fig. 12.
Predicted coincidence time resolution between all pairings of channels for pulser data. The
whiter shade signifies a greater FWHM. Units are FWHM in nanoseconds. The diagonal,
where channel numbers of each axis are the same, represents the time resolution if it was
possible to measure two coincident events on the same channel.
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Fig. 13.
An energy spectrum from an 8 × 8 array of l×l×l mm LSO-PSAPD detector. The gain is
calibrated per crystal and the resulting energies combined to form the spectrum of the whole
detector. The energy resolution is l0.9±0.1% FWHM and the lutetium X-ray escape energies
are visible in the lower energy side of the photopeak.
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Fig. 14.
Timing histograms of coincidence timing between LSO-PSAPD detectors of Fig. 7. From
top to bottom: No correction, FWHM 16.38 ± 0.05 ns; ASIC inter-channel delay correction,
FWHM 8.42 ± 0.03 ns; inter-channel delay, signal amplitude and quadrature timing
correction, FWHM 6.92 ± 0.02 ns; and the improvement of timing resolution with each
calibration.
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Fig. 15.
The optimum delay adjustment for the two 8×8 crystal arrays coupled to PSAPDs used in
the coincident setup of Fig. 7. The gray scale is in nanoseconds. There is up to 20 ns delay
across the PSAPD sensitive surface, and a 10 ns delay between the two arrays.
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Fig. 16.
A closer look at the coincidence time resolution over all 128 1×1×1 mm3 crystal elements in
the two LSO-PSAPD detectors shows two side lobes. These lobes are the result of multiple
interactions in a single array.

Reynolds et al. Page 28

IEEE Trans Med Imaging. Author manuscript; available in PMC 2013 June 26.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Fig. 17.
The top two images show the resulting crystal flood histograms in each of the two opposing
detectors (Fig. 7) when events are gated around the negative side lobe from the coincidence
time histogram of Fig. 16. Individual crystals are visible in the left crystal array, but blurred
in the right crystal array. The bottom two images show that for gating around the positive
side lobe, where the reverse is true. These data indicate that the side lobes are the result of
multiple interactions in a single array.

Reynolds et al. Page 29

IEEE Trans Med Imaging. Author manuscript; available in PMC 2013 June 26.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Fig. 18.
Histograms of the backprojected lines of response from the coincidence data with a 0.250-
mm-diameter point source with a 0.33 mm pixel/bin size. The bottom plot is a histogram of
the lines of response taken from a vertical profile through the center of the image. The raw
FWHM is 0.90±0.05 mm (before beam size deconvolution).
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