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SUMMARY
Early stages of visual processing must capture complex, dynamic inputs. While peripheral neurons
often implement efficient encoding by exploiting natural stimulus statistics, downstream neurons
are specialized to extract behaviorally relevant features. How do these specializations arise? We
use two-photon imaging in Drosophila to characterize a first order interneuron, L2, that provides
input to a pathway specialized for detecting moving dark edges. GABAergic interactions,
mediated in part pre-synaptically, create an antagonistic and anisotropic center-surround receptive
field. This receptive field is spatiotemporally coupled, applying differential temporal processing to
large and small dark objects, achieving significant specialization. GABAergic circuits also
mediate OFF responses and balance these with responses to ON stimuli. Remarkably, the
functional properties of L2 are strikingly similar to those of bipolar cells, yet emerge through
different molecular and circuit mechanisms. Thus, evolution appears to have converged on a
common strategy for processing visual information at the first synapse.

INTRODUCTION
The complexity of the visual world demands significant neural processing to extract
behaviorally relevant information. What processing strategies enable peripheral visual
circuits to capture and transform these inputs? Photoreceptors are tuned to maximize
encoded information (Laughlin, 1981), while downstream neurons are specialized to encode
specific features, such as motion, discarding irrelevant information (Masland, 2001; Borst et
al., 2010; Gollisch and Meister, 2010). How these two competing objectives are balanced at
intermediate processing steps is poorly understood. Here we address this question by
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examining the functional characteristics of a first order interneuron that provides inputs to a
specialized motion detection pathway in the Drosophila visual system.

Lateral inhibitory interactions among peripheral input channels constitute an essential part of
neural processing across many sensory modalities in both vertebrates and invertebrates
(Knudsen and Konishi, 1978; Brumberg et al., 1996; Dacey et al., 2000; Wilson and
Laurent, 2005). In the visual system, lateral inhibition produces a variety of center-surround
receptive field (RF) structures in many types of interneurons, including bipolar and ganglion
cells in the vertebrate retina, as well as first order interneurons in flies and other arthropods
(Hartline et al., 1956; Werblin and Dowling, 1969; Kaneko, 1970; Dubs, 1982; Enroth-
Cugell and Freeman, 1987; Dacey et al., 2000). Lateral inhibition enhances basic visual
features such as edges and suppresses responses to spatially uniform intensity (Ratliff et al.,
1963; Laughlin, 1994). Several theories derive ideal antagonistic center-surround
organizations designed to reduce redundancy or maximize information transmission under
constraints posed by input statistics and broad behavioral goals (Barlow, 1961; Srinivasan et
al., 1982; Srinivasan, 1990; Atick, 1992; van Hateren, 1992; Olshausen and Field, 1996).
However, it is unclear how input channels might satisfy efficient encoding goals while
simultaneously enhancing features central to specific downstream computations.

The fly visual system provides a powerful model for examining how neural circuit
mechanisms shape behavioral responses to visual motion (reviewed in Borst et al., 2010).
R1–R6 photoreceptors relay local intensity signals to three lamina monopolar cells (LMCs),
L1–L3, arranged in a retinotopic array (reviewed in Clandinin and Zipursky, 2002). Under
bright illumination, LMCs transiently hyperpolarize to light increments, depolarize to
decrements, and have antagonistic center-surrounds (Järvilehto and Zettler, 1973; Laughlin
and Hardie, 1978; Dubs, 1982; Laughlin et al., 1987; Laughlin and Osorio, 1989; van
Hateren, 1992). Pharmacological and ultrastructural studies demonstrated that these cells
receive inputs from additional circuit elements (Hardie, 1987; Meinertzhagen and O’Neil,
1991; Rivera-Alba et al., 2011). However, how this dense connectivity shapes the outputs of
the lamina is unknown. Genetic manipulations have demonstrated that L2 cells provide
inputs to a pathway specialized for detecting moving dark edges (Rister et al., 2007; Joesch
et al., 2010; Clark et al., 2011). Most electrophysiological studies of LMCs did not
distinguish individual cell types, and did not observe functional properties in L2 cells related
to this specialization (Laughlin and Osorio, 1989). However, one of two studies that
examined calcium signals in L2 axon terminals reported that L2 predominantly transmitted
information about light decrements (Reiff et al., 2010), while the other observed that L2
responded strongly to both increments and decrements (Clark et al., 2011). Thus, it remains
unclear how the functional properties of L2 might contribute to the specialization of the
downstream pathway. Here we examine the response properties of L2 using in vivo two-
photon Ca2+ imaging, pharmacology and genetics; and relate these responses to downstream
circuit specializations.

RESULTS
L2 responses to light are shaped by antagonistic lateral inputs

To examine how activity in the axon terminals of L2 cells is shaped by different
spatiotemporal patterns of light, we modified an existing apparatus for presenting visual
stimuli during two-photon in vivo imaging in Drosophila (Figure 1A; Clark et al., 2011). A
digital light projector displayed stimuli on an optical fiber bundle that was imaged onto a
screen positioned in front of one eye. The ratiometric, FRET-based indicator TN-XXL
(Clark et al., 2011; Mank et al., 2008; Reiff et al., 2010) was expressed in L2 cells,
providing an optical report of changes in Ca2+ concentration. Light depolarizes Drosophila
photoreceptors, and hyperpolarizes LMCs via histamine-gated Cl− channels (Hardie, 1987;
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Hardie, 1989). Reflecting these changes in membrane voltage, L2 axon terminals displayed
decreases and increases in intracellular Ca2+ concentration in response to light increments
and decrements, respectively (Reiff et al., 2010; Clark et al., 2011). To relate stimulus
geometry to responses, we first determined the spatial position of each cell’s direct input
from photoreceptors by examining L2 responses to a bright bar moving across a dark
background. As expected, L2 cells first hyperpolarized when the bar reached the RF center,
causing a local light increment (Figure 1B), and then depolarized as the bar moved away,
causing a local light decrement. The spatial coordinates of the RF center were identified by
relating the timing of each response to the bar’s position (Figure S1A). This procedure was
performed for all cells and only cells that had RF centers on the screen were considered for
analysis.

We next presented L2 cells with flashes of light covering the entire screen. Interestingly,
individual cell responses to this uniform stimulus varied in polarity, shape, and kinetics
(Figure S1B). These responses changed progressively across individual terminals, following
retinotopic shifts in RF position (Figures S1C–S1E). These observations demonstrated that
L2 cells with RF centers directly under the stimulus hyperpolarized to light, while cells at
the periphery of the screen, whose centers were not directly stimulated by light, depolarized.
We inferred that cells that depolarized to light responded to lateral antagonistic inputs rather
than to direct inputs from photoreceptors. To directly relate responses to the spatial pattern
of light, we generated a “partial field flash” stimulus in which only a portion of the screen
was transiently brightened or darkened. To compare responses across conditions, we defined
a response strength metric as the mean response amplitude to light increments and
decrements, and set the sign of this metric, by convention, to be negative for cells that
hyperpolarized to light (Figures S1F and S1G, Supplemental Experimental Procedures).
This analysis showed that cells with RF centers inside the flash region hyperpolarized to
brightening and depolarized to darkening, while cells with RF centers outside this region
responded with opposite polarity (Figures 1C and 1D). Thus, individual cells produced
responses of opposite polarities to center and surround stimulation, as well as to decrements
and increments.

Behavioral responses to motion of rotating square wave gratings display a contrast
frequency optimum between 5–10 Hz (Tammero et al., 2004; Clark et al., 2011). To assess
whether surround responses were sufficiently fast to shape signals relevant to motion vision,
we presented brief ‘partial field flashes’ (Figures 1E and 1F). For flashes lasting 200 ms,
cells responded with opposite polarity to center and surround stimulation. Both response
types were biphasic and largely differed in amplitude rather than kinetics (Figure 1F). The
response shape was consistent with kernels extracted from L2 responses to dynamically
varying noise stimuli (Clark et al., 2011). Thus, surround inputs influence L2 responses even
to rapid stimuli, on timescales that impact motion detection.

The L2 RF has a narrow center, and an extended surround
We next examined how L2 responses vary as a function of the extent of center and surround
stimulation by presenting circles and annuli, of either contrast polarity, around identified RF
centers (Figures 2 and S2). As expected from an antagonistic center-surround RF, responses
to large circles were weaker than those to small circles (Figures 2A–2D, S2A and S2B). In
addition, annuli with sufficiently large internal radii so as to reduce center stimulation (4°
and above) produced inverse responses (Figures 2E, 2F, and S2C–S2F). We infer that
surround effects become stronger than center effects approximately 5° away from the RF
center, and extend radially to more than 15°. We next quantified the effects of surround
stimulation by computing response amplitudes as a function of the spatial extent of the
stimulus (Figures 2C, 2D, S2E and S2F; as described in S1F). This analysis showed that the
relative effect of surround stimulation differed between increments and decrements. For

Freifeld et al. Page 3

Neuron. Author manuscript; available in PMC 2014 June 19.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



increments, amplitudes of responses to large circles were ~50% smaller than responses to
small circles (p < 10−4), while for decrements they were not statistically significantly
different (Figures 2C and 2D). We next tested whether L2 responses reflect linear spatial
integration. To do this, we compared responses evoked by combined center and surround
stimulation with linear summation of responses to each individual component. For many
such combinations, linearly predicted responses significantly differed from measured
responses, particularly for contrast decrements (Figures 2G and 2H). Thus, the L2 RF is
non-linear in space.

Lateral antagonism links spatial structure to response kinetics
Responses to circles and annuli revealed that surround inputs affect not only response
strength but also its kinetics. We quantified these effects by comparing mean response
values at different time-points during stimulus presentation (Figures 3 and S3). For small
circles, response amplitudes changed very little during stimulus presentation, while for large
circles, significant decreases in amplitude were observed (Figures 3A–3D). As more
inhibition was provided together with excitation, responses became more transient (Figures
3A, 3B, and S3A–S3D). As a result, the spatial RF shape effectively became sharper over
time, particularly in responses to dark circles (Figures 3C, 3D, S3C and S3D). In contrast,
all hyperpolarizing responses decayed. Thus, it is possible that a mechanism that makes
hyperpolarizing responses to increments transient, such as extracellular potentials within the
lamina cartridge (Weckström and Laughlin, 2010), does not act similarly on depolarizing
responses to decrements. Accordingly, only depolarizations require surround inputs for
transience. However, an imbalance in the relative strengths of increment versus decrement
stimuli may also play a role in determining decay rates.

A separable spatiotemporal RF is described by the multiplication of a temporal filter with a
spatial filter (Shapley and Lennie, 1985). With such an RF, responses to circles of different
sizes are predicted to vary in scale but not in kinetics. However, as we observed that decay
rates increased with surround stimulation, the L2 RF must be spatiotemporally coupled.
Interestingly, spatiotemporal coupling can also be observed in responses to annuli,
particularly dark ones (Figures 3E–3H). Plotting the mean response values at different time
points during the presentation of annuli of different sizes revealed that, at the edge of the RF
center, responses grew stronger over time instead of decaying (left box, Figure 3G). Thus,
responses to dark annuli with internal radii of 4° or 6° were initially hyperpolarizing (blue
curves in Figure 3G), and the extent of hyperpolarization increased during the response (red
curves in Figure 3G). That is, surround responses next to dark edges were sustained,
effectively enhancing their contrast. Interestingly, surround responses further away from
dark edges, near similarly responding cells, were more transient (right box, Figure 3G). This
suggests that L2 responses are shaped by inputs from neighboring columns regardless of
whether these columns are directly stimulated by light or are responding to more lateral
inputs. These results argue that models of L2 responses should include two components: one
component that gives rise to a sustained center or surround response, and another component
that transforms the sustained response to a transient one.

A simple model captures L2’s inseparable spatiotemporal RF
To assess whether the variability in decay rates observed in responses to dark stimuli could
arise via simple mechanisms, we constructed a quantitative model. Previous work
demonstrated that a weighted sum of two opposite-signed inputs with different time
constants can produce responses with different decay rates (Rodieck, 1965; Richter and
Ullman, 1982; Fleet et al., 1985; Fleet and Jepson, 1985). Thus, we constructed a model
comprising two inputs: a primary input associated with a fast rising exponential and an
antagonistic input associated with a slowly decaying exponential (Figure 4A). With
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appropriate weights, a fast rising and gradually decaying response, similar to the response to
a large dark circle, was produced. We next tested whether the model’s weights and time
constants could be appropriately tuned to different L2 responses. Indeed, increasing the
weight of the antagonistic component decreased the response amplitude and increased its
decay rate (Figure S4A), as observed in L2 responses to circles of increasing sizes (Figures
2A and S2A). Interestingly, delaying the development of the antagonistic input by
increasing the time constant of the exponential decay produced both increased amplitudes as
well as reduced decay rates because the excitatory response could develop further before
inhibition suppressed it (Figure S4B). To fit L2 responses with this model using a small
parameter set, we assumed that each input is associated with a circularly symmetric
Gaussian structure over space (Figure 4B). The weight of each model component was set by
appropriately integrating over this structure. As a result, predictions of both responses to
circles and annuli were based on a difference of Gaussians spatial model structure (Figures
4C and S4C). We first fitted this model to responses of L2 cells to dark circles of variable
sizes (Figure 4D and Supplemental Experimental Procedures). The primary input in these
responses was associated with the RF center and the antagonistic input with the surround.
Next, responses to dark annuli with large internal radii (>4°) were fitted with the same
model using different parameters (Figure 4E). The primary model component in this case
corresponded to a surround while the antagonistic component was a surround antagonist that
caused surround responses to decay. The different parameters accounted for the spatial non-
linearity of the L2 RF (Figures 2G and 2H), as well as the different kinetics of decaying
center and surround responses (Figures 1C, 2A, 2B, 2E, 2F, S2A–S2D and S4D). Thus, the
primary surround input giving rise to responses to annuli was stronger, and had a shorter
time constant, than the antagonistic input that suppressed responses to center stimulation
(Tables S1 and S2). However, in spite of amplitude and kinetics differences, both these
inputs were fit by the same spatial parameter, which is likely set by the columnar structure
of the eye. Finally, the surround antagonist component had a broad spatial extent and a time
constant similar to that of the antagonistic input in the circle response model. We
hypothesize that this component is mediated by lateral inputs from columns in which
surround responses occur. Overall, the fits to the six circles and four annuli responses
explained 98% of the variance (Figures 4D and 4E). However, fitting responses to annuli
with small internal radii (2° and 4°) that provide partial center stimulation and significant
surround stimulation required a distinct weighting of inputs (Figure S4E and Supplemental
Experimental Procedures). In contrast, most responses to bright circles of different sizes
could be captured simply as scaled versions of the same response shape (Figure S4F).

Lateral antagonism creates anisotropic acuity
A center-surround RF differentially affects the amplitudes of responses to stimuli with
different spatial periods (e.g., Dubs, 1982). Thus, the relative strengths of responses to
sinusoidal inputs with different periods provide a measure of acuity. Acuity differences
between different axes may represent an early specialization for the detection of motion in a
particular orientation (Srinivasan and Dvorak, 1980). We therefore measured L2 responses
to sinusoidal gratings with periods ranging from 5° to 90°, presented on a virtual cylinder.
Each grating was rotated at a different speed so that the temporal contrast frequency was 0.5
Hz and was oriented to simulate either pitch or yaw rotations of the fly (Figure 5A). L2
responses to these stimuli were sinusoidal, as expected for a linear system (Figure 5B; Clark
et al., 2011). Intriguingly, at short spatial periods (10° and 20°), responses to pitch rotations
were stronger than responses to yaw rotations (p < 10−5, Figures 5B and 5C). At a 5° spatial
period, responses were weak, as expected from retinal optics and a RF center of
approximately 5° (Järvilehto and Zettler, 1973; Stavenga, 2003), while spatial periods
around 40° drove the strongest responses (Figure 5C). Only slight attenuation by surround
inhibition was observed at larger spatial periods (Figure S5A). This could be for
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physiological reasons, arising, for example, from effects of the relative timing of center and
surround stimulation on antagonism. However, this could also result from technical
limitations, as our display spanned slightly less than 60° of visual space in each direction.
Nevertheless, as responses at short spatial periods clearly show higher sensitivity with pitch
rotations, visual acuity must be higher around this axis, making the L2 RF spatially
anisotropic. Analogous results were obtained using a moving bright bar stimulus, which
weakly stimulated the surround prior to entering the RF center, and induced a stronger
surround response when it moved upward across the screen than when it moved medially
(Figures 1B, S1A, S5B and S5C).

GABAergic inputs to R1–R6 photoreceptors provide surround signals in L2
To explore circuit mechanisms shaping L2 responses, we developed a procedure for rapidly
characterizing the spatial RF using sequential presentations of a dark, stationary, 10° wide
bar, oriented horizontally or vertically at different positions. To extract an RF shape
description with high spatial resolution, we took advantage of the random distribution of
distances of different cell RFs from the bar’s nearest edge. Responses were aggregated by
this distance, combining responses of cells that experienced equivalent RF stimulation
(Figure 6A). We also aggregated responses to bars with different orientations, as the effect
of the anisotropic RF shape on these maps was small (but significant; p=0.0014, χ2 test;
Figure S6A). As expected, cells having RF centers within the bar transiently depolarized
when the bar was presented, while cells having RF centers outside the bar responded with
inverse polarity (Figures 6B and 6C). To extract a proxy of the spatial RF shape, we plotted
response strength, measured as the mean response amplitude evoked by the onset and offset
of the bar (as in Figure S1F), as a function of the distance from the edge (Figure 6D).

We next examined whether GABA mediated surround responses. We took advantage of
RNA interference (RNAi) constructs directed against both GABAA and GABAB receptors
(GABAARs and GABABRs, respectively), expressed cell-type specifically using the Gal4-
UAS system (Liu et al., 2007; Root et al., 2008). Knockdown of both GABARs in L2 cells
had no effect on the spatial RF shape (Figure S6B). However, knockdown of GABARs
simultaneously in both R1–R6 photoreceptors and L2 cells, increased the effective size of
the RF center and decreased the strength of surround responses (Figures 6E, S6C and S6D).
Thus, GABAergic input onto L2’s pre-synaptic partner, the photoreceptors, shapes the L2
RF surround. Interestingly, neither knockdown of GABAARs or GABABRs alone changed
the RF shape (Figure S6E). Thus, both receptors are redundantly required to mediate
surround responses.

Since these manipulations did not completely eliminate surround responses, we examined
whether GABARs on more distant cells might have additional effects. We therefore applied
the GABAAR and GABABR antagonists, picrotoxin (125 μM) and CGP54626 (50 μM),
simultaneously (Olsen and Wilson, 2008; Root et al., 2008). Under these conditions, the
normalized strength of surround responses with respect to center responses significantly
decreased (Figure 6F). This effect was similar, yet stronger, from that observed by knocking
down these receptors using RNAi in photoreceptors and L2. To define the distinct
contribution of the ionotropic GABAARs and the metabotropic GABABRs to L2 responses,
we applied picrotoxin and CGP54626 separately. Interestingly, application of the GABAAR
antagonist alone was sufficient to suppress the RF surround as strongly as the two
antagonists combined (Figure 6F), while application of the GABABR antagonist alone had
no effect on the spatial RF shape (Figure S6F). Taken together, these genetic and
pharmacological manipulations demonstrate that GABAergic circuits play a critical role in
establishing the spatial RF shape of L2. As the pharmacological block of GABAARs
strongly suppressed surround responses, while the knock-down of GABAARs alone had no
effect, we infer that these manipulations act on overlapping but distinct circuit targets. We
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note that surround responses were not completely eliminated, even by the broad
pharmacological manipulations. We infer that either these antagonists had only partial
access to the brain, or additional, non-synaptic mechanisms may also contribute. Thus,
multiple circuit components are likely involved in constructing L2′s extensive surround.

GABAergic inputs are required for L2 to respond to contrast decrements
GABAergic manipulations affected not only the spatial RF shape of L2 but also the
amplitudes and kinetics of responses (Figures 6G, 6H and S6G–S6J). We thus examined
these effects in greater detail. During responses to moving bright bars on dark backgrounds,
L2 transiently hyperpolarized as the bar reached the RF center, causing a local light
increment, and depolarized as it moved away, causing a local light decrement (Figures 1B
and 7A–7C, top). Similarly, during responses to static dark bars, L2 cells with RF centers in
the bar transiently depolarized when the bar was presented and hyperpolarized to a sustained
level when it was eliminated (Figures 6C and 7A–7C, bottom). Application of GABAR
antagonists enhanced the hyperpolarizing responses to increments, and suppressed the
depolarizing responses to decrements in both stimuli (Figure 7A). In addition, in the
presence of antagonists, the depolarizing response to the static bar presentation decayed
slowly, as anticipated by our previous observations that decay rates of decrement responses
depend on stimulation of the RF surround mediated via GABA receptors (Figures 2, 3 and
6). In contrast, the hyperpolarizing response was no longer sustained. Interestingly, the
decrease in the amplitude of the response to the light decrement and increase in the response
to the increment cannot be explained by reduced surround effects. Thus, GABAergic circuits
must play an additional role in shaping L2 cell responses to light inputs, specifically
mediating responses to light decrements while inhibiting increment responses. Application
of either the GABAAR or the GABABR antagonist alone suppressed depolarizing responses
to decrements (Figures 7B and 7C), contributing to the combined effect, but neither
enhanced hyperpolarizing responses. In addition, both GABAAR and GABABR antagonists
made the hyperpolarizing response to the elimination of the static bar more transient, but
only the GABAAR antagonist made the depolarizing response to the bar presentation more
sustained, consistent with surround suppression by this receptor only.

Knockdown of both GABARs in L2 cells and R1–R6 photoreceptors did not have a
significant effect on the shapes of responses to either static or moving bar stimuli (Figure
7D). Knockdown of GABAARs in these cells enhanced the depolarizing response to light
decrements (Figure 7E). In contrast, knockdown of GABABRs suppressed the depolarizing
response to decrements, and made the hyperpolarizing response less sustained (Figure 7F).
These effects were indistinguishable from those caused by pharmacological block of the
same receptors (Figure 7C). Thus, the effect of GABABRs on the shape of L2 cell responses
to light decrements and increments is mediated via receptors on either L2, or photoreceptors,
or both. The difference between the combined effect of GABAAR and GABABR
antagonists, and the genetic knockdown of both receptors may be explained by the
cancellation of opposing effects of individual receptor knockdowns on decrement responses.
This is also consistent with the notion that the effect of pharmacological block of GABAARs
is due to receptors distinct from those in L2 cells and photoreceptors. Overall these results
demonstrate that GABAergic circuits play a significant role in regulating the amplitude and
kinetics of L2 responses to both light increments and decrements applied to the RF center, in
addition to mediating surround responses.

GABAergic circuits linearize responses to contrast changes
These results implied that GABAergic inputs might enable L2 to balance responses to light
increments and decrements. To test this hypothesis, we examined whether the linearity of L2
responses to sinusoidal contrast changes was affected by the application of GABAR
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antagonists. Indeed, this manipulation significantly altered the responses, as the responses to
the brightening and darkening phases of this stimulus were no longer similar in amplitude
(Figures 8A–8C). In particular, the hyperpolarizing response to light increments became
significantly larger, while the depolarizing response to decrements failed to track the
darkening input and displayed saturation (Figure 8A). We quantified this deviation from
linearity by computing the differences between measured responses and sinusoids with
matched amplitudes. Larger deviations were found following addition of GABAR
antagonists (Figures 8B and 8C). The same effect on linearity was observed in response to
stimuli moving around either the pitch or yaw axes (Figures S7A–S7C). However,
knockdown of GABARs in L2 and photoreceptors increased the linearity of responses to
sinusoidal gratings (Figures S7D–S7F). Nevertheless, both application of GABAR
antagonists and knockdown of GABARs in L2 cells and photoreceptors suppressed the
differences between the amplitudes of responses to gratings moving around the pitch and
yaw axes (Figures S7G and S7H). Thus, as the knockdown of GABARs mediates surround
effects but does not affect contrast polarity sensitivity, these observations suggest that, under
these stimulus conditions, surround effects decrease the linearity of L2 responses to contrast.
When GABARs are broadly blocked by antagonists, the small, positive effect of blocking
GABARs in L2 and photoreceptors on linearity is overwhelmed by the much larger negative
effect induced by the change in contrast polarity sensitivity mediated by a different circuit
component. Thus, the role of GABAergic circuits in regulating contrast polarity sensitivity,
not surround responses, is critical for linearizing responses to contrast in L2.

DISCUSSION
Our results reveal a non-linear, spatiotemporally coupled center-surround antagonistic RF
structure in L2 cells that mediates different responses to dark or bright inputs of different
sizes. These functional properties affect the computations performed by downstream motion
processing pathways and make the outputs of elementary motion detectors (EMDs) depend
on the geometry and contrast of moving objects. Using pharmacological and genetic
manipulations, we reveal that GABAergic circuitry, including pre-synaptic inhibition via
GABARs on photoreceptors, mediates lateral antagonistic effects on L2. Moreover, these
circuits are required for L2 to respond strongly to decrements, enabling the downstream
circuits to become specialized to detect moving dark edges. Remarkably, our detailed
characterization of L2 reveals that many visual processing properties are shared with first
order interneurons in the vertebrate retina. These strikingly similar computational properties
arise via distinct molecular mechanisms, arguing strongly for evolutionary convergence.

L2 cells have an antagonistic, anisotropic center-surround receptive field
The L2 RF displays an antagonistic center-surround organization over space (Figures 1 and
2), consistent with electrophysiological studies in larger Diptera (Dubs, 1982; Laughlin and
Osorio, 1989). The RF center has a radius of 3°–5°, while the surround peaks approximately
10° away from the center and persists as far as 15° or more away. Importantly, this spatial
RF is non-linear. Center responses dominate surround antagonism such that responses to
surround stimulation alone are stronger than predicted from suppression of center responses
by surround inputs. Furthermore, the kinetics of surround responses differ from the effect of
surround inputs on center responses.

Our data demonstrates that surround antagonism affects the spatial frequency tuning of L2
outputs, reflecting higher acuity for stimuli rotating around the pitch axis compared to the
yaw axis (Figures 5 and S7). Thus, fine spatial features are better captured when they are
separated around this axis. Similar anisotropic center-surround RF structures were identified
in LMCs of flies and other arthropods (Barlow, 1969; Arnett, 1972; Johnston and Wachtel,
1976; Mimura, 1976; Srinivasan and Dvorak, 1980; Dubs, 1982; Glantz and Bartels, 1994).

Freifeld et al. Page 8

Neuron. Author manuscript; available in PMC 2014 June 19.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



We note, however, that our measurements focused on a particular dorsal and medial region
of the eye. Thus, it remains possible that a distribution of spatial orientation sensitivities
exists across the eye, analogous to the optic-flow sensitivity fields of motion sensitive
neurons (Weber et al., 2010).

The L2 RF is spatiotemporally coupled yet can be captured by a simple model
Lateral antagonistic signals in L2 responses enhance spatial and temporal contrast by
generating a biphasic filter in both space and time, consistent with efficient contrast
encoding theories (Ratliff et al., 1963; Laughlin, 1994; Srinivasan et al., 1982; van Hateren,
1992). However, while such theories often presume linearity and spatiotemporal
separability, L2 responses are inconsistent with these assumptions. In particular, response
kinetics depend on the spatial properties of the stimulus and its contrast polarity (Figure 3;
Laughlin, 1974b; Mimura, 1976; Laughlin and Osorio, 1989; van Hateren, 1992). This
spatiotemporal inseparability can be captured by a computational model that combines two
linear and separable inputs (Richter and Ullman, 1982; Fleet et al., 1985). The fitted model
consists of two different sustained components, with distinct time-constants, representing
primary and antagonistic inputs (Figure 4). With this model, the spatial non-linearity of L2
is captured by utilizing different amplitudes and time-constants of antagonism, depending on
whether the RF center is stimulated. For all responses, the decay rate is determined by the
strength of the antagonistic component. Thus, L2 responses are affected by interactions with
neighboring columns, regardless of whether those columns receive input from stimulated
photoreceptors or from lateral pathways.

The spatiotemporally coupled L2 RF efficiently encodes dark object motion cues
L2 represents a critical input to a neural circuit that detects moving dark edges (Joesch et al.,
2010; Clark et al., 2011). Interestingly, the characteristics of L2 responses to decrements are
useful for encoding motion related cues (Figure 9A). Motion transforms the spatial structure
of an object moving in front of a photoreceptor array into a temporal pattern of activity in
each detector. Thus, small objects give rise to brief cues, observed only by a few detectors at
any given time. Such small, local signals are difficult to distinguish from noise. In contrast,
large objects give rise to sustained cues, simultaneously observed by many detectors. Such
cues include significant redundancies in space and time that inhibition is expected to reduce
(Barlow, 1961; but see Pitkow and Meister, 2012). The responses of L2 are useful for
capturing the motion of both types of objects. In particular, responses to small dark objects
are sustained, enhancing evoked signals (Figures 2A, S2A and 9A), while responses to large
dark objects rapidly decay, encoding the contrast changes associated with edge motion and
reducing redundancy (Figures 2A, S2A and 9A). Separable RFs cannot implement this
response duality because such filters give rise to identical response kinetics for all objects
(Figure 9A). Finally, as a result of delayed surround effects, the spatial shape of L2 RFs
varies over time, with inhibition becoming gradually stronger (Figure 9B).

The L2 RF has implications for elementary motion detection
A central model of elementary motion detection correlates two local inputs that each relay
contrast information from a single point in space with a relative time delay (Hassenstein and
Reichardt, 1956). Filtering of these inputs prior to multiplication critically affects EMD
outputs (Borst et al., 2003; Eichner et al., 2011). L1 and L2 provide inputs to EMDs and
thus their outputs must represent some of these filtering stages (Rister et al., 2007; Joesch et
al., 2010; Clark et al., 2011). We show that L2 outputs are strongly shaped by the light
distribution across a broad region in space and by contrast polarity. Thus, the kinetics and
amplitudes of outputs differ for bright and dark objects of different shapes and sizes.
Consequently, probing EMDs with minimal motion cues that differ in contrast and spatial
extent could produce different results due to differential input filtering rather than
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differences in motion detection per se (Hassenstein and Reichardt, 1956; Egelhaaf and
Borst, 1992; Eichner et al., 2011; Clark et al., 2011). More generally, spatiotemporal
coupling observed in L2 can give rise to speed tuning, differentially regulated for bright and
dark objects, and thus affect tuning of downstream EMDs to different speeds or to dark or
bright motion cues (Fleet et al., 1985; Fleet and Jepson, 1985; Egelhaaf and Borst, 1989;
Srinivasan et al., 1990; Juusola and French, 1997; Zanker et al., 1999). Finally, the surround
responses of L2 effectively convert a contrast increment at one spatial location into
depolarizing responses at neighboring locations, providing a route by which increment
information could enter a dark edge detecting pathway, even given downstream half-wave
rectification (Clark et al., 2011).

Lateral GABAergic circuits give rise to the center-surround organization of the L2 RF
Anatomical studies describe a dense network of connections in the lamina (Meinertzhagen
and O’Neil, 1991; Rivera-Alba et al., 2011). Here we show how GABAergic circuits within
this network shape the functional properties of L2 (Figures 6–8). Photoreceptors receive
direct GABAergic input that depends on both GABAARs and GABABRs and shapes the RF
surround in L2 (and presumably other LMCs). GABAAR-dependent synapses elsewhere in
the circuit relay surround inputs into photoreceptors. A possible surround input is the
centrifugal cell, C3, the only cell that is both pre-synaptic to photoreceptors and GABAergic
(Buchner et al., 1988; Kolodziejczyk et al., 2008; Rivera-Alba et al., 2011). Furthermore,
since our genetic manipulation of GABARs affected both L2 cells as well as photoreceptors,
we cannot exclude the possibility that receptors on both cells are redundantly required. Thus,
the GABAergic centrifugal cell C2, which is presynaptic to L2, could provide these inputs.
Additional GABAARs have been identified in L4 and another wide-field tangential cell
(Enell et al., 2007; Kolodziejczyk et al., 2008) and could mediate the distal effects of
manipulating GABAARs.

Modulation of GABAergic signaling in L2 expands the RF center and increases spatial
pooling. Such a change in RF shape increases signal to noise ratios and occurs under low
light level conditions (Dubs et al., 1981; Dubs, 1982). Thus, we speculate that one role of
GABAergic inputs may be to allow dynamic modulation of spatial pooling as a function of
the ambient light level. Interestingly, since presynaptic inhibition was observed in many
different sensory systems (Root et al., 2008; Olsen and Wilson; Baylor et al., 1971; Toyoda
and Fujimoto, 1983; Kaneko and Tachibana, 1986; Fahey and Burkhardt, 2003; Kennedy et
al., 1974; Burrows and Matheson, 1994; Blagburn and Sattelle, 1987), this mechanism
appears general.

Lateral and feedback GABAergic circuitry tunes the L2 pathway for processing dark object
motion

In addition to mediating surround responses, GABAergic inputs also shape center responses
in L2. Blockade of GABABRs on photoreceptors and GABAARs distal in the circuit
decreases the amplitude of depolarizing responses to decrements and enhances
hyperpolarizing responses to increments while making the decrement responses more
sustained and hyperpolarizing responses more transient. Since picrotoxin was used to block
GABAARs, other picrotoxin-sensitive receptors associated with Cl− channels, such as
ionotropic glutamate receptors (Cleland, 1996), could also contribute. These roles of GABA
are consistent with previous electrophysiological studies demonstrating GABA-induced
depolarizations in LMCs (Hardie, 1987). In addition, receptors distinct from histamine-gated
Cl− channels were previously suggested to contribute to mediating OFF responses in LMCs
(Laughlin and Osorio, 1989; Weckström et al., 1989; Juusola et al., 1995).
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Previous work demonstrated that calcium signals in L2 cells follow both the depolarizing
and hyperpolarizing changes in membrane potential evoked by light (Clark et al., 2011;
Dubs, 1982; Laughlin et al., 1987). Here we show that GABAergic signaling is critical to
achieving this response property, as its blockade disrupted the near linearity of L2 responses
to sinusoidal contrast modulations. Thus, linearity requires regulatory inputs that counteract
the otherwise non-linear responses of L2 that would intrinsically favor hyperpolarizing
responses to light ON over depolarizing responses to light OFF. L2 axon terminals were
previously described as half-wave rectified (Reiff et al., 2010). However, the variability in
response shapes we describe as emerging from differential filling of center and surround
regions may account for much of the discrepancy in the literature (Figures S1B–S1E; Reiff
et al., 2010; Clark et al., 2011). Importantly, in the absence of GABAergic circuit inputs,
depolarizing responses to decrements are nearly eliminated. Thus, these circuits are required
for decrement information to be transmitted to the downstream circuitry and enable its
specialization for the detection of moving dark objects. Accordingly, rather than being
defined solely by the functional properties of the receptors for photoreceptor outputs, lateral
and feedback circuit effects mediated through GABA receptors establish critical aspects of
L2 responses.

Distinct molecular mechanisms give rise to a similar early visual processing strategy in
flies and vertebrates

Early visual processing circuits in flies and vertebrates are thought to be structurally similar
(Cajal and Sanchez, 1915; Sanes and Zipursky, 2010). In this parallel, LMCs like L2 are
analogous to bipolar cells in the vertebrate retina. Previous work demonstrated that both cell
types have antagonistic center-surround RFs (Kaneko, 1970; Järvilehto and Zettler, 1973;
Davis and Naka, 1980; Dubs, 1982). However, our detailed characterization of L2 reveals
that the functional parallel between these cells is much more significant. First, in both cell
types, spatiotemporal coupling arises from delayed surround effects (Figures 3 and 4;
Werblin and Dowling, 1969; Laughlin, 1974b; Laughlin and Osorio, 1989; Molnar and
Werblin, 2007; Baccus et al., 2008). Second, in both cell types, GABAergic circuitry shapes
responses via multiple pathways, and affects both response amplitudes and kinetics (Figures
6–8; Owen and Hare, 1989; Dong and Werblin, 1998; Euler and Masland, 2000; Shields et
al., 2000; Vigh et al., 2011). Interestingly, a differential distribution of GABAergic circuit
inputs and receptor types in bipolar cells contributes to heterogeneous responses (Fahey and
Burkhardt, 2003; Zhang and Wu, 2009). We hypothesize that different weightings of the
same circuit elements that shape L2 responses also differentially shape other LMC responses
to tune their function toward distinct downstream processing pathways.

In spite of these deep similarities, many of the molecular mechanisms that shape first order
interneuron responses are different between flies and vertebrates. In OFF bipolar cells,
ionotropic glutamate receptors create a sign-conserving synapse with photoreceptors, while
metabotropic receptors mediate sign-inverting responses in ON bipolar cells (Masu et al.,
1995; Nakanishi et al., 1998; DeVries, 2000). However, in L2 cells, the OFF response is
mediated not only by the histamine binding Cl− channel that mediates photoreceptor outputs,
but also by GABAergic circuits. Moreover, several mechanisms have been suggested to give
rise to surround responses in bipolar cells, including pre-synaptic inhibition acting on
photoreceptors, an ephatic effect, as well as proton modulation of neurotransmitter release
(reviewed in Thoreson and Mangel, 2012). In LMCs both presynaptic inhibition and
extracellular changes in electrical potential have been proposed to mediate spatial and
temporal inhibition (Laughlin, 1974a; Shaw, 1975; Laughlin and Hardie, 1978; Hardie,
1987; Laughlin and Osorio, 1989; Juusola et al., 1995; Weckström and Laughlin, 2010). In
L2 cells, we found that presynaptic inhibition acting on photoreceptors contributes to
surround responses, and GABAARs further away from the photoreceptor-LMC synapse are
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also required (Figures 6, S6, 8 and S7). However, even strong blockade of all GABAergic
receptor activity did not completely eliminate the surround, suggesting that additional
mechanisms, such as ephaptic effects or other synaptic mechanisms, are also involved.

Overall, the striking similarities between the functional properties of early visual processing
circuits across taxa highlight the importance of these properties for efficient processing of
visual information. Since these functional properties arise from different molecular
mechanisms in flies and vertebrates, these similarities seem unlikely to result from a
common ancestral source. Rather, we propose that these parallels reflect convergence on a
common processing strategy driven by similar biological constraints and natural input
statistics. We speculate that analogous parallels will be found in many other aspects of
visual processing.

EXPERIMENTAL PROCEDURES
The Gal4 drivers 21D-Gal4 (Rister et al., 2007) and Rh1-Gal4 (Bloomington Drosophila
Stock Center, BDSC) were used to express a multi-copy insert of UAS-TN-XXL (Mank et
al., 2008; as in Clark et al., 2011) and GABAAR and GABABR RNAi’s (GABAAR-RNAi
from VDRC (KK100429) and GABABR2-RNAi from Root et al., 2008). Two-photon
imaging was performed using a Leica TSC SP5 II microscope (Leica, Bensheim, Germany)
equipped with a pre-compensated Chameleon femtosecond laser (Coherent, Inc., Santa
Clara, CA). Triggering functions provided by the LAS AF Live Data Mode software (Leica)
enabled simultaneous initialization and temporal alignment of imaging and visual
stimulation. Visual stimulation was applied as described (Clark et al., 2011), except that the
stimulus was passed through a 40nm wide band-pass spectral filter centered around 562 nm
and projected on a back-projection screen situated in front of the fly. All data was acquired
at a frame rate of 10.6Hz. Imaging experiments lasted no more than 2 hours per fly.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1. Lateral inhibition shapes L2 cell responses to light
(A) Schematic illustration of the imaging set-up. DLP = Digital Light Projector. (B) Mean
response of all L2 cells (blue) and average responses from a few example flies (gray) to a
bright bar moving on a dark background. N denotes the number of cells, with the number of
flies denoted parenthetically. Shading denotes +/− 1 SEM (standard error of the mean). (C
and D) The response of L2 cells to a partial field flash. (C) Heat map of response strengths
as a function of the RF center location on the screen, indicated by dots. Colors indicate the
strength and sign of the corresponding cell response. Only cells with response strengths
>0.025 or <−0.015 are presented. Black arrows and blue dotted lines denote the region of the
screen where the flash was presented. Red dotted lines denote the region of the screen where
surround responses in (D) were observed. (D) Mean response of L2 cells to the flash
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presentation, separated by polarity and position. Blue - cells within the flash presentation
region, which hyperpolarized to light; red - cells outside of the flash presentation region,
which depolarized to light. Shading denotes +/− 1 SEM (highlighted by the two arrows).
Top: schematic description of the stimulus, including the contrast inputs into each group of
cells. (E and F) Same as (C) and (D) for cells responding to a 200 ms flash presentation,
including only cells with response strengths larger than a 0.02 threshold. See also Figure S1.
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Figure 2. Responses to circles and annuli reveal the spatial shape of the RF
Mean responses to dark ((A) and (E)) and bright ((B) and (F)) circles (blue traces, (A) and
(B)) and annuli (red traces, (E) and (F)) of different sizes presented for 3 s on an
intermediate illumination level background, around identified RF centers. Shading here and
in ((G) and (H) denotes +/− 1 SEM. (C and D) Mean amplitudes of responses to dark (C)
and bright (D) circles, as a function of the radius, R. ** a significant difference between the
two means by one-way anova, according to Tukey’s honestly significant difference criterion
(D). Error bars denote +/− 1 SEM. (G and H) Comparing predicted responses (black
continuous traces) to measured responses (blue continuous traces) to the presentation of a
15° circle (top) and a 20° circle (bottom), assuming linearity, as a sum of responses to
circles and annuli of appropriate sizes. Dark stimuli responses (G), bright stimuli responses
(H). See also Figure S2.
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Figure 3. Surround stimulation modulates response kinetics
(A and B) Mean responses to dark (A) and bright (B) circles of different sizes as a function
of time. Dark blue - mean responses to small circles; bright blue - mean responses to large
circles. Amplitudes were measured for the different responses at different time points,
shown as vertical lines and sample points in different colors. Average amplitudes were
computed over the intervals indicated by colored patches. Cold colors - early stages of the
response; warm colors - late stages. (C and D) Normalized amplitudes of responses to dark
(A) and bright (B) circles of different sizes as a function of their radius R, at different time
points during the response. Each curve is normalized to the maximal response strength over
all radii. (E and F) Same as (A) and (B), describing responses to dark (E) and bright (F)
annuli of different sizes. (G and H) Same as (C) and (D), describing the strength of
responses to dark (G) and bright (H) annuli of different sizes, without normalization. See
also Figure S3.
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Figure 4. Spatiotemporal inseparability can arise from a combination of inputs associated with
different time-scales
(A) A schematic description of the model. The primary component, arising from stimulation
of the RF center, is associated with a fast rising exponential (top); the antagonistic
component, arising from stimulation of the RF surround, is associated with a slow decaying
exponential (bottom). These two inputs are summed to give rise to the response. (B) The
strength of the primary (continuous traces) and antagonistic (dashed traces) components
over space used to set the weights of these components in simulations of circle (blue) and
annuli (red) responses. (C) The RF shape inferred from the spatial distribution of component
strengths used in modeling responses to circles. (D) Simulated (continuous) and measured
(dashed) responses to dark circles of variable sizes. Dark blue - small circles, light blue -
large circles (as in Figures 2 and S2). (E) Simulated (continuous) and measured (dashed)
responses to annuli of variable sizes; dark red - annuli with small internal radii; bright red -
annuli with large internal radii (as in Figures 2 and S2). See also Figure S4.
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Figure 5. Lateral inhibition gives rise to an acuity difference between orientations
(A) Schematic description of the stimulus: sinusoidal contrast gratings moving around the
yaw (left), and pitch (right) axes. (B) Normalized mean responses to moving sinusoidal
gratings with different spatial periods, moving around the pitch (continuous) and yaw
(dashed) axes. Responses were normalized to the maximal response amplitude across all
spatial periods. Shading denotes +/− 1 SEM. (C) Response strength as a function of the
spatial period of the grating moving around the pitch (continuous) and yaw (dashed) axes.
Error bars denote +/− 1 SEM. **p< 0.001 in a two-tailed student’s t-test with unequal
variances. See also Figure S5.
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Figure 6. GABA receptors in photoreceptors contribute to the inhibitory surround
(A) Schematic illustration: a dark bar is presented at a random position on a background of
intermediate illumination, while responses are aggregated by the distance of RF centers from
the bar’s edge. Negative distances correspond to RF centers within the bar. (B) The mean
response of L2 cells as a function of the distance of the RF center from the bar’s edge and
the bar presentation time. Response (dR/R) values encoded as described by the color scale.
(C) The mean response to the presentation of the bar at different distances between the RF
centers and the bar’s edge, as a function of time. Blue - mean responses of cells with RF
centers within the bar presentation region, red - mean responses of cells with RF centers
outside the bar presentation region. Shading denotes +/− 1 SEM. (D) Mean response
strength as a function of the distance from the bar’s edge, normalized to the strength at a
distance of 4°, within the bar. Negative strength values correspond to depolarization during
the bar presentation, positive values to hyperpolarization. Error bars denote +/− 1 SEM. (E
and F) The effects of manipulations on the mean response strength as a function of the
distance from the bar’s edge. (E) Gray - controls, TN-XXL expressed in L2 and in R1–R6
photoreceptors; red - experiment, knockdown of GABAARs and GABABRs in L2 and R1–
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R6 photoreceptors. (F) Same as (E), black - controls, TN-XXL expressed in L2 cells only;
blue - experiment, application of GABAAR and GABABR antagonists. (G and H) Same as
(B) and (C), following application of GABAAR and GABABR antagonists. See also Figure
S6.
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Figure 7. GABAergic circuits mediate OFF responses in L2 cells
(A–F) Mean response of controls and experimental cells to a moving bright bar on a dark
background (top) and to a dark bar on an intermediate illumination level background
(bottom), for cells with RF centers within the bar. (A–C) Black – controls, TN-XXL
expressed in L2 cells only. (A) Blue – application of GABAR antagonists. (B) Purple -
application of the GABAAR antagonist picrotoxin. (C) Magenta - application of the
GABABR antagonist CGP54626. (D–F) Knockdown of receptors in L2 cells and R1–R6
photoreceptors. Gray - controls, TN-XXL expressed in L2 cells and R1–R6 photoreceptors.
(D) Red - knockdown of GABARs. (E) Brown - knockdown of GABAARs. (F) Orange -
knockdown of GABABRs.
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Figure 8. GABAergic circuits linearize L2 responses to contrast
(A) Mean responses to sinusoidal gratings with a spatial period of 40° moving around the
pitch axis. (B) The difference between the measured mean response and a reference
sinusoidal response with the same maximal amplitude, as a function of the reference
response value. (C) The mean absolute difference across all response values presented in
(B). *p< 0.05 in a two-tailed student’s t-test with unequal variances. Error bars denote +/−1
SEM. See also figure S7.
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Figure 9. L2 RFs are anisotropic, spatiotemporally coupled, and efficiently capture cues
associated with dark object motion
(A) Schematic representation of the utility of L2 RF’s spatiotemporal coupling to motion
encoding. Left column: example stimuli as a function of time. Right column: schematic
responses to stimuli as a function of time. Purple - illustrative L2 responses,
spatiotemporally coupled. Black - illustrative responses of hypothetical cells with
spatiotemporally separable RFs. Dashed - illustrative responses of a hypothetical cell with
sustained responses. Dotted - illustrative responses of a hypothetical cell with transient
responses. (B) Schematic representation of the 2D L2 RF at an early (left) and late (right)
stage of the response to a stimulus, capturing its anisotropy in space with gradually
increasing surround lobes.
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