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Abstract
The mammalian circadian clock involves a transcriptional feedback loop in which CLOCK and
BMAL1 activate the Period and Cryptochrome genes, which then feedback and repress their own
transcription. We have interrogated the transcriptional architecture of the circadian transcriptional
regulatory loop on a genome scale in mouse liver and find a stereotyped, time-dependent pattern
of transcription factor binding, RNA polymerase II (RNAPII) recruitment, RNA expression and
chromatin states. We find that the circadian transcriptional cycle of the clock consists of three
distinct phases — a poised state, a coordinated de novo transcriptional activation state, and a
repressed state. Interestingly only 22% of mRNA cycling genes are driven by de novo
transcription, suggesting that both transcriptional and post-transcriptional mechanisms underlie the
mammalian circadian clock. We also find that circadian modulation of RNAPII recruitment and
chromatin remodeling occurs on a genome-wide scale far greater than that seen previously by
gene expression profiling.

The circadian clock in mammals is cell autonomous and is composed of an autoregulatory
transcriptional network with interlocked feedback loops (1, 2). At the core, the bHLH-PAS
transcriptional activators BMAL1, CLOCK and NPAS2 activate the Period (Per1, Per2) and
Cryptochrome (Cry1, Cry2) genes whose transcripts and proteins slowly accumulate during
the daytime (3–7). The PER and CRY proteins associate and translocate into the nucleus
during the evening and physically interact with the CLOCK/NPAS2:BMAL1 complex to
repress their own transcription (5, 7, 8). As the PER and CRY proteins are progressively
phosphorylated during the night, they are targeted for ubiquitination by specific E3 ligases
and are eventually degraded by the proteasome (9–12). The waxing and waning of this
transcriptional feedback loop takes ~24 hours to complete and represents the core
mechanism of the circadian clock in mammals. Biochemical analysis on a small set of target
genes has shown that CLOCK, BMAL1 and CRY1 bind in a diurnal manner to regulatory
regions, interact with p300 and CBP, and are accompanied by rhythmic changes in histone
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H3 Lys4 trimethylation (H3K4me3) and H3 Lys9 acetylation (H3K9ac) (13–19)
characteristic of active promoter regions (20–23).

Although the majority of the core components of the circadian gene network are likely
known (1) and many thousands of transcripts have been shown to express circadian
oscillations in various tissues (24), the genome-wide architecture of the transcriptional
network regulated by the core circadian clock remains to be defined (25, 26). Recent work
has explored the genome-wide cis-acting targets (cistromes) of two sets of circadian
transcription factors, BMAL1 (27, 28) and REV-ERBα/β (29–31). In liver, BMAL1 binds
to ~2,000 genomic targets in a diurnal pattern with peak DNA binding occurring during the
day (28). REV-ERBα/β bind to thousands of sites in genome and have 28% overlap with
BMAL1 peaks (30). Despite these initial genome-wide views of BMAL1 and REV-ERBα/β
cistromes, a comprehensive analysis of both the activators and the repressors within the core
circadian transcription factor network has not been reported under constant conditions.

Circadian cistrome of the liver
We used chromatin immunoprecipitation sequencing (ChIP-seq) to locate DNA binding
sites for BMAL1, CLOCK, NPAS2, PER1, PER2, CRY1 and CRY2 in vivo in murine liver.
We report here the results of ~200 ChIP-seq samples encompassing more than 9 billion
sequence reads (See Supporting Online Materials and Methods, fig. S1A, table S1). The
cistromic landscape of the core circadian transcriptional regulators is shown at the Dbp locus
as a University of California Santa Cruz (UCSC) genome browser view (32) (Fig. 1A).
Similar to that reported under diurnal lighting conditions (14, 28), BMAL1 binds in a
circadian manner between circadian time (CT) 0–12 to three sites in Dbp with peak binding
phases occurring at CT4-8. We also confirmed that rhythmic binding of BMAL1 is
sustained over two cycles in constant darkness (fig. S2). The heterodimeric partners of
BMAL1, CLOCK and NPAS2, also bind in a time-dependent manner similar to BMAL1
(Fig. 1A). The repressors PER1, PER2 and CRY2 then bind the same sites between CT12
and CT20 (Fig. 1A). Interestingly, CRY1 exhibits maximal binding at CT0, which extends
the repression phase into the beginning of the next cycle when BMAL1, CLOCK and
NPAS2 occupancy increases again at CT0 (Fig. 1A). Heat map representations of genome-
wide peak location analysis illustrate the dynamics of binding during the circadian cycle in
constant darkness (Fig. 1B). Because the DNA binding of these factors is time dependent,
the number of peaks detected at each time point varies. Thus we developed a method to
create a master peak list for each transcription factor that compares the overlap of peaks
detected by the MACS and Peaksplitter peak-finding algorithms (33, 34) among the six time
samples (fig. S3, table S2). The genome-wide distributions of the peaks for each factor show
that 31–36% of sites are intergenic and the remaining sites are enriched at promoter and
intronic regions of genes (fig. S4). We find ~5900 BMAL1 sites, ~4600 CLOCK sites and
~2300 NPAS2 sites for the activators, and ~4600 PER1, ~7300 PER2, ~16,000 CRY1 and
~10,000 CRY2 sites for the repressors. Motif analysis shows that all 7 factors are enriched
for E-box sites as well as nuclear receptor binding sites (fig. S5). Similar to that seen at the
Dbp locus (Fig. 1A), the genome-wide occupancy rhythms of BMAL1, CLOCK and NPAS2
peak at CT6–8; whereas, PER1, PER2, CRY1 and CRY2 show binding rhythms that peak at
CT15.9, CT17.3, CT0.4 and CT15.4, respectively (Fig. 1C). Gene ontology analysis shows
that the target genes for all 7 core circadian transcriptional regulators are highly enriched for
metabolic pathways, pathways in cancer and insulin signaling as seen previously (28, 30, 35,
36) (table S3, S4).

To analyze the overlap of the binding sites of the circadian regulators genome-wide, we
compared the 6-way overlap of the factors BMAL1, CLOCK, PER1, PER2, CRY1 and
CRY2 and show the results in a Chow-Ruskey diagram (Fig. 1D). At the core, 1444 sites in

Koike et al. Page 2

Science. Author manuscript; available in PMC 2013 June 27.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



the genome are bound by all 6 factors. Binding site coverage plots of these common sites are
shown in fig. S6A. Motif analysis of the common binding sites shows a clear enrichment for
the canonical CLOCK:BMAL1 E-box motif (CACGTG) as well as CEBPA and a number of
nuclear receptor motifs (fig. S7). Of particular interest are the large number of CRY1, CRY2
and PER2 sites that are uniquely bound by each factor and appear to be independent of
BMAL1:CLOCK sites (Fig. 1D). Motif analysis of these unique sites shows a reduction in
E-box sites and enrichment for nuclear hormone receptor sites (fig. S7) consistent with
recent reports that PER2 and CRY1 interact with nuclear receptors (37, 38). To visualize the
dynamics of activator and repressor binding on a genome-wide level, we analyzed the
overlap of the activators, BMAL1, CLOCK and NPAS2, in comparison to the repressors,
PER1, PER2, CRY1 and CRY2 during the circadian cycle and see a reciprocal binding
pattern between activators and repressors (fig. S6B, C).

Whole transcriptome analysis of circadian gene expression
In order to assess transcriptional readouts on a genome level, we used whole transcriptome
RNA-seq to measure circadian gene expression in the liver over a 48-hr interval sampled
every 4 hrs in constant darkness. A high-amplitude RNA rhythm can be seen at the Per2
locus with a peak at CT12 and CT36 (Fig. 2A, B). In addition, there is a long noncoding
antisense RNA transcript that oscillates in antiphase in a manner similar to that seen at the
Neurospora frequency locus (39) (Fig. 2C, table S5). To quantitate RNA expression levels
across the genome, we calculated the RNA-seq read coverage in reads per kilobase per
million reads (RPKM) in exons and introns separately for the UCSC canonical gene set
(28,661 total; 21,789 with introns). We interpret the intron signal as a representation of pre-
mRNA expression or nascent transcription (40) and the exon signal as a representation of
mRNA expression, which can reflect not only transcriptional activity but also post-
transcriptional processing events. At the Per2 locus, the intron and exon signals both
oscillate and their phases are similar (Fig. 2B) as seen previously using qPCR measurements
of pre-mRNA and mRNA (12, 14) (fig. S8). In genome-wide analyses, we detected 1371
intron and 2037 exon RNA cycling transcripts (table S6, S7), which are shown as heat maps
ordered by the phase of RNA expression (Fig. 2D). Gene ontology analysis of both classes
of cycling RNAs shows highly significant enrichment for metabolic pathways, pathways in
cancer and many other pathways (table S8, S9). A comparison of the phase distribution of
the intron and exon cycling transcripts reveals a clear difference: the intron cycling
transcripts are clustered and peak at CT15.1; whereas, the exon cycling transcripts have
three peak phases and are distributed across all phases (Fig. 2E) as seen in previous
microarray experiments (35, 41–43). Comparing the genes in the intron and exon cycling
transcript classes shows that only 458 genes (22% of the exon cycling class) are in common
(Fig. 2F), and this set of common genes is enriched for known circadian clock genes and
high amplitude cycling target genes reported previously (28, 43). The phases of the common
intron and exon cycling transcripts are correlated suggesting that transcriptional cycles
primarily drive these mRNA rhythms (Fig. 2G). In the intron cycling/exon not cycling class,
the cycling pre-mRNA transcripts are clustered at the same phase as the overall intron
cycling class, but the steady-state mRNAs are likely to have long half-lives (>24 hrs) which
would damp oscillations generated at the transcriptional level as described previously (44,
45) (Fig. 2H). By contrast, in the intron not cycling/exon cycling class, the phases are widely
distributed as seen in the overall exon cycling class and these rhythms likely arise from post-
transcriptional regulatory processes such as rhythms in RNA splicing, polyadenylation or
mRNA stability (Fig. 2H) (46, 47). Taken together, the analysis of intron- and exon-specific
cycling transcripts shows that circadian regulation of gene expression can occur at both
transcriptional and post-transcriptional levels. The genome-wide phase clustering of the
intron cycling transcripts is unexpected and suggests that a global circadian regulation of de
novo transcription may exist.
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Circadian expression of RNAPII and co-activator occupancy
To explore the origins of the global rhythms in nascent transcription, we analyzed the
genome-wide occupancy of RNA polymerase II as well as p300 and CBP co-activators as a
function of the circadian cycle. The C-terminal domain (CTD) of the large subunit of
RNAPII is modified at various stages of transcription (48, 49). RNAPII is recruited into the
pre-initiation complex with a hypophosphorylated CTD that is recognized by the 8WG16
antibody (50). The CTD is then phosphorylated on serine 5 (Ser5P) during initiation and is
recognized by the 3E8 Ser5P antibody (51). We used ChIP-seq with these two antibodies to
measure RNAPII occupancy and to estimate RNAPII recruitment and initiation (Fig. 3,
S1B). On a genome-wide basis, we detect over 7,300 RNAPII-8WG16 peaks and 20,000
RNAPII-Ser5P peaks, and strikingly, RNAPII occupancy is circadian with 8WG16 signal
peaking at CT14.5 and Ser5P signal peaking at CT0.6 (Fig. 3A). The peak of
RNAPII-8WG16 at CT14.5 coincides closely with the peak of intron cycling transcripts at
CT15.1 (Fig. 2E) further supporting the idea that intron cycling transcripts represent nascent
or de novo transcription events. On the other hand, the peak of RNAPII-Ser5P occupancy at
CT0.6 coincides with the peak of CRY1 occupancy at CT0.4. At this time, CLOCK and
BMAL1 are beginning a new cycle of binding, but are transcriptionally silent likely because
CRY1 is bound at the same sites. One possible scenario is that RNAPII can be recruited by
CLOCK:BMAL1 and that RNAPII initiation occurs, but then pauses or stalls, and
accumulates at CT0. An example of this can be seen at the Nr1d1 locus where RNAPII-
Ser5P occupancy initiates at CT0, but RNA expression and RNAPII-8WG16 occupancy
begins later at CT4 (fig. S9A, a 4-hr lag between RNAPII-Ser5P and transcription can be
seen at many CLOCK:BMAL1 targets). Alternatively, RNAPII-Ser5P occupancy at CT0
could be independent of CLOCK:BMAL1 and could reflect a peak of transcription at CT0.
For example, RNAPII-Ser5P occupancy at CT0 overlaps with REV-ERBα/β peaks (30) in
the Nfil3, Adck3 and Ppp1r3c genes (along with ~300 intron cycling genes) in which peak
RNA expression occurs between CT20-CT4 (fig. S9B–D). In these cases, CLOCK:BMAL1
and CRY1 sites are present nearby, but do not appear to overlap with RNAPII-Ser5P.
Interestingly, in these cases, RNAPII-8WG16 occupancy tends to occur in antiphase to
RNAPII-Ser5P.

Following this CRY1-repressed phase at CT0, CLOCK and BMAL1 occupancy increases at
CT4-8 along with p300 occupancy (peak at CT5) (Fig. 3A), and global nascent transcription
begins at CT8 and peaks at CT15. Examination of the time-dependent pattern of CBP
occupancy reveals that CBP can have either a 24-hr or a 12-hr binding rhythm with the 24-
hr rhythm peaking at CT16-20 and the 12-hr rhythm peaking at CT4 and CT16 (Fig. 3A,
S10). Because CBP can interact at E-box sites either at CT4 or CT16, this suggests that CBP
may be able to function as either a co-activator at CT4 or a co-repressor at CT16. In support
of this hypothesis, we find that CBP can interact with the repressor, PER2, in native extracts
in a time-dependent manner with maximal interaction occurring at CT16–20 when PER2
levels are elevated (Fig. 3B).

Circadian regulation of chromatin remodeling
Given the genome-wide circadian rhythms of RNAPII and co-activator occupancy, we next
assessed chromatin states associated with transcription initiation and elongation using ChIP-
seq during the circadian cycle (20, 22, 23, 52–55). Histone H3K4me3, H3K9ac and
H3K27ac are enriched at promoters and show robust circadian rhythms in occupancy at
transcription start sites (TSS) (Fig. 4A, S1C). Histone H3K4me1, a mark that is
characteristic of enhancer sites and gene bodies, exhibits a very subtle circadian modulation
(Fig. 4B). Noticeably, there is an antiphase rhythm in H3K4me1 and H3K4me3 occupancy
at the Dbp intron 1 site (fig. S1C a, b). Consistent with recent reports (54, 55), histone
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H3K27ac is also highly enriched at both intragenic and intergenic enhancer sites. The
elongation marks, H3K36me3 and H3K79me2, also express very low amplitude circadian
modulation (Fig. 4B). On a genome-wide level, clear circadian rhythms in RNAPII-8WG16,
RNAPII-Ser5P, H3K4me3, H3K9ac and H3K27ac occupancy at TSS’s can be seen in all
classes of expressed genes as compared to unexpressed genes (Fig. 4A, B). These rhythms in
RNAPII occupancy and histone modifications are stronger in intron RNA cycling genes
(Fig. 4A), and rhythmic RNAPII-Ser5P elongation past the TSS can be seen prominently in
cycling genes relative to all expressed genes (Fig. 4A, S11). Curiously, non-cycling intron
expressed genes also show circadian modulation of RNAPII occupancy and histone
modifications similar to that see in all expressed genes (Fig. 4A bottom). In contrast to the
observation reported from the analysis of human embryonic stem cells that inactive genes
harbor paused RNAPII (22, 56, 57), we see no evidence of RNAPII (8WG16 and Ser5P)
pausing at the promoters of unexpressed genes (Fig. 4A, S11). Genome-wide analysis of the
periodicity and phase of these histone marks reveals that a large number of genes exhibit
circadian rhythms in histone modifications (Fig. 4B). The overall number of histone
modification sites does not appear to vary on a circadian basis; rather, the recruitment (and
initiation) of RNAPII appears to underlie the variation in the amplitude of histone marks
(fig. S12A). Thus, our analysis reveals that the majority of expressed genes are undergoing
circadian histone modifications irrespective of whether RNA cycling can be detected.

Circadian regulation at intergenic enhancers
To determine whether circadian regulation of RNAPII occupancy and histone modifications
also occurs at enhancer sites, we identified intergenic enhancer sites bound by either
BMAL1 or CBP and compared these sites to BMAL1 or CBP promoter sites, respectively
(fig. S12B, C). Coverage profiles for BMAL1 show circadian occupancy that is similar at
both promoter and enhancer sites with peaks at CT8. RNAPII-8WG16 profiles show clear
circadian modulation at BMAL1- and CBP-bound promoter sites as well as enhancer sites
with a peak at CT12 except that occupancy was much lower at enhancer sites. H3K4me1
showed clear enrichment at enhancer sites and depletion at promoter sites as expected and
also showed a subtle circadian modulation in occupancy that peaked at CT8. In contrast,
H3K4me3 was enriched at promoter sites and was lower at enhancer sites, but in this case
the timing of the circadian modulation was different where promoter sites peaked at CT12
and enhancer sites peaked at CT20. H3K9ac was enriched at promoter sites but a clear
circadian modulation can be seen at both promoter and enhancer sites with peaks at CT8.
Finally, H3K27ac was equally enriched at both promoter and enhancer sites and showed low
amplitude circadian modulation with peaks at CT16. Thus, overall we observe circadian
modulation of BMAL1 occupancy, RNAPII occupancy and histone modifications at both
promoter proximal sites as well as distal intergenic enhancer sites.

Discussion
We have defined the cis-regulatory network of the entire core circadian transcriptional
feedback loop under constant conditions coupled with whole transcriptome RNA expression,
RNAPII recruitment and initiation as well as chromatin states on a genome-wide basis. We
find three distinct phases of the circadian transcriptional cycle of the clock in the murine
liver: 1) a transcriptionally poised state; 2) a global peak of de novo transcription that peaks
at CT15; and 3) a repressed state in which CLOCK:BMAL1 occupancy decreases at
CT16-20 (Fig. 5). The poised state of CLOCK:BMAL1 bound with CRY1 is consistent with
that seen in vitro (58) and in vivo (19), and is followed by derepression (59) as the
occupancy of CRY1 declines and recruitment of the co-activator, p300, occurs. The details
of this cis-regulatory cycle of circadian transcriptional regulators differ from that reported in
Drosophila in which PER sequesters CLOCK both on and off DNA and RNAPII appears to

Koike et al. Page 5

Science. Author manuscript; available in PMC 2013 June 27.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



be paused and is regulated by elongation at the period locus and by recruitment at the
timeless locus (60).

The dynamics of nascent transcription, RNAPII occupancy and histone modifications
provide important insights into the relationships among these events. While co-activator
recruitment of p300 by CLOCK:BMAL1 and histone H3K9ac precede nascent transcription,
there is a clear lag in histone H3K4me3 relative to RNAPII recruitment as measured by
8WG16 (Fig. 5). Histone H3K27ac also peaks well after nascent transcription as do the
elongation marks H3K36me3 and H3K79me2 and thus may reflect processes involved in the
consequences of elongation rather than elongation events themselves (Fig. 5). Finally, it will
be of interest to explore the role of HDACs and co-repressor complexes in circadian
regulation. Both SIN3A/HDAC1 (61) and HDAC3 (29) have been found in PER2 and REV-
ERBα complexes, respectively, as well as RNAPII accumulation at the termination sites of
Per and Cry genes (62).

Although global circadian rhythms in steady state mRNA levels have been known for a
decade (35, 41, 42), here we find that only ~22% of cycling mRNA transcripts are driven by
transcription (Fig. 2). Therefore, post-transcriptional regulatory events must contribute
significantly to the generation of steady state cycling mRNA levels (46, 47). Surprisingly the
most pervasive circadian regulation observed on a genome scale are rhythms in RNAPII
recruitment and initiation, H3K4me3, H3K9ac and H3K27ac, which occur at thousands of
expressed genes whether or not RNA cycling was detectable. What accounts for these
genome-wide circadian rhythms in RNAPII occupancy and histone modifications?
Examination of the relationship between circadian transcription factor occupancy and gene
expression shows that approximately 90% of genes bound by these factors are expressed
whereas only 1–5% of unexpressed genes are similarly bound (Table S10). These results
demonstrate that gene expression per se rather than rhythmicity of gene expression is tightly
correlated with circadian transcription factor binding. Rhythmic circadian transcription
factor occupancy in turn could then be responsible for RNAPII recruitment and initiation on
a genome-wide basis, which would then lead to the global rhythmic histone modifications
seen here. Thus, circadian transcriptional regulators appear to be involved in the initial
stages of RNAPII recruitment and initiation and the histone modifications associated with
these events to set the stage for gene expression on a global scale, but additional control
steps must then determine the ultimate transcriptional outputs from these sites.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Fig. 1.
ChIP-seq analysis of the core circadian transcriptional regulators in mouse liver. (A) UCSC
genome browser view of BMAL1 (blue), CLOCK (light green), NPAS2 (green), PER1
(orange), PER2 (gold), CRY1 (red) and CRY2 (purple) occupancy at the Dbp (A) locus.
Each track represents the normalized ChIP-seq read coverage (wiggle plot) at a single time
point. For each transcription factor, six time points every 4 hr over a circadian cycle are
shown beginning at CT0 and ending at CT20. Knockout (KO) mice were used as a negative
control for each factor except NPAS2. The conservation track shows 30-Way Multiz
Alignment & Conservation scores (PhastCons) provided by the UCSC genome browser.
Read numbers are normalized as described in the methods. The y-axis scales between tracks
for Dbp are BMAL1 (0–70), CLOCK (0–40), NPAS2 (0–25), PER1 (0–35), PER2 (0–60),
CRY1 (0–135), CRY2 (0–45). (B) Heat map views of genome-wide DNA binding for
BMAL1, CLOCK, NPAS2, PER1, PER2, CRY1 and CRY2 measured over 500 bp
fragments encompassing the binding sites. Each peak in the genome is represented as a
horizontal line, ordered vertically by signal strength. Six time points are shown beginning at
CT0 and ending at CT20 from left to right. Knockout (K) mouse control is shown on the far
right of each panel. The number of peaks in the genome is indicated at the bottom of each
panel. The blue-red gradient indicates the coverage or signal strength (normalized uniquely
mapped reads per 10 million reads) for all binding sites in the genome. (C) Histogram
showing circadian phase distributions of BMAL1, CLOCK, NPAS2, PER1, PER2, CRY1
and CRY2 binding rhythms. Cyclic binding was determined by ARSER (p<0.05) and the
mean circular phases of peak binding as indicated in red are indicated using Oriana. The
number of cycling peaks is indicated in black. (D) Chow-Ruskey diagram showing the 6-
way overlap of BMAL1, CLOCK, PER1, PER2, CRY1 and CRY2 peaks. Master peak lists
were used to determine peak overlaps and an overlap was called if two peak summits were
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within 120 bp of each other. The red circle in the middle represents the overlap of all six
factors. Lighter shades of red, orange and yellow represent fewer overlaps of subsets. The
boundaries for each protein are color coded: BMAL1 (blue), CLOCK (green), PER1
(orange), PER2 (brown), CRY1 (red) and CRY2 (purple), and the areas of each domain are
proportional to the number of binding sites.
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Fig. 2.
Whole-transcriptome RNA-seq analysis of circadian gene expression. (A) UCSC genome
browser views of RNA-seq data at the Per2 locus. Sense strand reads are shown in black and
reverse strand reads in red as normalized average reads per 50 million total reads in 10 bp
bins. The y-axis scales are: Per2 (0–40 for the positive strand, −40–0 for the negative
strand). (B) RNA-seq read coverage in reads per kilobase per million (RPKM) reads in
exons and introns. The intron (blue) and exon (red) RNA expression of Per2 is circadian
(ARSER: p<0.01). (C) Cyclic expression of Per2 sense and antisense transcripts. The Per2
antisense transcript is circadian (ARSER; p<0.05) and antiphasic (phase of sense: CT14.4;
phase of antisense: CT7.1). (D) Heat map view of intron (left) and exon (right) cycling
genes. Each gene is represented as a horizontal line, ordered vertically by phase determined
by ARSER. (E) The phase distribution of cycling genes. The phase of each transcript
rhythm is represented in a dot plot (top), rose plot (middle) and histogram plot (bottom). The
mean circular phase of the rhythms is indicated in red. (F) Venn diagram of intron and exon
cycling genes. (G) Comparison of the phase of intron and exon cycling transcripts for
common genes. The RNA peak phase of intron (blue) and exon (red) is double plotted and
ordered by intron phase. (H) Histogram of intron phase in intron-only cycling genes, intron
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phase in common genes, exon phase in common genes, and exon phase in exon-only cycling
genes (mean circular phase is shown in red).
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Fig. 3.
Circadian expression of RNAPII and co-activator occupancy. (A) Heat map view of
genome-wide DNA binding for p300, RNAPII-8WG16, RNAPII-Ser5P and CBP as
described in Fig. 1B. Histograms of the phase of the rhythms are shown below the heat map
(mean circular phase is shown in red and number of cycling peaks is indicated in black). (B)
PER2 and CBP protein interaction using co-immunoprecipitation of native extracts during
the circadian cycle. Co-immunoprecipitation was carried out with anti-CBP antibody and
mouse cerebellum protein lysate. The immunoprecipitates were visualized on western blots
with anti-PER2 or anti-CBP antibodies.
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Fig. 4.
Circadian regulation of histone modifications. (A) Binding profile of RNAPII-8WG16,
RNAPII-Ser5P, H3K4me3, H3K9ac and H3K27ac at the TSS +/− 3kb in 12,680 expressed
genes (top row), 8,945 unexpressed genes (second row), 1371 intron cycling genes (third
row) and 5,839 non-cycling genes (bottom row). The y-axis represents the average signal in
a 10 bp bin (normalized uniquely mapped reads per 10 million reads). (B) Histograms
showing circadian phase distributions of histone modification rhythms (ARSER: p<0.05).
Mean circular phase is shown in red. The signal in TSS +/− 1 kb was used to determine
H3K4me1, H3K4me3, H3K9ac and H3K27ac binding rhythm phases. The signal in the gene
body was used for H3K36me3 and H3K79me2. Genes without MACS peaks in the
corresponding area (TSS or gene body) were filtered out from the analysis.
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Fig. 5.
Circadian landscape of the cistrome and epigenome of the liver. Phase distributions of
circadian transcriptional regulators, intron cycling RNA transcripts and histone
modifications as shown in Fig. 1C, 2E, 3A and 4B. The mean circular phase of peak binding
is indicated under the name.
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