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An expert system having two stages is proposed for cardiac arrhythmia diagnosis. In the first stage, Fisher score is used for feature
selection to reduce the feature space dimension of a data set. The second stage is classification stage in which least squares support
vector machines classifier is performed by using the feature subset selected in the first stage to diagnose cardiac arrhythmia.
Performance of the proposed expert system is evaluated by using an arrhythmia data set which is taken fromUCImachine learning
repository.

1. Introduction

Developing expert systems formedical diagnosis has received
increasing attention in the literature for the last few decades.
These systems are designed by using knowledge discovery in
patients’ data and machine learning algorithms. They have
potentials to optimize medical decisions, improve medical
treatments, and reduce financial costs [1].

Electrocardiogram (ECG) is graphical representation of
heart’s electrical activity recorded through electrodes posi-
tioned at strategic points on a body. Although it is the oldest
cardiologic test, it continues as the most commonly used
cardiologic test [2]. Cardiac arrhythmias are any alterations
of cardiac rhythm, and they cause disruption in normal
synchronized contraction sequence of heart and influence
pumping efficiency. Their type and occurrence frequency
make characteristic changes on ECG [3]. They are important
causes of morbidity and mortality [4]. Since they can be
suppressed by drugs used in treatment of arrhythmias, early
recognition is important [3].

An automated system for arrhythmia analysis was first
used in the early 1960s [5]. Since then, many methods have
been proposed for arrhythmia diagnosis. Performances of the
important group of thesemethods [6–10] have been evaluated
on the arrhythmia data set taken fromUCImachine learning
repository, which is donated by Guvenir et al. [6].

In [6], an algorithm, referred to as the VFI5 (Voting
Feature Intervals), was proposed for arrhythmia diagnosis.
Its performance was evaluated on the arrhythmia data set by
running 10-fold-cross-validation. In the same study, feature
weights were learned by Genetic Algorithm (GA).

Decision Trees (DTI), Feed-Forward Neural Networks
(NN), and K-Nearest Neighbors (KNN) classifiers with a
variable selection algorithm based on Markov Blanket (MB),
called as HITON, were applied to diagnose cardiac arrhyth-
mia [7]. Such classifiers’ performances were evaluated on
the arrhythmia data set by using 10-fold-cross-validation
procedure for the feature subsets determined by HITON.

Three different machine learning algorithms, namely,
OneR, J48, andNaive Bayes, were used for cardiac arrhythmia
diagnosis [8]. Their performances were evaluated on the
arrhythmia data set by splitting it into two mutually disjoint
sets as training and testing. Three different percentages of
splitting were used as 50% train-50% test, 70% train-30% test,
and 80% train-20% test.

In [9], an Artificial Immune Recognition System (AIRS)
with FuzzyWeighted Preprocessing (FWP) was proposed for
cardiac arrhythmia diagnosis. Performance of the method
was evaluated on the arrhythmia data set by using both 10-
fold-cross-validation and data-splitting procedures. Like in
[8], the same methodology was used for splitting the data set
into training and testing sets.
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A Correlation-Based Feature Selection (CBFS) algorithm
and Random Forests (RF) algorithm were used together as
a diagnosing strategy for cardiac arrhythmia [10]. Strategy’s
performance was evaluated using the arrhythmia data set
with andwithout random sampling by running 10-fold-cross-
validation.

In this work, we propose an expert system based on
Fisher Score (FS) and Least Squares Support VectorMachines
(LS-SVM) for cardiac arrhythmia diagnosis. Its robustness
is examined by running 10-fold-cross-validation using the
arrhythmia data set taken from UCI machine learning
repository. Performance of the method is evaluated in terms
of classification accuracy. Additionally, confusion matrix,
sensitivity, and specificity rates are presented in order to
analyze the system’s performance in detail.

2. Fisher Score (FS)

FS [11] is one of the most widely used supervised feature
selection algorithm for determining the most discriminative
subset of features. It computes a score for each feature and
then selects the desired number of features according to their
scores. Given a data set of 𝑁 records (𝑥

𝑖
, 𝑦
𝑖
)
𝑁

𝑖=1
with 𝑥
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∈ R𝑝

and 𝑦
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∈ {1, 2, . . . , 𝑐}, where 𝑥
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is the input vector which

has 𝑝 features and 𝑦
𝑖
is the corresponding class label, the

most discriminative subset of𝑚 features is determined in two
sequential steps.

In the first step, FSs for all features are computed by using
[12]
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and 𝜇
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of class 𝑘 corresponding to feature 𝑗, respectively. Then, in
the second step, top 𝑚 ranked features with high scores are
selected as the most discriminative features.

3. Least Squares Support Vector
Machines (LS-SVM)

Support Vector Machines (SVM) is a supervised learning
algorithmbased on the structural riskminimization principle
of statistical learning theory [13]. SVMwas first introduced to
machine learning community by Boser et al. [14], and since
then it has been successfully used for both regression and
classification problems.

In classification problems, the objective of SVM is to
separate data into two different classes with amaximummar-
gin while minimizing empirical classification error. Detailed
information about SVM can be found in [13–15].

The major drawback of SVM is its higher computational
load arising from the need to solve the constrained quadratic
programming problem. This drawback is overcome by LS-
SVMproposed by Suykens andVandewalle [16], which solves

a set of linear equations instead of the quadratic program-
ming problem.
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for the record 𝑖, 𝛾 is a regularization parameter, and 𝜑(𝑥
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is a nonlinear mapping function of the records from input
space to higher dimensional feature space.The corresponding
Lagrangian function for (2) is defined as follows:
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where 𝛼
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’s are Lagrange multipliers.
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).

LS-SVM classifier is expressed as in (6) and found by
solving the set of linear equations given in (4) as follows:
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4. Arrhythmia Data

The arrhythmia data set used in this study was taken from
UCI machine learning repository [6]. This data set has 452
ECG records described by 279 features, 206 features are
linear, and the remaining 73 features are nominal. The first
four features are age, sex, height, and weight, and the rest are
features extracted from patients’ ECG signals. Each record
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Table 1: Confusion matrix.

Predicted Actual
Positive Negative

Positive TP (true positive) FP (false positive)
Negative FN (false negative) TN (true negative)
TP represents an instance, which is actually positive and predicted by the
model as positive.
FN represents an instance, which is actually positive but predicted by the
model as negative.
TN represents an instance, which is actually negative and predicted by the
model as negative.
FP represents an instance, which is actually negative but predicted by the
model as positive.

belongs to one of the 16 classes. The class 01 refers to normal
ECG, the classes 02–15 refer to different arrhythmia types,
and the class 16 refers to unclassified records. There are 22
unclassified records in the arrhythmia data set. Additionally,
about 0.33% of the feature values in the data set are miss-
ing. Detailed description of the data set can be found on
http://archive.ics.uci.edu (last accessed: April, 2013).

5. Performance Evaluation

The proposed expert system’s performance is examined by
running 10-fold-cross-validation. Four different measures,
which are classification accuracy, confusion matrix, sensi-
tivity, and specificity, are used for performance evaluation.
Cross-validation procedure and these four measures are
explained in the following subsections.

5.1. Cross-Validation (CV). CV is a widely used statistical
method to evaluate classifiers’ performances by splitting a
data set into two sets as training and testing. In CV, the
training and the testing sets must cross over in successive
rounds, and in this way each record has a chance of being
validated against [17]. For 10-fold-cross-validation, the data
set is divided into 10 equal sized folds, and 10 iterations are
performed. In each iteration step, one of the 10-fold is used
for testing, and the remaining ninefold are used for training.
In this way, at the end of the ten iteration steps, each record
in the data set is used once for testing purpose.

5.2. Classification Accuracy. Classification accuracy is the
most commonly used measure for determining performance
of classifiers. It is the rate of number of correct predictions
made by a model over a data set [18].

5.3. Confusion Matrix. Confusion matrix shows predicted
and actual classifications. A confusion matrix for a classifi-
cation problem with two classes is of size 2 × 2, and it is given
in Table 1 [18].

5.4. Sensitivity and Specificity. Sensitivity is the true positive
rate, and specificity is the true negative rate [18]. They are
defined as in (7) and (8), respectively,

2D grid 
search

Fisher Score

Diagnosing result

LS-SVM

Data set with P features

Data set with M selected features (M < P)

Figure 1: The proposed expert system’s architecture.

Sensitivity =
TP

TP + FN
, (7)

Specificity =
TN

FP + TN
. (8)

6. The Proposed Expert System

The proposed expert system for arrhythmia diagnosis is
described in this section. The system has two stages. Its
architecture is given in Figure 1.

In the first stage, the feature selection algorithm FS is
used to reduce the feature space dimension of the arrhythmia
data set, and different sets of features are obtained. Then,
in the second stage, LS-SVM classifier is performed on
these feature subsets, meanwhile parameters of the classifier
are optimized by using two-dimensional (2D) grid search.
According to the performance results of different feature
subsets, the most discriminative feature subset with the best
classifier parameters are chosen, and the optimal model for
expert system is created.

LS-SVM has a Gaussian kernel function given by

𝐾(𝑥, 𝑥
𝑖
) = exp (−

1

2𝜎2
(𝑥 − 𝑥

𝑖
)
2
) . (9)

Parameters of LS-SVM, which are penalty factor 𝛾 and kernel
width 𝜎

2, are optimized by using 2D grid search.

7. Experiments

In our experiments, unclassified records (class 16) are
excluded from the data set, and the rest of the records
(430 records) are grouped into two categories as presence
(class 02–15) or absence (class 01) of arrhythmia. The nearest
neighbour method is used to impute missing values.

The nearest neighbour is one of the most popular
nonparametric missing value estimation methods. Its main
advantage is its simplicity.Themethod uses different distance
metrics to determine the similarity between the target and the
reference records [19]. In this study, distances are computed

http://archive.ics.uci.edu
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Table 2: Classification accuracies for tenfold.

Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Fold-6 Fold-7 Fold-8 Fold-9 Fold-10
%90.69 %76.74 %72.09 %81.39 %86.05 %90.70 %81.40 %79.07 %88.37 %74.42

Table 3: Confusion matrix of the proposed expert system.

Predicted Actual
Arrhythmia Normal

Arrhythmia 157 49
Normal 28 196
Total 185 245

by using well-known Euclidean distance. The distance from
record 𝑖 to record 𝑗 is given by

𝑑 (𝑥
𝑖
, 𝑥
𝑗
) = √(𝑥

𝑖
− 𝑥
𝑗
)
𝑇

(𝑥
𝑖
− 𝑥
𝑗
), 𝑖, 𝑗 = 1, 2, . . . , 𝑁.

(10)

Missing feature values in the records are filled with the
corresponding feature values of the nearest neighbour record
which is selected by using (10) as themost similar record from
the same class.

In the proposed expert system, LS-SVM classifier is
trained nonincrementally. Therefore, the system is order
independent [20, 21]. Performance evaluation of the sys-
tem is made by running 10-fold-cross-validation. LS-SVM
parameters (𝛾, 𝜎2) are selected by using 2D grid search on
the intervals [0.001, 1000]. In the experiments, 55 different
feature subsets and 400 different LS-SVM parameters sets for
each feature subset are tested.

The experiments are performed in the following sequen-
tial steps.

Step 1. Different subsets of the features are obtained by the
feature selection method FS.

Step 2. The arrhythmia data set is randomly split into 10-fold
of almost equal size while maintaining the class distributions
in each fold roughly the same as those in the data set.

Step 3. One of the feature subsets obtained in Step 1 is fed into
LS-SVM.

Step 4. LS-SVMparameters are set to initial values, which are
the first values of the selected intervals for the parameters.

Step 5. LS-SVM with the determined parameter values is
performed by running 10-fold-cross-validation.

Step 6. Classification accuracies of tenfold and overall classi-
fication accuracy of these tenfold are obtained.

Step 7. If all values in the intervals are fed into LS-SVM,
then LS-SVM parameter values with the highest overall
classification accuracy are recorded for the relevant feature
subset; go to Step 9, otherwise go to Step 8.

Step 8. New values of LS-SVMparameters are determined by
2D grid search on the intervals; go back to Step 5.

Step 9. If all feature subsets are fed into LS-SVM, then go to
Step 11, otherwise go to Step 10.

Step 10. Anew feature subset is fed into LS-SVM, and go back
to Step 4.

Step 11. The feature subset with the highest overall classifica-
tion accuracy is chosen as the best discriminative subset, and
the relevant parameter values are used for optimumvalues for
LS-SVM classifier.

8. Discussions

In our experiments, the highest overall classification accuracy
is achieved when size of the feature subset is 65, and LS-SVM
parameters are as follows: 𝛾 = 0.1 and 𝜎

2
= 5.

10-fold-cross-validation results of the proposed expert
system with this feature subset and LS-SVM parameters are
summarized in Tables 2, 3, and 4. Classification accuracies
for tenfold are obtained as in Table 2.

Overall classification accuracy of the proposed system
is computed by averaging the classification accuracies of
tenfold, which is 82.09%.

In order to analyze the proposed expert system’s perfor-
mance in detail, a confusion matrix is built and sensitivity
and specificity measures are computed. Table 3 shows the
confusion matrix of the proposed expert system.

Sensitivity and specificity rates of the proposed expert
system are obtained as 84.86% and 80.00%, respectively.

In order to make a comparison, classification accuracies
of the studies in the literature and our proposed expert system
are given in Table 4. Performances of all methods given in
Table 4 were evaluated on the same cardiac arrhythmia data
set taken from UCI machine learning repository.

It can be seen from the comparison table that the
proposed expert system achieves a remarkable classification
accuracy rate of 82.09% and it is superior to other methods
except RF-CBFS with random sampling strategy. Note that
the classification accuracy rate of 90% for the RF-CBFS
method was achieved by randomly sampling the data set so
that the class distributions were changed in the training stage.

9. Conclusions

In this work, an expert system based on FS and LS-SVM
is proposed for cardiac arrhythmia diagnosis. A Gaussian
radial basis function is used as a kernel of LS-SVM, and the
parameters of LS-SVMare optimized by using 2Dgrid search.
The proposed system’s performance is evaluated using a real
data set with respect to classification accuracy with 10-fold-
cross-validation. Additionally, confusion matrix, sensitivity,
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Table 4: Comparison of proposed expert system with the studies in the literature.

Method Performance criteria Maximum classification accuracy
VFI5-GA [6] 10-fold-cross-validation 68%
DTI-HITON

10-fold-cross-validation
71.87%

NN-HITON [7] 60.38%
KNN-HITON 65.30%
OneR

70% train-%30 test
58.09%

J48 [8] 74.26%
Näıve Bayes 75.00%

AIRS-FWP [9] 10-fold-cross-validation
80% train-%20 test

76.20%
80.71%

RF-CBFS [10]
RF-CBFS with random sampling 10-fold-cross-validation 76.30%

90.00%
Proposed expert system (FS-LS-SVM) 10-fold-cross-validation 82.09%

and specificity rates are presented for further analysis of the
system.

The experiments on the arrhythmia data set show that
65 features are sufficient for the proposed expert system to
perform significantly well in distinguishing among normal
and arrhythmia ones, and the system achieves a remarkable
classification accuracy rate of 82.09%. The sensitivity and
the specificity rates are obtained as 84.86% and % 80.00,
respectively. According to empirical results, it is concluded
that the proposed expert systems can help clinicians make
better diagnosis of cardiac arrhythmia.
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