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Abstract
Phase correction of Fourier Transform – Ion Cyclotron Resonance (FT-ICR) mass spectrometry
data allows the spectra to be presented in absorption mode. Absorption mode spectra offer
superior mass resolving power (up to a factor of 2), mass accuracy, and sensitivity over the
conventional magnitude mode. Hitherto, the use of absorption mode in FT-ICR mass spectrometry
has required either specially adapted instrumentation or a manually intensive process of phase
correction or has ignored the potentially significant effects of image charge and the associated
frequency shifts. Here we present an algorithm that allows spectra recorded on un-adapted FT-ICR
mass spectrometers to be phase corrected, their baseline deviations removed, and then an
absorption mode plot presented in an automated manner which requires little user interaction.

INTRODUCTION
Mass resolving power is one of the key performance metrics of mass spectrometers.
Increased mass resolving power, and associated benefits such as improved mass accuracy, is
particularly beneficial for the study of both complex mixtures (for example natural organic
matter or crude oil) and very large molecules (for example bio-macromolecules such as
proteins or synthetic polymers). Currently, Fourier Transform - Ion Cyclotron Resonance
Mass Spectrometers (FTICR MS)1, 2 offer the best mass resolving powers and mass
accuracies of any type of mass spectrometer but there is still scope for improvement which
will allow new problems to be investigated.

Mass accuracy and mass resolving power of FT-ICR MS instruments can be increased by
increasing the strength of the magnetic field,3 but this approach, whilst successful, is highly
capital intensive owing to the cost of the superconducting magnets required. Fortunately,
other approaches are available which can also bring significant additional improvements in
mass resolving power and mass accuracy; for example, recent improvements in FT-ICR cell
designs which have shown dramatic performance enhancements over the original cell
designs.4–9

Perhaps the least well known potential improvement to FT-ICR MS performance is the use
of absorption mode spectra in place of the more conventional magnitude mode spectra.
Since the development of FT-ICR MS, in the 1970s,1 it has been recognised that absorption
mode spectra would offer up to a two-fold improvement in mass resolution and mass
accuracy over magnitude mode spectra.10–12 Unfortunately, the difficulties involved with
producing absorption mode mass spectra have hindered their widespread application in FT-
ICR MS.
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FT-ICR MS, Absorption mode and the Phasing Problem
The motion of ions in an FT-ICR MS instrument is recorded as a time domain transient. This
transient is then Fourier transformed to a frequency spectrum in order to detect the
component ion oscillation frequencies. The recorded oscillation frequency of a given ion is a
function of its mass-to-charge-ratio (m/z), and so the frequency spectrum can be calibrated
into a mass spectrum.

Fourier transformation of a time domain ICR signal produces a complex output which can
be expressed in either polar (Magnitude and Phase) or Cartesian (Real and Imaginary) terms.
Standard trigonometric relationships can be used to convert between these two coordinate
system options. The magnitude mode spectrum that is produced by all commercial FT-ICR
MS instruments plots the frequency against the magnitude component of the Fourier
transformation of the time domain ICR signal. The absorption mode spectrum would plot
the frequency against the real part of the Fourier transformation of the time domain ICR
signal, if there was no phase shift in the signals of ions of different m/z.

Unfortunately, the typical mode of operation of FT-ICR MS instruments imparts a large and
varying phase shift across the spectrum which prevents the absorption mode spectrum from
being calculated as easily as is described above. This phase shift comes from two sources.
Firstly, the ions within the FT-ICR cell are excited, prior to detection, by means of an
excitation waveform which usually takes the form of a linear frequency sweep; an ion will
undergo excitation when its reduced cyclotron frequency matches that of the excitation
waveform. Therefore, ions of different m/z are sequentially excited at different times during
this frequency sweep. Then, secondly, once the excitation waveform has completed, there is
a time delay (typically a few milliseconds), before the detection circuitry begins to record,
during which all ions will continue to precess around the magnetic field axis. The total phase
shift exhibited by an individual ion, ignoring the effect of image charge and other field
imperfections, which will be discussed later, can be calculated13:

(1)

where φi is the phase shift experienced by an ion of a specific m/z, φ0 is a constant phase
shift (corresponding to the angular displacement between the excitation and detection
electrodes in the FT-ICR cell), ωi is the angular frequency of the ion and tTotal is the sum of
the time from excitation of that ion to the end of the frequency sweep (tExcite) and the delay
time between the end of the frequency sweep and the beginning of the transient recording
(tDelay), as shown in Eqn (2).

(2)

tExcite can be expressed in terms of the parameters of the frequency sweep:

(3)

where ωFinal is the final frequency in the frequency sweep and R is the sweep rate. So,
combining (2) and (3) into (1):

(4)

Or,
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(5)

Eqn (5), the ab-initio phase correction function, demonstrates that the phase shift, and hence
the phase correction function, should be expected to vary in a quadratic relationship with
ICR frequency. This function can be used to calculate the phase shift for all frequencies and
hence allow the absorption mode spectrum to be calculated as:

(6)

As an added complication, the reported phase angle, as returned by the Fourier
transformation (θ), will be restricted to values between –π and π (and beyond this returns to
–π again – a feature known as phase wrapping). It is therefore necessary to add an additional
2π onto the reported phase angle for every extra rotation of the ions. As tTotal is relatively
long compared to 1/ωi, the number of phase wraps across an FT-ICR MS spectrum can be
very large – many thousands or tens of thousands of radians. This makes it very difficult to
identify the phase correction function and this is why virtually all FT-ICR MS instruments
to date have relied on magnitude mode spectra, which do not require the phase shift to be
calculated.

Methods for solving the phase shifting and wrapping problems in order to allow the use of
absorption mode mass spectra, or small portions of spectra, for FT-ICR MS have been
presented previously. Algorithms for producing absorption mode spectra of single peaks;14

across a narrow m/z range;15 or for a complete spectrum, providing the peaks in the
spectrum are sufficiently widely spaced,16 have been available for more than a decade.

More recently, general methods for producing absorption mode spectra have also been
developed.17–19 These general methods for producing absorption mode spectra from FT-ICR
MS data are successful but suffer from specific drawbacks which prevent them from being
widely applied. The method of Beu et al.19 requires a specially adapted instrument which
can simultaneously excite and detect ions in the FT-ICR cell. The method of Xian et al.17

requires that the FT-ICR mass spectrometer record accurate data about the parameters with
which the spectrum was recorded (excitation scan and scan rate parameters and the delay
time between the end of excitation and the beginning of the detection phase) in order to
provide the data which allows the ab-initio phase correction function (Eqn (5)) to be used to
produce the absorption mode spectrum, only requiring iterative adjustment of φ0, the
intercept term. Historically, few commercial FT-ICR MS instruments have recorded this
data. For example, this information has only been provided on Bruker FT-ICR MS
instruments since 2010.

A more important drawback of the method described by Xian et al. is that it does not, in
most cases, produce accurately phase corrected absorption mode spectra. This may be
because the ion frequencies before and after excitation will differ, as a result of the image
charge effect13, 20 and other field inhomogeneities (including space charge), and the method
does not correct for these changes.

The image charge effect will, to a first approximation, cause the frequency of the ion after
excitation (ωi) to shift by a small, but significant, constant frequency (ΔωK), independently
of mass (but dependent on charge) as a result of the change in orbital radius in the cell:
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(7)

Note that this relationship would also be the simplest way of allowing for the frequency
shifts which would result from other types of field inhomogeneities, hence this relationship
could be generally used to allow for more complex effects than just image charge alone.

The total phase shift exhibited by an individual ion, allowing for frequency shifts associated
with image charge, can be calculated as:

(8)

So, combining Eqns 3, 7 and 8 gives:

(9)

Which can be rearranged to:

(10)

And so,

(11)

The exact value of ΔωK will vary depending on the charge of the ion and the image charge
conditions in the cell (which will, in turn depend on the ion population, the cell design and
the experimental parameters selected (including the amplitude and duration of the excitation
signal which will, in part, determine the change in the ion oscillation radius)).

So, including the effect of image charge, as can be seen in Eqn(11), the phase correction
function remains a quadratic function, but the curve may be significantly different from that
predicted using Eqn(5). Other electrical field imperfections experienced by the ions in the
FT-ICR cell, including those resulting from space charge, could also cause the ICR
frequency of the ions to change before or after excitation, but the final phase correction
function would remain quadratic in character and we expect that the image charge
component may be the most prominent of all the frequency adjusting effects.

As the effect of image charge on the ion frequencies will vary from spectrum to spectrum
and is difficult to predict or measure reliably or accurately, the method of Xian et al. can
only be applicable to specially adapted instruments designed to minimize the effects of
image charge, for example by using very large cell designs, such as that used by Xian et al.;
or experiments where the ion population is kept very low; or experiments where the
excitation radius of the ions is minimised.

For example, as can be seen in Figure 1, the phase correction function generated by the
method described by Xian et al. apparently overestimates the phase shift of ions compared to
the phase correction function calculated using the Autophaser algorithm described later in
this manuscript. We have ascribed this difference to the fact that the method of Xian et al.
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does not take into account any potential reduction in the oscillation frequency of the ions,
after excitation, due to the image charge effect. This reduction in ion oscillation frequency is
significant in the results seen from all FT-ICR mass spectrometers in our study and means
that the ab initio phase correction function cannot normally be used to phase correct these
spectra. An example of the absorption mode spectrum which results from applying the
method of Xian et al. to an example spectrum is provided in Supplementary Information.

Modelling studies are planned which will investigate whether the image charge effect alone
can explain the apparent frequency shifts in the ions or whether other field inhomogeneity or
imperfection terms may also be required.

The final previously published method of producing absorption mode spectra, that of Qi et
al.,18, 21, 22 does not require that the instrument on which it was recorded be specially
adapted (with simultaneous excitation and detection or an extra-large cell) and can easily
allow for frequency shifts during excitation, such as those resulting from the image charge
effect. The method produces a general quadratic phase correction function of the type:

(12)

where a, b and c are coefficients which are solved for as part of the method and which take
into account the image charge effect. It is not necessary to extract exact values for the
frequency sweep rate (R), upper frequency limit (ωfinal), time delay (tDelay), the initial phase
shift (φ0) or the image charge effect (ΔωK): once the appropriate values for a, b and c are
found, the general phase correction function (Eqn (7)) can be applied directly to produce
absorption mode spectra.

There are, however, potential drawbacks to the method of by Qi et al. First, this method
requires that the spectrum used to calculate a phase correction function has a sufficient peak
density across the whole mass range of interest (a petroleum sample, for example, provides
such high peak density over a wide mass range). Furthermore, the process presented by Qi et
al. can be manually intensive (taking of the order of two hours to phase a single mass
spectrum), it requires an expert user and is difficult to automate in practice. These
drawbacks may prevent its broad application.

The method presented here, which we call the Autophaser algorithm, offers the advantages
of the method of Qi et al., in that the frequency sweep rate, upper frequency limit, time delay
and initial phase shift need not be known and the method is not affected by variable effects
of image charge, but is automated and can therefore be easily applied to large collections of
FT-ICR MS data.

METHODS
The Autophaser algorithm has six steps:

1. Peak Detection

2. Initial fitting to a reduced m/z range (Followed by the Iterative Tune procedure)

3. Extension of the initial fit (Followed by the Iterative Tune procedure)

4. Fitting of the complete spectrum (Followed by the Iterative Tune procedure)

5. Peak symmetry adjustment

6. Baseline correction
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Peak detection
It is only for values taken from spectral peaks that the required frequency, magnitude and
phase data can be obtained. For other points in the spectrum, the phase value contains no
information, as it is based only on noise. Therefore, the Autophaser method requires that a
peak detection algorithm be run which extracts the frequency, magnitude, and phase of
peaks in the frequency spectrum derived by Fourier transformation of the time domain
transient. This data is passed to subsequent components to produce the phase correction
function.

Initial fitting
In order to provide an initial estimation of the phase correction function, the algorithm
undertakes a brute force fitting on a subset of the complete spectrum. In normal practice, this
region has commonly been selected to have to a mass range in the region of ± 40–250 m/z
around the central mass.

As shown in Eqns (5) and (11), the phase correction function will have a quadratic
relationship to the ICR frequency (for a spectrum recorded with a linear frequency sweep
excitation or stored waveform inverse Fourier transform (SWIFT) excitation with a
quadratic phase shift function23), and any quadratic function can be minimally defined by
three points. Therefore, candidate phase correction functions for this initial region are
generated by automatically selecting three peaks across the region: the largest detected peak
(in magnitude mode) in the first, middle and last sections of the spectral portion. The first of
these peaks is set to a relative phase wrap, n0, = 0. Values for the other two peaks (n1 and
n2) are then scanned through available integer values of n between 0 and 2000. This range
for n was empirically determined on data recorded on a number of different FT-ICR MS
instruments. A wider range may be needed on other instruments. It should be noted that this
method uses a least squares fitting approach and so obviously requires that there be at least
three peaks in the initial region.

For each automatically generated value of ni, the corresponding correction values of φi are
calculated according to the relationship:

(13)

For each set of ni, least squares fitting is used to solve for a quadratic relationship (Eqn (12))
between frequency and phase shift and values of a,b and c are produced. From these values,
the relative phase shift for all peaks in the region can be calculated and this information is
used with Eqn (6) to calculate an absorption mode amplitude for each peak. A figure of
merit for the quality of this trial phase correction function can be produced using the
following method.

With the correct phase correction function (derived from the phase wrap values assigned to
the three selected peaks), the intensity of all peaks in the initial test region (discounting
harmonic peaks and those from external noise) in the absorption mode spectrum would be
maximised. Therefore, in order to understand the quality or success of the phase correction
function, a Figure of Merit (FoM) is calculated for each peak expressing the accuracy of the
phase correction:

(14)
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The total FoM (FoMTotal) for a given phase correction function, for a spectrum or part of a
spectrum containing N peaks is:

(15)

This FoMTotal is recorded (based on all peaks in the initial region) for all tested
combinations of ni for the three test peaks, and the combination which results in the highest
FoMTotal is used to define the initial phase correction function that is passed onto the next
section of the Autophaser algorithm. If no distinct maximum is found then this may indicate
that the initial region used was too wide and the relative phase shift across that region
exceeded 2000 cycles, or that the region contained a large proportion of low intensity peaks
for which spectral noise had degraded the quality of the peak definition (peak maximum
frequency and phase). So, the user must either reduce the length of the initial region to
assess whether the relative phase shift was too great or adjust the parameters of the peak
detection to avoid including poor signal-to-noise peaks.

In the absence of any other information, fitting to the initial region would require four
million calculations (n can be any integer value between 0 and 2000 for two peaks, hence
the total number of combinations of ni for the three peaks is 20002). However, it is possible
to dramatically reduce the numbers of possible valid combinations of ni for all three peaks
because it is known that although the phase correction function is quadratic, the function is
actually very close to being a straight line, over a small mass range. Therefore, with n1 for
the first peak held at zero, n2 for the second peak set at a known value (between 0 and 2000),
and the frequency of all three peaks known, linear extrapolation can be used from the first
two peaks to define a relatively small potential range of n3 for the last peak (usually a range
of ± 5, around the linear extrapolation of points n1 and n2 at the frequency corresponding to
n3). In practice, this method of predicting a small range of values of n3 for the third peak, for
every loop, reduces the total number of calculations done in the initial fitting region by two
to three orders of magnitude.

Iterative Tuning Method
The key component in this algorithm is the method by which the correction function is tuned
after steps 2, 3 and 4, to improve the quality of the phase correction function.

If one plots peak frequency against FoMPk for a situation where the phase correction
function is not correct, the points will lie on a periodic function of the type:

(16)

Where g, h and j are unknown coefficients, and ωi is the ICR frequency of peak i. This
function has the form of the cosine of a quadratic because the residual error between two
quadratics(in this case the true phase correction function and the estimated phase correction
function) is, of course, itself a quadratic and the phase wrapping effect adds the cosine term.

If the phase correction function were correct, all points would line along a line at FoM = 1.
An example of such a frequency versus FoMPk plot is presented in Figure 2, showing how
the quality of the phase correction functions affects the periodic error function. Points which
lie off the line are a result of noise in the original spectrum preventing the true initial peak
frequency and/or phase from being accurately recorded.
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We use an iterative convergence approach to optimize the phase correction function. In
order to improve the quality of an imperfect phase correction function, for example the
estimated general phase correction function produced by the initial brute force fitting, the
algorithm adjusts the φi value of three arbitrary points on the curve (one each at the lowest
and highest frequencies to be considered and a third at the middle frequency), by small
amounts, and iterates to maximize FoMTotal. These three points used for tuning are simply
points which lie on the curve and are not actual peak positions. In summary, the workflow
for this tuning algorithm is:

• Adjust one of the three points on the initial curve

• Calculate the parameters for the new curve

• Calculate φi for all peaks in the region based on this new curve

• Calculate the FoMPk for each peak (Eqn (14))

• Calculate FoMTotal (Eqn (15))

• Iterate to maximize FoMTotal

This iteration process does not attempt to search the entire three dimensional data space
provided by the variation of the range of potential values of each of the three points. Instead,
we have found it sufficient to iterate the three points sequentially, seeking a gross maximum
each time, and then to repeat this sequence at increasing levels of accuracy until the results
converge upon a consistent maximum value. This greatly reduces the computational
requirements of the iteration; from over 1,000,000 calculations to less than 10,000.

Extension to full spectrum coverage
After the brute force derived initial phase correction function has been tuned using the
method described above, the improved phase correction function can be tested against peaks
detected in a wider mass range of the spectrum (the initial region plus the same spectral
width on either side). The tuning method is used again to provide an improved fit over this
extended region. This extension method can be undertaken several times until one or other
end of the spectrum is reached, with the correction function being tuned after each
extension.

At this point, the correction function can be applied to peaks detected across the complete
spectrum and tuned a final time using the tuning function. Once this process is complete, the
final phase correction function can be applied to the complete spectrum and this can be used
to produce an initial absorption mode spectrum.

Peak Symmetry Adjustment
Because the mass accuracy requirements of FT-ICR MS are high, the initial absorption
mode spectrum will probably require further adjustment in order to maximize the potential
improvements in mass accuracy. In particular, if the initial spectrum had a large proportion
of peaks with a low signal-to-noise ratio (leading to unavoidable errors in accurately
determining the phase and frequency at the peak apices) or if the spectrum had a uneven
distribution of peaks in the frequency domain (which given that there is an inverse
relationship between frequency and mass is likely, if there is a wide mass range of ions in
the spectrum), then the initial iterative tuning procedure may not provide an estimate of the
phase correction function which is sufficiently accurate. In this case, the phase correction
function generated by the tuning method described above will be close, but not close
enough, to the actual phase correction function and the effect of this will be seen in slight
peak asymmetries in the resultant absorption mode spectrum; one side of each peak may be
slightly lower than the other, as shown in Figure 3.
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The residual phase correction error (the difference between the estimated phase correction
function and the true phase correction function) will remain quadratic because the difference
between two quadratics is also quadratic.

These peak asymmetries can be removed and the phase correction function corrected using
the following workflow:

• Estimate the average peak width in the spectrum

• For each detected peak in the spectrum, extract a portion of both the magnitude and
phase corrected phase arrays (the latter being calculated as (θi – φi: from Eqn (6)),
twice the average peak width, centered on the peak.

• Find the optimum phase adjustment value (between −π and π) for each peak, ψi,
which produces the highest minimum value in the Absorption spectrum of each of
the extracted peak sections. Record these phase adjustment values as a function of
the peak frequency.

• By a least squares method, fit a quadratic to the resultant points, as shown in Figure
4.

• Correct the complete phase corrected phase array using the quadratic generated
above (θi –φi + ψi)

• Use this new phase corrected array to plot the absorption mode spectrum.

Baseline Correction
Absorption mode spectra have been reported show two types of baseline distortion,24

specifically a low frequency oscillation (known as baseline roll) and increasing deviations
near large peaks, and in particular groups of large peaks. In our experiments, we do not
normally see baseline roll (this is being further investigated) however, the baseline distortion
close to intense peaks is still present. This baseline distortion could make it harder for peak
detection algorithms to detect low level peaks in such a spectrum and it also affects the peak
intensity of large peaks measured against simple flat thresholds or baselines. Therefore, it
may be advantageous to use some method for removing or ameliorating the effects of the
baseline distortion.

Xian et al. have previously published a method for baseline subtraction, that was developed
specifically for this application.24 However, we continue to use an older, general purpose
algorithm, which, amongst other capabilities (including peak and anomaly detection for
chromatographic, spectroscopic and mass spectrometric data), generates an estimation of
baseline. In order to produce an estimate of the baseline, it is necessary to identify regions of
the spectrum which are not peaks. We identify non-peak regions of the spectrum by a
method which is a development of the techniques described by Williams et al.25 and
Friedman.26 The spectrum is decimated into sections of a length selected by the user
(usually between 3 and 15 points, depending on the spectrum); the median value of each
section is taken. The difference between the median value of each region is compared to that
of the next, and the mean (m) and standard deviation (SDB) of those differences is
calculated. Each section is classified as being accepted as being part of a putative baseline if
the difference between the median value of that decimated region and the next is less than
(m × n.SDB), where n is an integer value set by the user. The accepted points are passed
through a (normally fifth order) Savitsky-Golay filter27 to produce a smoothed putative
baseline for the decimated spectrum. To allow for the various changes in scale for the peaks,
noise and baseline deviation in the uncorrected absorption mode spectrum, three different
values of n are used, and the putative baselines of all three values of n are taken onto the
next stage: this step is analogous to the variable span concept of Friedman’s

Kilgour et al. Page 9

Anal Chem. Author manuscript; available in PMC 2014 April 16.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



supersmoother.26 Linear interpolation of these decimated arrays is used to generate three
arrays (B1, B2, and B3), which provide a putative baseline value for every point in the
original spectrum. An example portion of a spectrum, showing three different putative
baselines, is shown in Figure 5a.

The spectrum is statistically analysed in order to determine the standard deviation (SDs) of
the intensity difference between any point and the next point. Points in the original spectrum
(Si) are classed as being part of the baseline (i.e. not peaks) if they are less than the
minimum of the three putative baseline predictions for that point, plus SDs (Eqn(12)):

(17)

Ignoring points identified by Eqn(12) as being in peaks, the spectrum is re-decimated (again,
by a user controlled parameter – usually between 3 and 15), as are the putative baseline
arrays B1, B2 and B3. A hybrid baseline array is generated comprising, for each spectral
section, the portion of putative baseline arrays B1, B2 and B3 which has the lowest error
relative to the equivalent peak-free spectral portion. This hybrid baseline array is passed
through a second Savitsky-Golay filter (usually third order) in order to produce the final
predicted baseline as shown in Figure 5b. The final predicted baseline can then be subtracted
from the uncorrected absorption mode spectrum in order to produce the baseline corrected
absorption mode spectrum as shown in Figure 5c.

RESULTS
The Autophaser Algorithm produces absorption mode spectra which are comparable to those
produced by the manual method of Qi et al.18 and which show the expected improvements
in resolving power (√3 – 2 fold), signal to noise ratio (√2 fold), and mass accuracy, over the
same spectra when processed in magnitude mode.17, 21 An example spectrum phased by
both methods is provided in the Supplementary Information.

We have applied the Autophaser algorithm to mass spectra of many different sample types
with positive results. For example, a clear benefit can be seen comparing the mass accuracy
of assigned peaks from the analysis of Talisker single malt whisky in magnitude mode and
absorption mode, generated using the Autophaser algorithm. The whisky was diluted 1:100
in 50% methanol/water and analysed on a 12T Bruker Daltonik Solarix FT-ICR MS. The
most intense 2000 peaks were assigned in the magnitude mode spectrum and in the
absorption mode, both with and without background subtraction, using the KMD
algorithm.28, 29 In the magnitude mode spectrum, the average mass error was 0.080ppm ±
0.104 (standard deviation), in the absorption mode spectrum without baseline correction the
mass error was 0.065ppm ± 0.081 and in the absorption mode with baseline correction, the
mass error was 0.066ppm ± 0.084. The slight degradation in mass accuracy after baseline
subtraction was expected and supports the conclusion that in future, it may be better not to
undertake baseline subtraction in order to allow simple peak detection algorithms to work.
Instead, it may be preferable to use improved peak detection algorithms which are capable
of detecting peaks and identifying the true peak amplitude against a moving background
rather than relying on a simple linear threshold method of peak detection. The baseline
detection algorithm described in this manuscript can also be used to detect peaks simply by
using Eqn(17) and selecting and fitting as peak regions those portions of the spectrum which
return a false value.

Regarding the potential of absorption mode spectra to improve the assignment of peaks with
a low signal to noise ratio, we are using the Autophaser algorithm to help localize the site of
binding between a ruthenium compound and bovine insulin in an ongoing study. Figure 6
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shows the major steps in the progress of the phase correction of a ruthenium bound insulin
spectrum. Experimental parameters for this spectrum are provided in the Supplementary
Information.

As has been noted in previous studies, the absorption mode spectrum allows more peaks to
be both detected and assigned, increasing the amount of information that can be taken from
a mass spectrum. For example, in Figure 7, the isotope distribution patterns of two sets of
peaks in the collisionally induced dissociation mass spectra of insulin, after reaction with a
ruthenium compound, are shown. In Figure 7a, the peaks in the unphased spectrum have a
barely discernible isotope spacing pattern, making it difficult to confidently calculate the
charge state and therefore accurately measure the mass of the peak. In Figure 7b, the
absorption mode spectrum has been phased and the isotope spacings are now clearly visible
and can be confidently measured. So, only in the absorption mode spectra can the isotopic
envelope of ruthenium be correctly identified for these peak clusters, and the charge state
assigned.

Both peak clusters, at m/z 1440.854 and 1444.859, were calculated to have a charge state of
+4, therefore allowing an accurate mass to be determined and the peaks to be assigned. The
peak at m/z 1444.859 was identified (with a mass accuracy of −0.37 ppm) as insulin plus the
ruthenium compound, but minus two amino acids: leucine and valine (indicated by asterisks
in the figure). From the unphased data, it had been proposed that the ruthenium metal was
bound to the histidine and glutamic acid residues of the insulin B-chain (His10 and Glu13),
but there was no amino acid loss observed to support this conclusion. The assignment of the
newly identified peak shows loss of both leucine and valine, which are the two connecting
amino acids between His10 and Glu13 at positions 11 and 12 of the insulin B-chain
respectively. Loss of these two amino acids suggests the ruthenium is in fact bound at
histidine and glutamic acid, as this enables the chain to still be connected, whilst the leucine
and valine are cleaved and lost in CAD. The peak at m/z 1440.854 corresponds to a loss of
NH2 from the previous peak, the loss of which could have occurred from a side chain or the
N-terminus of either insulin chain. Therefore, the use of absorption mode spectra can be
shown to allow new and valuable information to be discerned from mass spectra which had
previously been analysed only in magnitude mode. The results of the complete study into the
binding of the ruthenium complex and insulin will be published elsewhere.

Processing times for producing absorption mode spectra will depend on the computer used
to undertake the calculations. On a Dell Optiplex 390 desktop, with a Core i5 processor, 8
GB Ram, 7200rpm hard drive, running Windows 7, it took 30(±~3) seconds to phase an 8M
point spectrum using the Autophaser algorithm programmed in National Instruments
LabVIEW 2012; this includes time to load the file and display the result. This time is based
on 5 sequential runs each, phasing both the ruthenium bound insulin spectrum described
above and a crude oil spectrum described previously.18

CONCLUSIONS
None of the results we have recorded can confirm that it is the image charge effect alone
which is responsible for the apparent shift in ion frequency, hence the necessity of the
modeling studies which were discussed earlier. However all spectra analysed to date have
been seen to require a quadratic form of phase correction function and where the ion
oscillation frequency is apparently reduced after excitation. Therefore, we have seen no
evidence to date which contradicts the expected image charge hypothesis.

Regardless of the cause of the apparent shift in ion oscillation frequency, the method we
have described in this manuscript provides a robust and rapid method of producing
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absorption mode mass spectra from FT-ICR MS data with minimal user interaction. We
have applied this technique to aid in the analysis of different sample types, where the
improved mass resolving power, mass accuracy and improved signal-to-noise ratio has
proven beneficial.

A version of this algorithm, coded in NI LabVIEW 2012 software, is available on request.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
Comparison of the phase correction functions calculated using the methods of Xian et al.17

and the Autophaser algorithm. This data was generated from the spectrum of a Ruthenium
bound insulin complex; experimental details are provided in the Supplementary Information.
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Figure 2.
Showing the improvement in the frequency versus FoM function as the quality of the phase
calibration function is improved.
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Figure 3.
Mass spectral portion showing the difference between the peak shape for a single example
peak (extracted from a mass spectrum generated by atmospheric pressure photoionization of
a crude oil) both before and after peak symmetry correction. The magnitude mode of the
same peak is also shown for comparison.
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Figure 4.
Showing the quadratic least squares fit to the peak symmetry adjustment values. Points
which lie off the line are due to error in correctly registering the phase and or frequency of
the peak apices; this is often found for peaks with low signal-to-noise ratios.
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Figure 5.
An example portion of an uncorrected absorption mode spectrum of insulin, showing the
effect of baseline correction. (a) Showing the original uncorrected spectrum with three
different putative baselines, for three different values of n (at n = 1, 2 and 10 times the
standard deviation respectively). The putative baselines are shown with an offset to improve
readability. (b) The uncorrected spectrum with the final baseline. (c) The baseline corrected
spectrum.
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Figure 6.
Zoomed portion of a frequency spectrum showing the different stages in the Autophaser
process for a Ruthenium-bound insulin sample analysed by electrospray ionization FT-ICR
MS. a) Magnitude mode. b) Absorption mode before phase correction. c) Absorption mode
after phase correction and peak symmetry adjustment, showing final detected baseline. d)
Absorption mode after baseline correction.
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Figure 7.
Magnitude (a) and absorption (b) mode spectra of the same region in the mass spectrum of a
ruthenium compound, bound to insulin (after collisionally induced dissociation).
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