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ABSTRACT
This paper presents a method to improve the navigation
and manipulation of radiological images through a
sterile hand gesture recognition interface based on
attentional contextual cues. Computer vision algorithms
were developed to extract intention and attention cues
from the surgeon’s behavior and combine them with
sensory data from a commodity depth camera. The
developed interface was tested in a usability experiment
to assess the effectiveness of the new interface. An
image navigation and manipulation task was performed,
and the gesture recognition accuracy, false positives and
task completion times were computed to evaluate system
performance. Experimental results show that gesture
interaction and surgeon behavior analysis can be used to
accurately navigate, manipulate and access MRI images,
and therefore this modality could replace the use of
keyboard and mice-based interfaces.

BACKGROUND AND SIGNIFICANCE
One of the most ubiquitous pieces of equipment in
US surgical units is the computer workstation,
which allows access to medical images before and
during surgery. While electronic medical records
and images are widely used, efficiency and sterility
are vital issues in the quality of their use in the
operating room (OR), since computers and their
peripherals are difficult to sterilize1 and keyboards
and mice have been found to be a source of con-
tamination.1 Currently, imaging devices deployed
in the OR are accessible through traditional inter-
faces, which can compromise sterility and spread
infection.1 2 In addition, when nurses or assistants
operate the keyboard for the surgeon, the process
of conveying information accurately has proven
cumbersome and inefficient3 (since spoken dialog
can be time-consuming4) and leads to frustration
and prolonged time for performing the interven-
tion.2 This is a problem when the user (surgeon) is
already performing a cognitively demanding task.
These gaps in sterility and efficiency can be

addressed by adopting hand gesture technologies in
the OR, which are already beginning to gain wide-
spread acceptance in gaming.5 Gestures are a
natural and efficient way to manipulate images6

and have been used in the OR to improve user per-
formance for data entry.7 A touchless8 interface
would allow the surgeon to directly interact with
images without compromising sterility.1 6 9 A
need10 for a sterile solution for surgeons to browse
and manipulate medical images has led to the
development of interfaces enabling non-contact
gesture-controlled human–computer interfaces,

including facial expression,11 hand3 5 9 12 13 and
body gestures,2 5 14 and gaze.11 15 None of these
works utilized surgical contextual information to
disambiguate false recognition. Our working
hypothesis (which extends our previous research3)
is that contextual information such as the focus of
attention, integrated with gestural information, can
significantly improve overall system recognition
performance compared with interfaces relying on
gesture recognition alone.

MATERIALS AND METHODS
Twenty volunteers participated in the experiment
conducted in February 2012. The male/female ratio
was 12 : 8, with male subjects aged 20–33 years
(mean±SD 25.67±4.48) and female subjects aged
18–27 years (mean 22.50±3.42). The study was
approved by the university’s ethics review commit-
tee. Written, informed consent was obtained from
all participants. An MRI image browser application
was developed to test the effectiveness of the
gesture-based interface. The development and val-
idation of the system was performed in three steps.
Step 1: lexicon generation—An ethnographic

study was conducted with 10 surgeons from the
University’s School of Veterinary Medicine to
collect a set of gestures natural for the primary user
of the system (clinicians and surgeons). First, sur-
geons were asked to specify functions they perform
on MRI images in typical surgeries that would be
useful in the OR. When asked about gestures that
could be effective if the interface were only con-
trolled via hand or body gestures, each surgeon
provided a set of gestures corresponding to each
aforementioned function. Each surgeon clearly
showed the gesture assigned to the function (requir-
ing one or both hands), which was recorded. The
gestures were then assembled into lexicons and
compared with find agreements.
The lexicon (shown in table 1) includes gestures

chosen by the surgeons. Within the lexicon, ges-
tures c and d were most popular, with an agree-
ment of six surgeons; the least popular were
gestures g and h, with only one surgeon choosing
them. The size of the lexicon and the specific com-
mands depend on the type of procedure, and thus
each surgeon offered different choices. Overall, the
surgeons suggested 21 commands in total (one
gesture for each command), but most of the com-
mands were agreed by one surgeon only. Only 10
commands were selected by at least two surgeons.
This was the main criterion to set the lexicon size
to 10 commands/gestures. Among the pool of
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gestures selected by the surgeons, 42% (14 of 33) used both
hands simultaneously.

The 10 gestures selected for the MRI image browser are dis-
played in table 1: ‘clockwise’ and ‘counterclockwise’ rotate the
image; ‘browse left’ and ‘browse right’ browse between images
in a sequence; ‘zoom in’ and ‘zoom out’ toggle between magni-
fied and normal view, respectively; ‘browse up’ and ‘browse
down’ switch between sequences; ‘increase brightness’ and
‘decrease brightness’ alter brightness.

Step 2: development of gesture recognition software—Skeletal
joints (figure 1) were tracked using a software library (OpenNI,
V.1.3.2.3) using the Kinect sensor, which fits a skeleton model
to the user. To discriminate between intentional and non-
intentional gestures,16 the continuous torso and head orienta-
tion, and angles of each arm to the torso were computed from
the skeleton to train a pruned decision tree.17

If the gesture is found to be intentional, the three-dimensional
hand trajectory corresponding to gestural motion is discretized
into a sequence of symbols that encapsulates the velocity of each
hand along each coordinate axis. The sequence of symbols is
then recognized (and the corresponding command is sent to the
MRI image browser) by combining the response obtained
through the Hidden Markov Models (HMMs)18 and the

probability of the evoked command given the previous
command and time between commands.

Step 3: validation of the technology—Three experiments were
conducted to validate the main hypothesis that contextual infor-
mation can be used to accurately detect gestures evoked by the
user.

First, a dataset of 4750 observations (44% ‘intentional’ and
the rest ‘unintentional’ behavior) was collected from two users,
and a decision tree classifier was trained using twofold
cross-validation.

In the second experiment, gesture recognition was evaluated
with a dataset of 1000 gestures performed by 10 users (the
users performed each gesture 10 times sequentially). Each
gesture segment in the video was manually annotated for train-
ing the HMMs through 10-fold cross-validation.

In the third experiment, users were asked to perform a spe-
cific browsing and manipulation task using the MRI image
browser with hand gestures only. The task involved navigating
images in different sequences while performing manipulation
activities on landmarks over 10 trials. Each subject was briefly
trained in the use of the gesture-based interface before the trials.
Task completion time was recorded for each subject. Each
subject was asked to complete a post-study questionnaire and
rate the interface on a Likert-type scale.

Statistical analysis
Statistical analysis was performed with SPSS (V.19.0).
Continuous variables were expressed as mean±SD. Means of
task completion times for the first and last two trials were com-
pared with one-way analysis of variance. p<0.05 was considered
indicative of a statistically significant difference.

RESULTS
The results of the first study showed a mean recognition accur-
acy of 97.9% with 1.36% false positive rate (FPR) through
twofold cross-validation at the peak operating point. True posi-
tives were obtained when users were facing the camera and ges-
turing with their hands. This supports our working hypothesis
that environmental context can be accurately used to detect the
surgeon’s state. An analysis of the proportion of attributes used
at different levels of the decision tree indicated that, initially,
torso orientation was discriminative enough for intention recog-
nition, but further down the tree, all contextual cues provided

Figure 1 Skeleton model for the upper part of the body and tracked
skeletal joints. This figure is only reproduced in colour in the online
version.

Table 1 Gesture lexicon

MRI image viewer command Gesture

(a) Rotate clockwise

(b) Rotate counterclockwise

(c) Browse left

(d) Browse right

(e) Browse up

(f) Browse down

(g) Increase brightness

(h) Decrease brightness

(i) Zoom in

( j) Zoom out
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useful and necessary information (see figure 3 in the online sup-
plementary appendix).

In the second study, several experiments were conducted on
the collected dataset to determine the operating parameters,
which resulted in a gesture recognition accuracy of 97.23%
through 10-fold cross-validation.

In the third study, in-task recognition performance was
studied. A total of 4445 gestures were manually annotated from
videos of the subjects interacting with the MRI browser. At the
end of each trial, each user was asked to assemble a surgical
box. This served as a controlled way to force the user to shift
the focus of attention from the image browser (by turning 90°
away from the sensor). Without contextual information, such
activity could potentially trigger accidental gestures. Figure 2
displays the isolated gesture recognition accuracy of the 4445
annotated gestures. Intent was correctly determined 98.7% of
the time, and mean gesture recognition accuracy (ACC) of
92.58% and 93.6% was obtained for the system with and
without context respectively. ACC is the average of the recogni-
tion accuracies obtained (one for each gesture). In the system
with context, it was found that decrease brightness (table 1,
gesture h) had the lowest mean accuracy (82.5%) and that
browse right and browse down (table 1, gestures d and f) had
the highest mean accuracy (100%).

During the ‘non-intentional’ phase of each trial, segmented
gestures (false positives) were recognized. In the system without
contextual cues, a FPR of 20.76% was obtained, whereas the
FPR was reduced to 2.33% when contextual cues were inte-
grated. One-way analysis of variance indicated that the mean
task completion time (table 2) of the first two trials (75.05 s)
was significantly (p<0.05) longer than the mean task comple-
tion time of the last two trials (47.14 s).

The gestures performed by one typical user were analyzed to
determine the maximum and minimum ranges of each gesture
as functions of maximum grasp range (MGR) (defined as the

radius of the arcs from the shoulder pivots19). The increase
brightness gesture (table 1, gesture g) required the most reach
(100% MGR), and zoom in (table 1, gesture i) required the
least reach (43.79% MGR).

Analysis of questionnaire data (maximum score of 5) showed
that users rated the lexicon of gestures designed with surgeons
as easy to learn (4.40±0.68) and remember (4.05±0.94) and
moderately easy to perform (3.60±0.88).

DISCUSSION
A gestural interface was designed for browsing MRI images in
the OR. The results of this study evaluate the relative import-
ance of hand gestures alone versus hand gestures combined with
environmental context. The main finding is that it is possible to
accurately recognize the user’s (or a surgeon’s in an OR) inten-
tion to perform a gesture by observing environmental cues
(context) with high accuracy.

In comparison with prior work,9 which gauged intent by
checking if gestures were performed in a predefined three-
dimensional workspace, our work uses environmental cues to
determine intent allowing the user to perform gestures any-
where in the field of view of the sensor.

In addition, our algorithm for recognizing dynamic hand ges-
tures (which theoretically allows new gestures to be added)
resulted in a mean gesture recognition accuracy of 97.23%.
Compared with prior work,3 our framework can be extended to
a large gesture vocabulary. These results outperform prior
work20 where Principle Component Analysis and Laplacian
Eigenmaps were used to recognize a lexicon of four and 18 ges-
tures with 95% and 85% accuracy, respectively.

Other relevant prior work13 required the use of voice com-
mands to switch between modes allowing the tracked movement
of the hands to manipulate images (similar to previous
studies21–23 where the position of the hands is used like a
mouse pointer). Alternatively, our system recognizes the move-
ment of the hands to manipulate images. It was also observed
that voice recognition was a problem because of the accents of
the participants and was cited as the main challenge in using the
system.

The hypothesis that contextual information can improve
gesture recognition was validated by the decrease in the gesture
recognition FPR from 20.76% to 2.33%. The significant reduc-
tion (p<0.05) of 27.91 s in the mean task completion time
(table 2) indicates that the user operates the interface more effi-
ciently with experience.

For tracking, a commodity camera was used (Kinect) with a
software development kit, which delivered satisfactory results
for user detection. Nevertheless, the tracking algorithm occa-
sionally failed in the presence of several people in the camera
field of view. More research is required to improve the tracking
algorithm.

Since people perform gestures differently and exhibit intent
to use the system in different ways, it is imperative to collect
high-variance training data (more users), which provides enough
information to accurately train the classifiers. Future work
involves adding more environmental cues such as the position
of a surgical instrument within the patient’s body requiring
further data collection, training, and validation. Once the new
contextual classifiers have been integrated into the system, a
large-scale usability test must be conducted with a phantom
model, similar to those used in surgical training.
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Figure 2 Comparison of gesture recognition with and without
context. The mean gesture recognition accuracy (ACC) across all users
and trials in the experiment testing in-task performance remains
approximately the same with and without context (92.58% and
93.6%, respectively), and the false positive rate (FPR) drops from
20.76% to 2.33% upon integrating context. This figure is only
reproduced in colour in the online version.

Table 2 Mean task completion times of the first two and last two
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No

Mean task completion time
for trial (s)

Mean task completion
time (s)
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