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Abstract

Accurate genetic association studies are crucial for the detection and the validation of disease
determinants. One of the main confounding factors that affect accuracy is population stratification,
and great efforts have been extended for the past decade to detect and to adjust for it. We have
now efficient solutions for population stratification adjustment for single-SNP (where SNP is
single-nucleotide polymorphisms) inference in genome-wide association studies, but it is unclear
whether these solutions can be effectively applied to rare variation studies and in particular gene-
based (or set-based) association methods that jointly analyze multiple rare and common variants.
We examine here, both theoretically and empirically, the performance of two commonly used
approaches for population stratification adjustment—genomic control and principal component
analysis—when used on gene-based association tests. We show that, different from single-SNP
inference, genes with diverse composition of rare and common variants may suffer from
population stratification to various extent. The inflation in gene-level statistics could be impacted
by the number and the allele frequency spectrum of SNPs in the gene, and by the gene-based
testing method used in the analysis. As a consequence, using a universal inflation factor as a
genomic control should be avoided in gene-based inference with sequencing data. We also
demonstrate that caution needs to be exercised when using principal component adjustment
because the accuracy of the adjusted analyses depends on the underlying population substructure,
on the way the principal components are constructed, and on the number of principal components
used to recover the substructure.
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Introduction

For the past years, thousands of genome-wide association (GWA) studies have been
conducted on more than 200 human diseases and traits, and have achieved numerous
successes in identifying susceptibility loci for many complex phenotypes [Hindorff et al.,
2009]. Up to date, for most traits/diseases, the identified loci altogether can only explain part
of the heritability. By design, the majority of the associated single-nucleotide

© 2013 Wiley Periodicals, Inc.

"Correspondence to: Dr. Lin Chen, 5841 South Maryland Avenue W258, Chicago, IL 60637. Ichen@health.bsd.uchicago.edu or Dan
. Nicolae, 5734 South University Avenue, Eckhart 127, Chicago, IL 60637. nicolae@galton.uchicago.edu.
These authors jointly directed the work.

The authors declare no conflict of interest.



1duasnuey Joyiny vd-HIN 1duasnuey Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Liuetal.

Methods

Page 2

polymorphisms (SNPs) are common, with minor allele frequencies (MAFS) = 5%. That is,
they are well represented in the population and thus are less likely to have very strong
effects on disease risk [Feero et al., 2010; Manolio et al., 2009]. In order to further
understand the genetic basis of human traits/diseases, new efforts have been put forward to
identify novel associations with the next-generation sequencing data, in which the entire
allele frequency spectrum is extensively examined [Gilad et al., 2009], placing great
emphasis on rare alleles and their roles in disease risk.

State-of-the-art sequencing data provides an unparalleled opportunity to identify causal
genetic risk variants, though the engagement to rare variants (MAF < 5%) brings new
challenges and makes some issues shared with the GWA data more apparent [Teo, 2008].
On the one hand, it can be argued that highly penetrant risk alleles are more likely to have
low fitness and have lower frequencies in the population, and as such rare variants would be
of great interest for the detection of genetic factors associated with disease risk [King et al.,
2010]. On the other hand, if an allele is very rarely observed in the collected samples,
standard statistical approaches may not have sufficient power to detect its risk association,
especially when considering the expanded number of variants and the stringent genome-
wide significance threshold required in a typical sequencing study [Madsen and Browning,
2009; Morgenthaler and Thilly, 2007; Wu et al., 2011]. To improve power to detect risk
associations, various gene- or set-based association tests have been proposed to jointly
analyze multiple variants in a gene or a set, and have demonstrated great efficiency in real
studies [Dering et al., 2011; King et al., 2010; Madsen and Browning, 2009; Morgenthaler
and Thilly, 2007; Neale et al., 2011; Wu et al., 2011]. Besides the power concern, the
potential confounding effect caused by population stratification is also nonneglectable and
needs to be examined in the context of gene-based association analysis involving multiple
rare and common variants [Mathieson and McVean, 2012;Tintle et al., 2011].

Population stratification refers to the systematic differences in allele frequencies between
different subpopulations. In the presence of population stratification in a case-control GWA
study, different compositions of subpopulations in cases and in controls could cause
systematic differences in allele frequencies between cases and controls, and may confound
the true associations to disease risk. As a result, unaccounted population stratification may
increase the type | error rates in association analyses [Pritchard and Donnelly, 2001]. For
single-SNP inference in GWA studies with common variants only, great efforts have been
extended and efficient solutions have been implemented to detect and to adjust for
population stratification [Devlin and Roeder, 1999; Price et al., 2006; Pritchard and
Rosenberg, 1999]. However, most rare variants do not have a long-standing evolutionary
history and may suffer from different levels of population stratification than common
variants. Thus, it is unclear whether the solutions for GWA studies would continue to be
appropriate in the analyses involving both rare and common variants, especially when
jointly analyzing multiple variants in a gene. In this work, we will show that the effect of
population stratification on gene-based tests depends on the method used for association
testing, the number and the MAF spectrum of SNPs in a gene. Moreover, we will evaluate,
both theoretically and empirically, the performance of two widely used approaches in GWA
studies for adjusting stratification—genomic control [Devlin and Roeder, 1999] and
principal component analysis (PCA) [Price et al., 2006]—in gene-based tests with
sequencing data.

Inflation Factor

Population stratification could cause spurious associations and inflate the test statistics and
significance on a genome-wide scale. The level of inflation is commonly measured by an
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inflation factor A that can be estimated as the ratio of the median (or the mean) of the
observed test statistics to the median (or the mean) of the statistics with no inflation [Devlin
and Roeder, 1999; Reich et al., 2001]. In gene- or set-based association tests, different genes
or sets have different numbers of SNPs, and thus the gene- or set-level test statistics do not
have generally the same null distributions, rendering the inflation factors measured on those
statistics incomparable to each other. As such, we employ the following inflation factor
measured on the log-transformed P -values for gene-or set-based tests:

A= — 2median(log(P — Value))/FX}1 (0.5). (@
2

When stratification is not present, the 2 -values are uniformly distributed and -2 log(~P-

values) are chi-squared, distributed with degrees of freedom 2, and £ X§1(0-5) is the median
of chi-squared statistics with degrees of freedom 2. Using either inflation factor measure (on
the test statistics or on the P-values), when population stratification is not present, the
inflation factor would be one, A = 1; otherwise, A > 1. When both strategies are appropriate,
there is a one-to-one map between the two factors.

Simulation of Case-Control Studies With Population Stratification

We used the ms simulator [Hudson, 2002] to simulate genome-wide genotype data with
certain population stratification. The /ms simulator uses a coalescent approach to generate
genome-wide genotype data for different subpopulations given prespecified parameters.
Those parameters include sample size for each subpopulation, total number of
subpopulations, number of genes, mutation parameter, and migration parameters between
pairs of subpopulations. We assume all subpopulations consist of the same number of
individuals, and denote the number of individuals in each subpopulation as Ag. The
mutation parameter is defined as 4 Vg, where p is the neutral mutation rate. The mutation
parameter is set to be 2, which is equivalent to having two mutations per generation for any
locus. The migration parameter is defined as 4\p/m, where m is the fraction of new migrants
each generation from one subpopulation to the other. A smaller mindicates less
interpopulation migration and more severe population stratification.

We simulated, using /s, case-control studies from two different levels of population
stratifications. In the first scenario, we simulated two subpopulations, A and B, with
relatively distinct ancestries. Each has 500 individuals. The number of genes was set to be
3,000. We set the pairwise migration parameter to be 10 and the migration pattern is
symmetric, i.e., the fraction of new migrants from one subpopulation to the other per
generation is 0.5%. We simulated a case-control study with 500 cases and 500 controls,
randomly sampled with different proportions from the two subpopulations: 58% of the cases
are from subpopulation A and 42% are from subpopulation B; 42% of the controls are from
subpopulation A and 58% are from subpopulation B.

The second simulated scenario is slightly more complicated, consisting of 10 subpopulations
with 500 individuals each. The number of genes was set to be 500. Figure 1 shows the
symmetric interpopulation migration patterns among the 10 subpopulations. The migration
parameters range from 30 to 100, corresponding to the fractions of new migrants per
generation ranging from 1.5% to 5%. Subpopulations with larger migration parameters are
more related in ancestry, e.g., subpopulations A and B are more related than others. We
simulated a case-control study with 500 cases and 500 controls. For the cases, 300 were
sampled from subpopulation A and 200 were randomly sampled from the other nine
subpopulations. The 500 controls were all randomly sampled from the remaining individuals
in the 10 subpopulations. This simulation resembles a study of a disease with higher
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prevalence in a certain subpopulation, and as such most of the cases are from there, although
the rest of the cases and all controls are randomly sampled from the general population.

The simulation parameters were chosen so that, without adjustment for population
stratification, the two simulated case-control studies (one from the two subpopulation and
the other from the 10 subpopulation scenario) suffer from similar levels of inflation in
single-SNP inference.

In order to study the effect of gene size on the inflation factor, we simulated genes of
various sizes, i.e., different number of SNPs, based on the simulated genotype data
described above. We simulated genes of a certain size & by randomly sampling A SNPs from
the simulated genome-wide genotype data. For each gene size under investigation (& from 2
to 50), we generated 50,000 genes. We calculated the burden and the C-alpha gene-based
statistics for these simulated genes. For each gene size, the inflation factor is calculated
based on the median of the P-values given by equation (1).

Evaluation of Genomic Control and PCA With Gene-Based Tests

Many gene-based association tests have been proposed in the literature. To illustrate the
diverse effects of population stratification on gene-based association tests, we discuss two
representative methods, the burden test [Madsen and Browning, 2009] and the C-alpha test
[Neale et al., 2011]. The burden test forms an association statistic for a gene by collapsing
(with weights) the rare allele counts of individual variants in the gene and testing the
association of the collapsed rare allele counts with a binary or a quantitative trait. The
burden test or other collapsing type of procedures [Li and Leal, 2008; Morgenthaler and
Thilly, 2007; Wang and Elston, 2007] are most effective when all rare variants in a gene are
associated with disease risk in the same direction, e.g., all mutations are deleterious.
Whereas, the C-alpha test is based on the sum of individual variant statistics that compare
the observed and the expected variance of rare allele counts in cases for each variant [Neale
etal., 2011]. That is, the C-alpha test is a test for overdispersion of rare alleles in cases and
its power is not affected by the direction of association effects for variants in a gene. For
both the burden and the C-alpha tests, we calculated all ~-values based on 50,000
permutations.

There are two widely used approaches to detect and adjust for population stratification in
single-SNP inference based on GWA studies, genomic control [Devlin and Roeder, 1999]
and PCA [Price et al., 2006]. For single-SNP inference, genomic control assumes that the
effect of population stratification is roughly constant for SNPs in the genome and it adjusts
the association statistics by a common inflation factor. Though controversial [Marchini et
al., 2004], this overarching inflation estimate and the adjustment is commonly used in many
GWA studies. To evaluate the performance of genomic control in gene-based tests, we
examined the constant inflation assumption by studying the inflation factors in genes with
various sizes and different MAF spectrum.

The PCA adjustment does not assume constant inflation for tests performed in the genome.
It uses the top few principal components (PCs; often less than 10) constructed from genome-
wide data to capture the unmeasured substructure in the study, and includes those PCs as
covariates in regression-based tests. To measure the inflation of the burden test with PCA
adjustment, we adapted the burden test to a regression setting. We used the collapsed burden

k
score Sj:ZizlwiGij as the predictor in a logistic regression, where w;is the weight on the
fth variant (all weights were set as 1 in our simulations) and Gjjis the rare allele count of the
#h variant for individual /, and we included the top gPCs (¢ =5, 10) as covariates. We
measured the inflation factor of the burden test by the inflation in the P-values of the
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predictors in the regression, defined by (1). To adjust for population stratification for the C-
alpha test with PCs as covariates, we used the biasedUrn sampling method [Epstein et al.,
2012], which treats the PCs as modeled population substructure and permutes the data set in
a way to preserve the modeled substructure under the null for association testing. That is, if
the PCs completely captures the subpopulation structure, the biasedUrn method could adjust
for population stratification in nonregression-based approaches, such as the C-alpha test.

The performance of PCA adjustment can heavily depend on how the PCs are constructed.
To illustrate this point, we obtained two sets of PCs: (1) PCs constructed from the
standardized genotype matrix [Price et al., 2006] of common variants with MAF > 5%, and
referred as “common PCs” hereafter; and (2) PCs constructed from the standardized
genotype matrix of rare variants with MAF < 5%, and referred as “rare PCs.” In constructing
common and rare PCs, we used roughly the same number of variants in each setting. We
will show with simulations that the performance of PCA adjustment in gene-based tests with
sequencing data may depend on several factors including the nature of the population
substructure, the gene-based association-testing method that is used, the number of PCs used
in the adjustment, and the way the PCs are constructed.

As shown in Figure 2, the inflation factor of the burden test depends heavily on the MAFs of
the variants, and is less dependent on the number of variants in a gene. In this simulation,
the inflation is larger for the more common SNPs (1% < MAF < 5%). In Appendix, we
showed mathematically that as the number of variants in a gene, k; is expanding, the
inflation factor for the burden statistic converges to a distribution that always takes values
greater than 1 under population stratification, and the distribution is dependent on the MAFs
of variants in cases and in controls. The inflation factor of the burden statistic is a measure
of the effect of population stratification on statistics based on collapsed variants. Though
less dependent on gene size, the inflation could differ substantially across genes with
different proportions of rare and very rare variants.

In contrast, the inflation factor of the C-alpha test grows rapidly as the number of variants in
a gene increases, indicating that when using the C-alpha test, larger genes are more prone to
spurious association findings caused by stratification. We have also shown mathematically
that, as the number of variants in a gene increases, the inflation factor of the C-alpha statistic
will amplify on the order of & (see Appendix). Intuitively, the C-alpha statistic is based on
the summation of variant statistics measuring the overdispersion of each variant. Under
stratification, as each variant suffers from population stratification, the C-alpha statistics for
larger genes would accumulate more evidences of overdispersion/stratification, showing a
higher level of inflation.

In summary, for both the burden and the C-alpha test, the inflation caused by population
stratification is unlikely to remain constant across genes that vary in size and MAF
spectrum. Therefore, the constant inflation assumption for genomic control does not hold in
gene-based association tests. As such, directly applying genomic control in gene-based tests
could be problematic because a universal inflation adjustment may underestimate the true
inflation for some genes although overestimating for some others, leading to overall biased
inference on a genome-wide scale.

Figure 3 shows the performance of PCA adjustment for the burden test and the C-alpha test
in the two simulation settings. In the simulation with two subpopulations, either common or
rare PCs could completely capture the substructure in the samples, and adjusting for the top
few PCs would remove the inflation in the gene-level statistics, even for the C-alpha test
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where inflation may accumulate over variants. However, in the more complicated simulation
with 10 subpopulations shown in Figure 3(c) and (d), based on either common or rare PCs,
the top few (up to 10) PCs may not completely recover the subtle substructure in the
samples, and as such can not entirely remove the inflation in individual variant statistics,
leaving different levels of inflation in the gene-based statistics. From our simulations, we
observed different performance of PCA adjustment based on common and rare PCs,
demonstrating that PCA adjustment can be affected by the way PCs are constructed, a
conclusion consistent with Mathieson and McVean [2012].

Discussion

We examined the effect of population stratification in sequencing data on two classes of
gene-based methods, represented by the burden and the C-alpha tests, respectively. The
constant inflation assumption underlying genomic control is apparently violated in
sequencing studies with gene-based tests. Different genes in the genome may display
marbled stratification effects that would depend on the method used in gene-based testing,
and may also depend on the number of variants and/or the allele frequency composition of
the set of variants in a gene. Genes in the genome vary substantially on their sizes, and even
among the genes with the same number of variants, some may have more rare or more very
rare variants. Therefore, a universal inflation factor is not adequate to adjust for stratification
in this context, making a direct application of the genomic control approach less appropriate.

The performance of PCA adjustment depends heavily on how well the ancestry information
is captured by linear principal components. In our simulations, the same number of rare PCs
often outperforms the same number of common PCs. This is consistent with previous work
[Mathieson and McVean, 2012] and with our intuition that rare variants may be recently
derived in the evolutionary history and may capture more ancestry information. However,
rare PCs constructed from linear PCA can be easily influenced by extreme values, and the
standardized sequencing data may contain many extreme values generated from rare allele
counts after standardization, and so they may not always perform better than common PCs.
Moreover, even though adjusting for 10 PCs constructed from rare or common variants
could alleviate the effects of population stratification, the inflation may not be completely
removed if the data has a slightly complicated substructure. When using even more PCs to
capture that structure, power for detecting real associations could be hurt. Besides, including
too many PCs as covariates may also violate the restriction on the number of covariates
allowed in a logistic regression [Peduzzi et al., 1996].

Therefore, the inflation in the PCA-adjusted analysis, similarly to the unadjusted analysis,
may depend on the gene-based testing methods, the number of variants and/or their MAFs in
the genes, and additionally, it may depend on the complication of substructure in the data,
on the way the PCs are constructed and on how many PCs are adjusted. To reach a more
definitive conclusion on how to efficiently construct PCs from rare and common variants, or
more generally on how to adjust for population stratification in gene-based tests with
sequencing data, additional work is needed, and is beyond the scope of this work. In order to
avoid spurious findings in gene-based inference with sequencing data, the aforementioned
issues should be kept in mind, and novel methods should be considered for analysis in gene-
based association discovery studies.
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The Burden Test and Its Inflation Factor Under Stratification

We derive the inflation factor for the burden statistic based on analysis using #tests. The
burden score for individual fis

where wj;is the weight on the #h variant, G;is the rare allele count of the /th variant for
individual j(we use Gj; 4 and Gj; (s for cases and controls, respectively), and kiis the total
number of variants in the gene. The weight does not alter our conclusion, and we use equal
weights: w;=1,7/=1, ..., k

Suppose, we have N cases and N controls. Let P;4 denote the MAF of the th SNP in the
cases and Pj;,denote the MAF in the controls. We use the following test statistic:

N k N k
Z (EGU,A) Zl (ZGMU)
j=

7j=1 \i=1 =1

S= —
N N

For a given set of SNPs, by the central limit theorem under the assumption of no linkage
disequilibrium (LD),

k k
1
SNC/V<§ Q(PL'A _P)iU)7N§ :[2PiA(1_PiA)+2PiU(1_PiU)0 :
i=1 i=1

Note that, under the null hypothesis of no association, and when there is no population
stratification, we have that P;4 = Pj;yfor all 7, and as such, the burden statistic S has zero
mean. It is easy to see that the inflation factor corresponding to this test statistic is given by,

A—&Ql Al
_<X2)+’ (AD)

k 1 %
where Xl:ZiZIQ(Pm —Py), Xo= \/Nzizl[zpm(l =P, )+2P,(1-P,)].

In the following, we derive the limit distribution for this inflation factor, as the number of
SNPs in a gene (or a set) increases (kK — o ). We assume that SNPs are sampled
independently, and we use £ (P,), e.g., to denote the mean MAF in cases for the set of SNPs
where we sample from. From (Al),
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2
(ﬁ- (i(PM —P,.U>/k)>
)\k:N' =1

k
%_;[Pm(l - RA)J’_PIZU(I - PL'U)]

+1.

By the central limit theorem, as & — o, the numerator converges in distribution to a scaled

x distribution, and by the strong law of large numbers, the denominator converges almost
surely. Using Slutsky’s theorem,

Var(P, — P,)
E[PA(l _PA)]+E[PII(1 - PU)]

Ae— 2N - 3+

Note that, population stratification leads to Var(P4 - Py) > 0, and to a limit distribution
shifted away from 1.

The C-alpha Test and Its Inflation Factor Under Stratification

Let gy be the proportion of cases among all samples and 7, be the total rare allele counts of
variant 7, ;=3 j(Gjj a+ Gjj ). The individual variant test statistic

n

2
Ti=( jzlGij.,A —nipo) — nipo(1 = Po) contrasts the observed and the expected variances
k
of rare allele counts for variant 7in cases. The C-alpha statistic is given by T:Zilei,

Let V;denote the variance of individual statistic, V;= Var(7;) > 0. When there is no

T; T;
association and no population stratification, \/‘—/iNN(O’ D Lot mi=E( \/‘71_), with y;>0
under stratification. Assuming all variants are independent,

k k
i=1TLi ~N( i—lﬂi\/‘_fi,1>'

VIV Vi Vi

Similar to (A1), the inflation factor can be measured by

(25:1/11' \/W) ’ 4

k
i:l"/;

=

Assuming there is Hg > 0, such that p;> g for all variants (in fact we need this condition
only for a nonvanishing proportion of the SNPs), then

(% f:hui \/W)Q

1k
z2i=1Vi

(xhvm)

A=k - -
E Vi

+1 > pok -
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We assume £ (V) <« , which is natural for a fixed number of subjects. By the law of large
numbers, as k — o,

= 2
Ak > pok - %4-1:0(]{).

The derivations above assume that all SNPs are independent. In the presence of LD, the
conclusions do not change as long as the “effective” number of SNPs is O(K), i.e., of the
same order as the total number of SNPs. The “effective” number of SNPs corresponds to the
number of independent single-SNP tests, and the assumption is valid as long as the size of
the LD blocks does not increase with the total number of SNPs.
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Figure 1.

A simulation of 10 subpopulations with complex migration patterns. A to J represent 10
subpopulations, each with 500 individuals. The numbers connecting any two subpopulations
represent the migration parameters between them. When a subpopulation is connected with a
group of subpopulations, it has the same migration parameter to each of the subpopulation in
the group. We randomly select 300 individuals from subpopulation A and 200 individuals
from the other nine subpopulations to be the cases; then randomly select 500 individuals
from the remaining subjects in the 10 subpopulations to be the controls.
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1| = = C-alpha: MAF<1%

C-alpha: 1%<MAF<5%
— Burden: MAF<1%
Burden: 1%<MAF<5%

The inflation factors for different gene-based methods vs. the number of variants in a gene.
The inflation factors for the C-alpha statistics (indicated by the dash lines) increase with the
number of variants in a gene under population stratification, regardless of the MAF
spectrum. The inflation factors for the burden statistics (indicated by the solid lines) quickly
converge, but the limit depends on the MAF spectrum in cases and controls.
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The performance of PCA adjustment for the burden and C-alpha tests in two simulations
with different population structures. For the simple substructure in the two subpopulations
simulation, PCA adjustment is adequate to remove stratification, as shown in (a) and (b). For
the more complicated simulation with 10 subpopulations, adjusting for rare PCs outperforms
the adjustment by common PCs, but does not completely remove the effect of population
stratification. The results from PCA adjustment based on PCs constructed from all variants
are between those adjusting for rare PCs and those adjusting for common PCs.
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