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Abstract
Metal ions play significant roles in biological systems. Accurate molecular dynamics (MD)
simulations on these systems require a validated set of parameters. Although there are more
detailed ways to model metal ions, the nonbonded model, which employs a 12-6 Lennard-Jones
(LJ) term plus an electrostatic potential is still widely used in MD simulations today due to its
simple form. However, LJ parameters have limited transferability due to different combining
rules, various water models and diverse simulation methods. Recently, simulations employing a
Particle Mesh Ewald (PME) treatment for long-range electrostatics have become more and more
popular owing to their speed and accuracy. In the present work we have systematically designed
LJ parameters for 24 +2 metal (M(II)) cations to reproduce different experimental properties
appropriate for the Lorentz-Berthelot combining rules and PME simulations. We began by testing
the transferability of currently available M(II) ion LJ parameters. The results showed that there are
differences between simulations employing Ewald summation with other simulation methods and
that it was necessary to design new parameters specific for PME based simulations. Employing the
thermodynamic integration (TI) method and performing periodic boundary MD simulations
employing PME, allowed for the systematic investigation of the LJ parameter space. Hydration
free energies (HFEs), the ion-oxygen distance in the first solvation shell (IOD) and coordination
numbers (CNs) were obtained for various combinations of the parameters of the LJ potential for
four widely used water models (TIP3P, SPC/E, TIP4P and TIP4PEW). Results showed that the
three simulated properties were highly correlated. Meanwhile, M(II) ions with the same
parameters in different water models produce remarkably different HFEs but similar structural
properties. It is difficult to reproduce various experimental values simultaneously because the
nonbonded model underestimates the interaction between the metal ions and water molecules at
short range. Moreover, the extent of underestimation increases successively for the TIP3P, SPC/E,
TIP4PEW and TIP4P water models. Nonetheless, we fitted a curve to describe the relationship
between ε (the well depth) and radius (Rmin/2) from experimental data on noble gases to facilitate
the generation of the best possible compromise models. Hence, by targeting different experimental
values, we developed three sets of parameters for M(II) cations for three different water models
(TIP3P, SPC/E and TIP4PEW). These parameters we feel represent the best possible compromise
that can be achieved using the nonbonded model for the ions in combination with simple water
models. From a computational uncertainty analysis we estimate that the uncertainty in our
computed HFEs is on the order of ±1kcal/mol. Further improvements will require more advanced
non-bonded models likely with inclusion of polarization.
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INTRODUCTION
Metal ions in biology carry out a myriad of important functions and are omnipresent in
proteins.1– 4 More than 25000 structures are returned when you use “metal” as a search
keyword among the approximately 85000 structures in the Protein Data Bank (PDB)
database.5 Metal ions such as calcium, zinc, iron, copper, manganese, nickel, and
magnesium ions form complexes with surrounding amino acid residues, and serve
significant functional roles including structural, electron transfer and catalytic
functions.1–4,6–15

With the rapid development of supercomputers, the modeling of different enzyme systems
has emerged as a rapidly growing field. Molecular dynamics (MD) simulation is a method
based on Newtonian mechanics, which is widely used to investigate the dynamics and
structural properties of protein systems. There are various modeling methods employed to
describe metal ions in MD simulations including the bonded model,5,16–21 the nonbonded
model22–23 and the cationic dummy atom model.24 The bonded model treats the metal ion
and its ligating residues with bond, angle and torsion terms together with point charges and
van der Waals (VDW) terms, which is an accurate way to model the ions that form
coordination bonds with surrounding residues. For instance, Peters et. al developed the
MCPB (Metal Center Parameter Builder) software package5, which is used to facilitate the
modeling of metal ions with a bonded plus electrostatics model in the AMBER force field
(FF).5 However, the coordination number (CN) remains fixed in the bonded model and it is
not designed to simulate ligand switching and CN changes. The nonbonded model treats the
metal ion as a point with an integer charge while the interactions are represented by
Columbic and Lennard-Jones (LJ) terms. The coordination of the metal ion is flexible,
which allows CN switching and ligand exchange at the metal center. However, this model
oversimplifies the interaction between the ions and their surrounding residues. In addition to
VDW and Columbic interactions, charge transfer, polarization and even covalent
interactions also exist between a metal ion and its surrounding ligands.25–27 Furthermore, a
single point poorly represents the charge distribution of most ions. It is usually non-
symmetrically distributed around the metal ion, which could also further change and
redistribute in response to changes in the surrounding environment. The dummy cationic
model is similar to the nonbonded model except it places charges between the metal ions
and surrounding ligands to mimic the directionality of valence bonds.24 Moreover, several
other models, which employ functional forms somewhere between the bonded and
nonbonded model, have also been developed in last two decades.28–35 Meanwhile, several
polarized FF models have been developed that incorporate charge transfer and polarization
effects.36–43

Due to the simplicity of the nonbonded model, it is still extensively used for metal ions in
MD simulations even though more sophisticated potential forms exist. In the nonbonded
model the only parameter one is required to determine is the appropriate LJ parameter.
Åqvist designed LJ parameters for alkali and alkaline-earth metal cations with the hydration
free energy (HFE) as a target property by performing free energy perturbation (FEP)
simulations in 199044 and these parameters have been adopted for use in early AMBER FFs.
Merz developed Zn2+ LJ parameters by reproducing ab intio quantum mechanically
calculated Zn2+--CO2 and Zn2+--H2O geometries and interaction energies.45 Stote and
Karplus characterized Zn2+ LJ parameters based on ab initio QM calculations fitting the
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Zn2+-water potential energy surface as well as experimental data such as the Zn2+-O first
shell distance and absolute HFEs.46 These parameters are now widely used in MD
simulations. However, LJ parameters always have limited transferability between different
water models, mixing rules and simulation conditions.47–50 For example, Babu and Lim re-
optimized LJ parameters for biologically relevant +2 metal (M(II)) cations based on
experimental relative HFE values while the nonbonded interactions were truncated by an
atom-based force switching function.23 Joung and Cheatham developed a new set of LJ
parameters for +1 metal ions specified for use with PME based MD simulations with target
properties including experimental HFEs, the first peak of the radial distribution function
(RDF), lattice energies and constants, as well as QM calculated ion-water interaction
energies.22 Recently Allner et al. parameterized the LJ parameters for the Mg2+ ion based on
the exchange rate.51 Even so, there is a limited literature regarding LJ parameters designed
specifically for M(II) ions in MD simulations employing the PME method, and this is the
focus of the present work.

By employing the thermodynamic integration (TI) method,52–59 we designed LJ parameters
for 24 M(II) ions specifically for use in PME MD simulations. The present work contains
four parts: 1) Transferability testing of the LJ parameters in the extant literature, 2) quadratic
fitting of experimental HFEs and the first peak of the ion-oxygen distance (IOD) based on
the LJ parameter space for four popular water models (TIP3P,60 SPC/E,61 TIP4P60 and
TIP4PEW

62), 3) final determination of the LJ parameters and 4) assessment of these
parameters. Based on our simulation results, we found that the transferability of existing LJ
parameters for M(II) ions is limited. The four water models have different properties and
should be treated separately when designing the parameters. The simulated HFE, IOD and
CN values are highly correlated and there appears to be a one-to-one correspondence
between them. Moreover, due to the simplicity of the nonbonded model, we could not
reproduce all HFE, IOD and CN values simultaneously. Based on different potential
applications, we designed three separate sets of parameters for the TIP3P, SPC/E and
TIP4PEW water models: one for reproduction of experimental HFEs, one for experimental
IODs, and a final set representing a compromise between the former two properties (we term
these the HFE, IOD, and CM sets, respectively). Overall, the HFE parameter set achieved an
error range of ~±1.0 kcal/mol for the absolute hydration free energy and ~±2.0 kcal/mol for
the relative free energy; the CM set achieved an error range of ±25.0 (or ~6% of the total
HFE) to ±40.0 (or ~10% of the total HFE) kcal/mol (depending on the water model) for the
absolute hydration free energy, ~±2.0 kcal/mol for the relative free energy and the IOD set
achieved an accuracy of ~±50.0 to ±75.0 kcal/mol (12% to 17% of total HFE, depending on
the water model) for the absolute hydration free energy. All parameter sets showed generally
good agreement with experimental IOD values with IOD being the best followed by CM and
then the HFE parameter set. In the end, we evaluated the errors of the nonbonded model for
different M(II) ions and found that TIP3P, SPC/E, TIP4PEW and TIP4P water models
experience a successive increase in error. Furthermore, the stronger the coordination
interaction between the M(II) metal ion and water molecules, in general, the larger the errors
in the nonbonded model. This work marks a systematic investigation and determination of
LJ parameters for various M(II) ions that can be employed in PME based MD simulations
and these parameters are compatible with FFs such as AMBER and CHARMM when used
with the PME model.

METHODS
Potential Function and Combining Rules

The potential function Uij (rij) employed in the AMBER FF between non-bonded metal ions
and other particles has the following form:
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(1)

The first term is a 12-6 Lennard-Jones (LJ) potential while the second term is a classical
Coulomb potential. In this formula, εij is the well depth, Rmin,ij represents the distance
between two atoms at their lowest potential energy. rij is the distance between two atoms, e
is the proton charge while Qi and Qj are the point charges for the two particles. In the
AMBER FF, the VDW parameters follow the Lorentz-Berthelot combining rules as follows:

(2)

(3)

The LJ parameters for the water models (TIP3P,60 SPC/E,61 TIP4P60 and TIP4PEW
62)

employed in this work are shown in Table SI.1 in Supporting Information (SI).

Thermodynamic Integration
The free energy calculation of the hydration process employed the thermodynamic
integration (TI) scaling method,52–59 which has been shown to be an accurate method for
calculating the free energy difference between two different states.54 A mixing Hamiltonian
V(λ) between the initial and final states is used in the MD simulation as shown in Equation
4. V0 represents the initial state while V1 represents the final state. λ represents the mixed
thermodynamic state, V(λ) is equal to V0 when λ=0 while λ=1 results in V(λ)=V1. k is an
integer value and k=1 results in linear mixing.

(4)

For the linear soft-core scaling method53 employed in this paper, k=1 in Equation 4 and a λ
dependent modified LJ equation is employed (Equation 5), where rij is the distance between
the vanishing atom and the other atom, α is a constant set to 0.5 and σ equals Rmin,ij/(21/6).
When λ=0 it is identical to a normal form LJ equation while when λ approaches 1 it
displays a smooth interaction between the disappearing atom with its surrounding residues,
allowing them to approach each other closely with a finite energy penalty.

(5)

The derivative of the ∂V/∂λ is integrated to obtain the free energy difference in the constant
pressure and temperature ensemble. The results could also be fit to a cubic spline or
quadratic curve. In this work, we employed the Gaussian quadrature formula55 (Equation 8)
to get the final free energy difference. Herein we run a mixture of NVT and NPT
simulations, so we make the approximation:
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(6)

and

(7)

(8)

In the present work, λ values were set to 0.1127, 0.5 and 0.88729 in a 3-window TI
simulation. λ values were chosen as 0, 0.1127, 0.5, 0.88729 and 1 for 5-window scaling, λ
values were 0, 0.04691, 0.23076, 0.5, 0.76923, 0.95308 and 1 for 7-window scaling, while
for a 9-window TI simulation λ values were set to 0, 0.2544, 0.12923, 0.29707, 0.5,
0.70292, 0.87076, 0.97455, and 1. Each window began from the final snapshot of the
previous window, the windows of λ=0 and 1 serve to equilibrate the system and are not
considered in the final free energy calculation with Equation 8.

Simulation Protocols
a. Modeling and initial structure preparation—All simulations were carried out with
the AMBER 11 suite of programs63 while the modeling and data analyses were performed
using the AmberTools suite of programs.63 A schematic illustration of the work-flow is
presented in Scheme SI.1. First, we created a 43Å×43 Å×43 Å cubic water box surrounding
a dummy atom with the closest distance between any water molecule at 1.5 Å. In total, there
were 2439 water molecules in the system for the TIP3P and SPC/E water models while for
the TIP4P and TIP4PEW water models this number was 2389. We performed a minimization
with 1000 steps of steepest descent minimization plus 1000 steps of conjugate gradient
minimization. A 1 ns NVT heating procedure was followed to heat the system from 0K to
300K. A second 1 ns NVT at 300K was performed to equilibrate the system. To ensure the
correct system density, a 1 ns NPT simulation under 1 atm and 300K conditions was
performed and the final structure was treated as the starting structure for TI simulations in
the NPT ensemble in Method 2 (details below). Finally another 1 ns NVT simulation was
conducted to prepare the initial structure for TI simulations in the NVT ensemble for
Method 1 (details below). For all simulations, periodic boundary condition (PBC) were
employed together with PME to model long-range interactions. The time-step used is 1 fs
with a 10 Å cut off. Test simulations performed by us (see Table SI.2) and others22 indicated
that the results were not sensitive to the choice of cutoff in the TI simulation under PME
conditions. Langevin dynamics temperature control was employed with a collision rate
equal to 5.0 ps−1. SHAKE was utilized for the water molecules for all simulations.

For the determination of the HFE, we used the thermodynamic cycle shown in Figure 1. In
the cycle HFE=ΔGTotal =ΔGVDW+ ΔGEle, where ΔGVDW is the process by which the
VDW term is turned on, ΔGEle involves turning on the Coulomb potential after turning on
the VDW interaction while ΔGTotal represents turning on the VDW and Coulomb potential
simultaneously.

b. Scanning of the LJ parameter space—Overall, the simulations carried out
consisted of two separate methods employing different simulation protocols. Method 1 was
used to obtain HFEs, IODs and CNs for different combinations of the LJ parameters via
scanning parameter space. In this protocol, we performed LJ parameter space scanning for
the M(II) ion-water system with fixed mass 65.4 g/mol (the choice of mass has a limited
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influence on the simulated hydration free energy and radial distribution of the metal ion-
water system). The range of Rmin/2 was chosen from 0.3Å to 2.5Å with a 0.1Å interval and
ε was evenly distributed in the range of 10−6-1kcal/mol with a logarithmic scale (in total
there are 23 different Rmin/2 values, 7 different ε values, forming 23×7=161 different
combinations of LJ parameters for the M(II) ions). All combinations of the LJ parameters
were investigated for each water model in the present work. To balance speed and accuracy,
we used a one-step method (turn on the VDW and electrostatic interactions of the metal ion
in one step) to obtain ΔGTotal. First, the hydration of the metal ion was simulated in the
NVT ensemble using a nine-window TI simulation where each window had a 200 ps
simulation time. The dV/dλ values in the last 150 ps were collected and averaged. ΔGTotal
values were obtained via Gaussian quadrature using Equation 8. Subsequently, we
performed a 1 ns MD simulation with snapshots collected every 1000 steps over the last 500
ps of simulation to obtain IOD and CN values for the metal ions. IOD values were obtained
from a two iteration quadratic fitting of the radial distribution function: the first quadratic
fitting was done for the data within ±0.1 Å of the peak of the first solvation shell, and, in
total, 21 points at 0.01 Å intervals were considered along the RDF. The second quadratic
fitting was performed over the data within ±0.1 Å of the point, which was closest to the apex
of the first fitting. The final IOD value was obtained from this final fit up to two significant
figures. The CN values were determined via integrating the ion-oxygen RDF from the origin
to the first minimum of the RDF. Finally, we carried out the reverse TI simulation to obtain -
ΔGTotal with the same method used to obtain ΔGTotal. The −ΔGTotal and ΔGTotal values
were then averaged in order to determine the HFE.

c. Final parameter determination—For our final determination of the LJ parameters,
we employed Method 2, which is a more consistent method to obtain HFE, IOD and CN
values. Using TI simulations, we determined the ΔGVDW, ΔGEle, −ΔGEle and −ΔGVDW
values (which correspond to the free energy changes for the VDW-appearing, charge-
appearing, charge-disappearing and VDW-disappearing steps, respectively – see Figure 1) in
the NPT ensemble consecutively. For ΔGVDW and –ΔGVDW, we employed a three-window
soft-core scaling method due to its better performance than both linear and nonlinear scaling
methods.53 For these steps each window covered 300 ps and data were collected and
averaged over the last 200 ps of simulation to obtain dV/dλ. The ΔGEle and −ΔGEle values
were all obtained from a nine-window TI simulation of 200 ps where the last 150 ps were
used for data collection. Finally, we obtained the HFE by averaging ΔGVDW+ΔGEle and −
(ΔGVDW+ΔGEle). For all TI simulations in the NPT ensemble, the anisotropic pressure
scaling was performed with a 10 ps relaxation time and the same temperature control as TI
scaling in the NVT ensemble. Finally we modeled the metal ion-water system again,
performed a 2000 step minimization (1000 steps of steepest descent plus 1000 steps of
conjugate gradient), 500 ps NVT heating, 500 ps NVT equilibration and a 2 ns NPT
production run with snapshots stored after every 1000 steps for IOD and CN calculation by
employing the same analysis method as Method 1. The comparison of each step’s results
with different cut off values is shown in Table SI.2, from which we can see (not
surprisingly) there is no remarkable influence on the results for cut off values in the range of
8 to 12 Å when using the PME method.

To estimate computed uncertainties two different methods were used and the results are
given in the Supporting Information (note: the computed uncertainties tables correspond
with the data tables given in the text) as Error analysis Set 1 and Set 2. Note that the Tables
given in the text indicate error with respect to experimental values, while the computed
uncertainties given in SI correspond to uncertainties present in the computations themselves.
For Method 1 The Set 1 computational uncertainty analysis was done by dividing the
forward 150 ps and backward 150 ps of sampling into two 75ps segments and calculating
the HFEs separately and then finally obtaining the standard deviation using the resultant four
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values. While for Method 2, the computational uncertainty of the charge and VDW energy
components were obtained independently in terms of the backward and forward runs. The
VDW runs covered 200ps total with each broken down into two 100ps segments for the
uncertainty analysis (4 total) For the electrostatic runs each covered 150ps total and were
broken down into two 75ps segments for the uncertainty analysis (again 4 total). Finally, the
sum of the uncertainties for the two terms yielded the computed uncertainties in the HFEs.

The Set 2 uncertainty analysis data were obtained from the following equation:64

(9)

Where τA is the autocorrelation time of observable A,  is the standard deviation of
the observable A, T is the sampling time and δA is the standard deviation σ. All of the final
results were reported as 〈A〉±1σ. Here we use 250 fs for Method 1 and for the charge scaling
part of Method 2. While for the VDW scaling part in Method 2, the correlation time was 500
fs. These two values came from several random test simulations we carried out and is also
consistent with similar analyses performed by Shirts et al..64 We can see from the data
provided in SI that the values of the Set 1 HFE uncertainties range from 0.1kcal/
mol-3.5kcal/mol (with an average of ~0.6kcal/mol), while the Set 2 values varied to a lesser
extent (0.7 kcal/mol- 1.0 kcal/mol for an average of 0.9kcal/mol)). Nonetheless, in toto these
computational uncertainty analyses yielded similar average computational uncertainties for
the computed HFEs. Hence, our best estimate of the computational uncertainty in our
computed values is on the order of ±1kcal/mol.

RESULTS AND DISCUSSION
1. Validation tests of several available LJ parameters for M(II) ions

Experimental HFEs, IODs and CNs for 24 M(II) ions are given in Table 1. The general
philosophy of parameter design is to make the best compromise estimate for different
physical properties at the same time. In the first part of our work, we tested the
transferability of LJ parameters, using the PME model and Method 2, for the M(II) ion
parameter sets currently available in the AMBER FF parameter files.44–45 The data from
these simulations are shown in Table 2: Table 2a for the LJ parameters for Mg2+, Ca2+ and
Zn2+ found in the AMBER parm99 FF which is provided in the Amber Package63. In this
FF the Mg2+ and Ca2+ LJ parameters were adopted from Åqvist44 by utilizing the Lorentz-
Berthelot combining rules while the Zn2+ LJ parameters were obtained from Merz.45 Table
2b shows Zn2+ LJ parameters designed by Stote and Karplus46 while Table 2c contains LJ
parameters designed by Babu and Lim.23 These results suggest that the differences between
treating the long-range electrostatics with PME versus other methods cannot be simply
overlooked. For example, Ca2+ in Table 2a has a large difference in the HFE and IOD
values between the method employed in Åqvist’s earlier work44 and the PME method used
in this work. The parameters in Table 2b did not have big differences (0.02 Å) in the IOD
value, but it had significant differences in the simulated HFEs (~70kcal/mol). The values in
Table 2c indicate that Babu and Lim’s parameters are shifted by ~45 kcal/mol from the
experimental absolute HFEs, while they show good agreement with the PME simulations
with respect to reproducing the relative HFEs. However, some metal ions still have notable
differences (for example, Be2+ has a 10kcal/mol difference in the relative HFE and 0.12 Å
difference for the IOD between the two different methods). Based on the results shown
above, we decided that it was necessary to design a set of parameters for the M(II) metal
ions using state-ofthe art PME based MD simulations.
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It is extremely important to note that we are not condemning the earlier efforts all of which
were excellent.44–46 It simply reflects the fact that simulation protocols have evolved to the
point where PME is the accepted standard for the treatment of long-range interactions and it
is possible to carry out very long MD simulations using this model with, for example, GPU
technology.65–72

2. HFE and IOD fitting curves for different water models
We cannot design a satisfactory unified M(II) ion parameter set for all popular water models
since the parameter sets are different for the respective water models, which were shown in
Table SI.1 in Supporting Information (SI). Hence, we performed simulations for different
combinations of the Rmin/2 and ε values for the TIP3P, SPC/E, TIP4P and TIP4PEW water
models, respectively. The HFE, IOD and CN data obtained from Method 1 for each
combination of LJ parameters with these water models are shown in Tables SI.3, and SI.4 in
the SI. Based on the data shown in Table SI.3a (HFE values for TIP3P LJ grids), quadratic
fitting was done for all of the 24 M(II) metal ions for the TIP3P water model and the fitting
curves are depicted in Figure 2. The fitting procedures are discussed in SI and the HFE
fitting curves for all 24 M(II) metal ions for the SPC/E, TIP4P and TIP4PEW water models
are given in Figure SI.1.

Figure 2 indicates similar trends exist with respect to the fitting curves for monovalent ions
from the previous work of Joung and Cheatham:22 HFE increases with a decrease in Rmin/2
and smaller Rmin/2 values with a large ε can yield similar HFE values as a larger Rmin/2
parameter coupled with a smaller ε value. This can be explained by the form of the LJ

potential function (see Equation 10): Since  and , smaller Rmin/2
parameters with bigger ε values and smaller ε parameters with larger Rmin/2 values yield
similar A and B values.79 Furthermore, ε has an exponent of one while Rmin/2 is raised to
the 12th and 6th power in the expression for A and B, respectively. This is the reason why
the HFE is quasi-linearly dependent on Rmin/2 while the dependency in ε is logarithmic.

(10)

Figure 2 shows that generally all of the fitting curves have a similar shape but different
Yintercepts for the TIP3P water model. The HFE fitting curves for the other three water
models (Figure SI.1) exhibited similar behavior. The data in Table SI.3 show that the HFE
differences for the same LJ parameters within different water models could not be neglected.
To specify these differences in a more distinct way, we treated Zn2+ ion as an example and
give its HFE fitting curves with the four different water models in Figure 3. It can be seen
that the two 3-site models (TIP3P and SPC/E) show very similar results and are distinctly
different from the two 4-site models (TIP4P and TIP4PEW). The two 4-site water models
also showed a remarkable difference from each other. Therefore, we concluded it is
necessary for us to design different parameters for the same metal ions for use with different
water models.

Meanwhile, Table SI.4 shows that the four water models generated very similar IOD and
CN values for the same LJ parameters. To elucidate the difference in IOD values for the four
studied water models, we carried out a standard deviation analysis of the IOD values
between each pair of the four water models and display the data in Table 3. Our results
indicate the TIP3P and SPC/E water models have nearly the same IOD values with a 0.00 Å
systematic difference and 0.01 Å standard deviation with each other when using the same LJ
parameters for the metal ions while a similar situation exists between the TIP4P and
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TIP4PEW water models. Generally, there is a 0.02 Å systematic difference between the 3-
site and 4-site water models for the IOD values when the same LJ parameters are utilized for
the metal ions. Meanwhile, IOD fitting curves were obtained from Table SI.4 by following
the same procedures as for the HFE fitting curves. Again, we treated the Zn2+ ion as an
example and depict the IOD fitting curves in Figure 4 (other examples such as Cd2+ and
Ba2+ ions are shown in Figure SI.2 in SI). It can be seen from the figure that the two 3-site
water models share one curve and the two 4-site water models share the other curve,
although in the latter instance there is a slight difference, in agreement with the standard
deviation analysis (Table 3).

As discussed in the introduction, the nonbonded model can simulate the CN switching
processes. There are several non-integer CN values in Table SI.4, which suggests there is
CN switching occurring during the simulations. As an example, we show CN switching in
the MD simulation of a M(II) metal ion with LJ parameters of Rmin/2 =2.2 Å and
epsilon=0.1kcal/mol in a TIP3P water box in Figure 5. We observe the CN switching
between 8, 9, 10 and 11 water molecules during the simulation. Other examples of CN
switching are shown in Figure SI.3, which includes CN switching between 2, 3 and 4 water
molecules when Rmin/2 =1.2Å and epsilon=10−6 kcal/mol, CN switching between 4, 5 and 6
water molecules when Rmin/2 =0.9Å and epsilon=0.01 kcal/mol, and CN switching between
7 and 8 water molecules when Rmin/2 =2.1 Å and epsilon=10−3 kcal/mol of the M(II) metal
ion in TIP3P water box.

A detailed examination of the results contained in Tables SI.3 and SI.4 reveals that, for each
water model, for the points corresponding to the same HFE, they have almost the same IOD
and CN. These results suggest there is likely a relationship between the HFE, IOD and CN
values for the metal ion-water systems, hinting at the strong correlation between the various
solvation properties, which is consistent with earlier work.79 Figure 6 shows the HFE and
IOD fitting curves for six representative metal ions with different sizes in TIP3P water while
Figure SI.4 depicts the HFE and IOD fitting curves for these metal ions in SPC/E, TIP4P
and TIP4PEW water models. From Figure 6 we find that the IOD and HFE fitting curves for
each metal ion are almost parallel with each other and do not have any intersection points in
the investigated range, implying it is hard to find a parameter to reproduce the experimental
HFE and IOD values at the same time for these metal ions. At the same time, the figure also
shows that the difference between the HFE and IOD curves of metal ion begins to decrease
along with increasing metal ion size, which may be due to the simplicity of the nonbonded
model. The electrostatic plus LJ potential approximation underestimates the interaction
energy of the metal ion and ligating residues at short range, especially when there is strong
charge transfer, polarization or even covalent interaction between them. In this situation, if
one wants to reproduce the experimental HFEs, one should have shorter IOD values than the
experimental values. Meanwhile, the nonbonded model is more appropriate for the
monovalent metal ions since polarization and charge transfer effects likely decrease (and
these ions tend to be mostly ionic in nature) allowing the parameters to be designed to fit
both experimental HFE and IOD values simultaneously.22

Therefore, there appears to be no single “perfect” LJ parameter set for the M(II) ions since
none are able to reproduce the experimental HFE and IOD values simultaneously in a
simulation. Hence, we concluded that it was necessary to design several sets of parameters
for these M(II) metal ions to meet different demands. Since our intention is to design LJ
parameters for the M(II) metal ions specifically for PME based MD simulations, we only
designed parameters for the TIP3P, SPC/E and TIP4PEW water models. The TIP4P water
model was modified to produce the TIP4PEW model, which is designed specifically for PME
based simulations.62 First, by treating the experimental HFE values as the target property we
designed the HFE set of parameters for each of the three water models. Next, we designed
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the IOD set of parameters to reproduce the experimental IOD values (due to the limited
experimental data set for IOD, only 16 of 24 ions have IOD parameter sets). In the case of
the IOD, the parameter sets ended up being the same for the three water models. In the end,
we designed the CM (short for compromise) set of parameters for the three water models
respectively, which is a compromise between the HFE and IOD sets using the experimental
relative HFE and CN values as targets. During our parameterization efforts we found that it
was impossible to simulate all the CN values while simultaneously reproducing the relative
HFE values for the CM set of parameters so we compromised on the reproduction of the
CNs for the Be2+ and Sn2+ ions and tried to best reproduce their relative HFEr values. This
lead to the CM parameter set having an average error of ~25kcal/mol in the absolute HFE
(while reproducing the relative HFE) for the TIP3P and SPC/E water models, while for the
TIP4PEW water model this value increased to ~40 kcal/mol.

3. How to find reasonable LJ parameters?
Although numerous points exist on the fitting curves capable of reproducing almost the
same HFE, IOD and CN values, it is still problematic to pick a single point among these to
determine the final LJ parameters. Initially, we wanted to do simulations on the solid-state
salts of these M(II) metal ions together with anions for the different combinations of LJ
parameters, as employed in the protocol of Joung and Cheatham.22 However, it is difficult to
find valid and consistent experimental data for the salts containing the M(II) metal ions we
are dealing with. Our second approach was to pick the point capable of also reproducing the
QM calculated interaction energy between one metal ion with one or several surrounding
water molecules. Unfortunately, we could not obtain reasonable results for all the metal
ions, which likely reflects the simplicity of the nonbonded model. Although for some metal
ions (such as Ca2+) we could get reasonable results, we could not obtain valid results for
most of the ions, especially for the metal ions capable of strong covalent interactions with
the surrounding waters. Furthermore, it also proved difficult to find a standard QM method
protocol largely due to the various electronic states possible for some of the metal ions.

Finally, we selected an alternate way to design the 6–12 LJ parameters. The LJ potential,
which was first proposed by Sir John Edward Lennard-Jones to represent the interaction
between noble gas atoms in 1924 was remarkably accurate for the noble gases and a very
good approximation for neutral atoms and molecules.80 In the function the r−12 term
represents the interaction caused by Pauli Repulsion due to the overlap of the molecular
orbitals at close distance. The r−6 term describes the attraction between the molecules in the
long range due to the dispersion force. Generally, the more dispersive electronic cloud one
particle has, the bigger Rmin/2 and ε value it should have, which is consistent with the
experimental data.81 Using the experimental data81 and the Lorentz-Berthelot combing
rules, we obtained the ε and Rmin/2 values for the He, Ne, Ar, Kr, and Xe atoms (Table 4).
For all of the metal ions treated here, they should have smaller Rmin/2 and ε values than
those of Xe since the biggest metal ion herein, Ba2+ has a smaller Rmin/2 than Xe because of
the same electronic structure but a larger nuclear charge. Furthermore, if one metal ion’s
Rmin/2 value is between that of Kr and Xe atoms, its ε values should be in the range of the ε
values of the Kr and Xe atoms as well. Moreover, if we could get a curve to represent the
relationship between Rmin/2 and ε, together with the HFE and IOD fitting curves we
obtained in the former part, we could determine the LJ parameters for the M(II) metal ions.

To be consistent with the HFE and IOD fitting curves, we produced the curve fittings
between −log(ε) and Rmin/2 shown in Table 4. By treating f(x)=−log(ε) and x=Rmin/2, we
attempted several fits with different functions. Finally, we found that the Slater function f(x)
= C1 × e−C2x with C1=57.36 and C2=2.471 had a better R2 value (0.98265) than the
quadratic fitting (R2=0.94509). We named the curve the Noble Gas Curve (NGC) and
determined the final LJ parameters from the points on this curve.
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4. Final determination of the LJ parameters
The HFE, CM and IOD fitting curves for the Zn2+ ion and the NGC are shown in Figure 7.
It can be seen that the CM fitting curve for the Zn2+ ion is almost in the middle of the HFE
and IOD fitting curves. The original LJ parameters can be obtained as the intersection points
between the HFE, CM and IOD fitting curves with the NGC. After slightly tuning the
parameters, the final LJ parameters can be determined. We employed Method 2 in this part,
which is a more accurate way to obtain the HFE, IOD and CM values. In the VDW-
disappearing and VDW-appearing steps we employed the softcore scaling method instead of
the linear or nonlinear scaling methods due to its better performance over the latter two.53 In
the present work, we also conducted tests among the different scaling methods and the data
is given in Table 5. The L, K4, K6 and SC in Table 5 represent the linear scaling, nonlinear
scaling with k=4, nonlinear scaling with k=6 and soft-core scaling methods, respectively,
while all the windows involved a 300 ps simulation with the last 200 ps used to determine
the free energy changes. It can be seen that the soft-core scaling method gives
betterconverged and consistent results (i.e., the free energy of the VDW-appearing and
VDW-disappearing processes have the same sign) than the other methods. The linear and
nonlinear mixing methods could give consistent results for the small Be2+ ion, but had more
difficulty with larger ion like Ba2+ ions.

The final parameters are shown in Table 6 (the HFE set), Table 7 (the IOD set) and Table 8
(the CM set), while the simulated HFE, IOD and CN values corresponding to each set of
parameters are provided in Table 9. The HFE sets of parameters achieved a ±1 kcal/mol
accuracy, CM sets parameters all reached a ±2 kcal/mol accuracy of relative hydration free
energy while keeping the CN of most M(II) metal ions, the IOD sets of parameters obtained
a good agreement with the experimental IOD values at the same time. Here we treated the
Zn2+ ion as an example again and showed the Radial Distribution Functions for the different
sets of parameters used in Figure 8. It could be seen that the CM parameter set yields a first
solvation peak between those of the other two sets of parameters. Meanwhile, the IOD
values and CN are 1.67Å with 4.1, 1.93Å with 6.0 and 2.08Å with 6.0 for the HFE, CM and
IOD sets of parameters respectively.

5. Assessment of the parameter sets developed in the present work
To further examine the reliability of the parameters determined in this work, in Table 10 we
compared the Rmin/2 values of the HFE set of parameters for the TIP3P water model with
the VDW radii of metal ions82 and LJ parameters for the monovalent ions determined in
Joung and Cheatham’s work.22 The VDW radii of metal ions that have same electronic
structures as noble gas atoms were calculated by Stokes employing the quantum mechanical
scaling principle (QMSP)82 while Joung and Cheatham designed the monovalent ions’ LJ
parameters specifically for PME Molecular Dynamics simulation by treating experimental
HFE values as the primary target.22 It can be seen that our parameters are quite close to the
VDW radii obtained from the QMSP method while the M(II) metal ions all have smaller
Rmin/2 values than those of the monovalent cations in the same period, showing a good
consistency between the sets.

Next we analyzed the percentage errors with respect to the experimental HFE and IOD
values for each of the parameter sets determined herein. These results are summarized in
Tables 11 a and b. From these data we can estimate the maximum error ranges. The values
given in square brackets in Table 11a are for the IOD set, while the unbracketed values
given in Table 11b are for the HFE set with the former indicating the maximum uncertainty
in HFE (~18% in TIP3P for Be2+) if we get the IOD correct, while the latter is the maximum
uncertainty we see in the IOD values (~30% in TIP3P for Be2+) if we get HFE correct.
Hence, these values indicate the maximum error range associated with the modeling of
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M(II) cations using an unpolarized nonbonded model. Moreover we observe the trend that
the TIP3P, SPC/E, TIP4PEW and TIP4P water models have increasing errors successively.
For all four water models, ions like Be2+, Cu2+ and Zn2+ have larger errors presumably due
to their strong coordination interaction with the surrounding waters. The alkaline-earth metal
ions, except for Be2+, have the smallest errors likely due to their preference to form ionic
bonds.

6. Build your own parameters
The experimental HFEs of metal ions can be determined in different ways. In older work,
most of the HFE values of ions were obtained from the NBS compilation on the basis of
conventional values. In this situation, the HFE of the ions would change if the standard
hydration free energy of a proton changes. Marcus treated ΔhydG0[H+]=−1056 kJ/mol ±6 kJ/
mol in Marcus’s literature,73 which comes from ΔhydH0[H+]=−1094 kJ/mol, ΔhydS0[H+]=
−131 kJ/mol or S∞[H+(aq)]=−22.2 J/K. However, various ΔhydG0[H+] values have been
determined recently using different methods.83–87 Tissandier estimated the ΔhydG0[H+]
value by employing the cluster-pair-based approximation,86 while several other works
concerning the computational estimation of the HFE of a proton have been published.83–85

There are also experimental and theoretical efforts that predicted different HFE values from
the targeted values used in this work for the same metal ions.88–89 Regardless, of the choices
made, our data in SI regarding the different combinations of LJ parameters for different
water models would facilitate the design of parameter sets targeting data sets other than the
one we used.73

CONCLUSIONS
First, we tested the transferability of LJ parameters determined in previous work and found
that it was necessary to design new parameters for M(II) metal ions in PME simulations.
Systematic studies were performed to determine the LJ parameters for M(II) metal cations
using different water models with Lorentz-Berthelot combing rules in PME simulations.
Hydration free energies, ion-oxygen distances in the first solvation peak as well as
coordination numbers were determined for various combinations of LJ parameters by
employing thermodynamics integration simulations employing the particle mesh Ewald
summation method to model long-range electrostatics. The results showed there is a
correlated relationship for the simulated HFE, IOD and CN values. A series of curves were
obtained using quadratic fitting procedures by treating the experimental values as targets
based on the original data shown in SI. It was observed that different water models give
different hydration free energies but highly similar structural properties when treating the
same metal ions with identical parameters.

Generally, it is hard to reproduce all the experimental properties of the M(II) metal ions in
aqueous solution using the nonbonded model due to its simplicity, which agrees with the
former work of Ponomarev, Click et al.26 In general, the nonbonded model usually
underestimates the interaction energy between metal ions and surrounding water molecules
and is water model dependent. More interaction terms other than the LJ and Coulomb
potentials should be considered in the force field in order to perform more accurate
modeling of the M(II) metal ions. Meanwhile, polarized force fields36–43 and short-long
range effective force (SLEF),90 which consider short-range interactions such as polarization
and charge transfer effects in more accurate ways, could also be promising methods to solve
the M(II) metal ion parameter dilemma.

Through a consideration of the physical meaning of the VDW interaction, we fit a curve
from experimental noble gas atom data to represent the relationship between the two
parameters in the LJ potential. Along with the fitting curves obtained from scans of LJ grids,
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we arrived at three sets of parameters (HFE, IOD and CM sets) for each of the TIP3P, SPC/
E and TIP4PEW water models employing a more detailed validation method. The HFE
parameter sets used experimental HFE values as the target; the targeted property for the IOD
sets is the experimental IOD values; while the CM parameters’ aim is to reproduce the
relative experimental HFE and CN values. These parameters accurately reproduced the
target properties. We also investigated the underestimation of the HFE by the nonbonded
model for different M(II) metal ions and found the errors are larger for the metal ions that
could form stronger coordination interactions (i.e., covalent bonds) with surrounding waters.
Finally, experimental values for the same M(II) metal ions may be variable due to different
assumptions and standards employed; however, our data presented in SI allows for the
straightforward design of LJ parameters for M(II) metal ions which want to target different
experimental HFE, IOD and CN values than used in our work.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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ABBREVIATIONS

HFE hydration free energy

CN coordination number

PME particle mesh ewald

RDF radial distribution function

LJ Lennard-Jones

TI thermodynamic integration

VDW van der Waals

IOD ion-oxygen distance
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Figure 1.
Thermodynamic cycle for calculating HFEs.
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Figure 2.
HFE fitting curves for 24 M(II) metal ions for the TIP3P water model.
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Figure 3.
HFE fitting curves for Zn2+ in four different water models.
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Figure 4.
IOD fitting curves for Zn2+ in four different water models.
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Figure 5.
CN switching during a MD simulation when Rmin/2 =2.2 Å and epsilon=0.1kcal/mol with
the TIP3P water model.
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Figure 6.
HFE and IOD fitting curves of six representative M(II) metal ions using TIP3P water model.
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Figure 7.
Determination of the three parameter sets for the Zn2+ ion in TIP3P.
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Figure 8.
Radial distribution functions of three sets of parameters for Zn2+ ion in TIP3P.

Li et al. Page 24

J Chem Theory Comput. Author manuscript; available in PMC 2014 June 11.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Li et al. Page 25

Table 1

Experimental values of the HFE, IOD as well as the first solvation shell CN for M(II) metal ions.

Ions HFE (kcal/mol)a Relative HFE (M2+- Cd2+) (kcal/mol) CN IOD (Å)

Be2+ −572.4 −152.9 4b 1.67b

Cu2+ −480.4 −60.9 6b Eq: 1.96±0.04 Ax: 2.40±0.10b

Weighted mean distance: 2.11f

Ni2+ −473.2 −53.7 6b 2.06±0.01b

Pt2+ −468.5 −49.0 n n

Zn2+ −467.3 −47.8 6b 2.09±0.06b

Co2+ −457.7 −38.2 6b 2.10±0.02b

Pd2+ −456.5 −37.0 n n

Ag2+ −445.7 −26.2 n n

Cr2+ −442.2 −22.7 6d Eq:2.08d

Fe2+ −439.8 −20.3 6b 2.11±0.01b

Mg2+ −437.4 −17.9 6b 2.09±0.04b

V2+ −436.2 −16.7 6c 2.21c

Mn2+ −420.7 −1.2 6b 2.19±0.01b

Hg2+ −420.7 −1.2 6b 2.41b

Cd2+ −419.5 0.0 6b 2.30±0.02b

Yb2+ −360.9 58.6 n n

Ca2+ −359.7 59.8 8e 2.46e

Sn2+ −356.1 63.4 6d Eq: 2.33–2.34d

Ax: 2.38–2.90d

Pb2+ −340.6 78.9 n n

Eu2+ −331 88.5 n n

Sr2+ −329.8 89.7 8–15d 2.64±0.04b

Sm2+ −328.6 90.9 n n

Ba2+ −298.8 120.7 9g 2.83g

Ra2+ −298.8 120.7 n n

a
All the experimental hydration free energies were obtained from Marcus, 1991.73;

b
From Marcus, 1988.74;

c
From Takafumi, Iwao et al.75;

d
From Ohtaki and Radnai, 1993.76;

e
From Jalilehvand, Spågberg et al.77;

f
Calculated by the authors from the experimental data;

J Chem Theory Comput. Author manuscript; available in PMC 2014 June 11.



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Li et al. Page 26

g
From Smirnov, Trostin et al.78;

n
Either no experimental data were available or the data were deemed unreliable by Ohtaki and Radnai.
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Table 3

Standard Deviation of the IOD values for the LJ grids.

TIP3P SPC/E TIP4P TIP4PEW

TIP3P 0.00Å 0.00Å±0.01Å 0.02Å±0.01Å 0.02Å±0.01Å

SPC/E ------ 0.00Å 0.02Å±0.02Å 0.02Å±0.01Å

TIP4P ------ ------ 0.00Å 0.00Å±0.01Å

TIP4PEW ------ ------ ------ 0.00Å
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Table 7

Final optimized IOD LJ parameter set.a

Rmin/2(Å) ε(kcal/mol)

Be2+ 1.168 0.00063064

Cu2+ 1.409 0.01721000

Ni2+ 1.373 0.01179373

Zn2+ 1.395 0.01491700

Co2+ 1.404 0.01636246

Cr2+ 1.388 0.01386171

Fe2+ 1.409 0.01721000

Mg2+ 1.395 0.01491700

V2+ 1.476 0.03198620

Mn2+ 1.467 0.02960343

Hg2+ 1.575 0.06751391

Cd2+ 1.506 0.04090549

Ca2+ 1.608 0.08337961

Sn2+ 1.738 0.16500296

Sr2+ 1.753 0.17618319

Ba2+ 1.913 0.31060194

a
The parameters are the same for the different water models.
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Table 10

Comparison of the Rmin/2 values determined herein with earlier values.

Rmin/2 determined for TIP3P water model
by Joung and Cheatham22 (Å)

Rmin/2 of HFE parameter set determined
for TIP3P water model in this work(Å)

VDW radius determined by
Stokes82 (Å)

Li+ 1.205 -------- --------

Be2+ -------- 0.907 --------

Na+ 1.369 -------- 1.352

Mg2+ -------- 1.284 1.180

K+ 1.705 -------- 1.671

Ca2+ -------- 1.528 1.480

Rb+ 1.813 -------- 1.801

Sr2+ -------- 1.672 1.625

Cs+ 1.976 -------- 1.997

Ba2+ -------- 1.842 1.802
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Table 11a

Percent errors of three parameter sets towards the experimental HFEs.a

TIP3P SPCE TIP4PEW TIP4P

Be2+ 0.0%(−4.4%)[−17.9%] −0.2%(−4.4%)[−17.5%] 0.1%(−7.0%)[−21.9%] --(--)[−24.0%]

Cu2+ 0.2%(−5.3%)[−17.7%] 0.2%(−5.4%)[−17.7%] 0.1%(−8.4%)[−21.2%] --(--)[−23.3%]

Ni2+ 0.0%(−5.3%)[−13.9%] 0.0%(−5.2%)[−13.7%] −0.2%(−8.6%)[−17.5%] --(--)[−19.5%]

Pt2+ −0.1%(−5.3%)[--] 0.0%(−5.3%)[--] −0.1%(−8.7%)[--] --(--)[--]

Zn2+ 0.0%(−5.4%)[−14.4%] 0.0%(−5.5%)[−14.4%] 0.0%(−8.5%)[−18.3%] --(--)[−20.1%]

Co2+ −0.2%(−5.4%)[−13.3%] −0.2%(−5.6%)[−13.2%] 0.2%(−8.9%)[−17.1%] --(--)[−19.0%]

Pd2+ 0.1%(−5.5%)[--] 0.1%(−5.3%)[--] −0.1%(−8.7%)[--] --(--)[--]

Ag2+ −0.2%(−5.6%)[--] 0.1%(−5.7%)[--] −0.1%(−9.1%)[--] --(--)[--]

Cr2+ −0.1%(−5.6%)[−8.9%] −0.1%(−5.7%)[−8.8%] 0.0%(−8.8%)[−12.9%] --(--)[−15.0%]

Fe2+ −0.1%(−5.7%)[−10.2%] −0.1%(−5.6%)[−10.1%] 0.1%(−9.0%)[−14.0%] --(--)[−16.0%]

Mg2+ 0.1%(−5.8%)[−8.5%] 0.0%(−5.6%)[−8.4%] −0.2%(−9.4%)[−12.5%] --(--)[−14.5%]

V2+ −0.1%(−5.8%)[−14.5%] −0.1%(−5.7%)[−14.7%] −0.1%(−9.3%)[−18.3%] --(--)[−19.9%]

Mn2+ −0.2%(−5.8%)[−10.7%] 0.0%(−5.8%)[−10.8%] −0.2%(−9.5%)[−14.5%] --(--)[−16.4%]

Hg2+ −0.2%(−5.8%)[−16.8%] 0.0%(−5.8%)[−17.7%] −0.2%(−9.5%)[−20.3%] --(--)[−21.7%]

Cd2+ 0.1%(−6.2%)[−12.8%] −0.1%(−6.0%)[−13.3%] 0.0%(−9.7%)[−16.7%] --(--)[−18.2%]

Yb2+ −0.2%(−7.0%)[--] −0.2%(−7.1%)[--] 0.1%(−11.3%)[--] --(--)[--]

Ca2+ 0.1%(−7.0%)[−4.8%] 0.3%(−7.0%)[−5.3%] 0.0%(−11.3%)[−8.5%] --(--)[−10.1%]

Sn2+ 0.1%(−7.0%)[−10.8%] 0.1%(−6.9%)[−11.6%] 0.0%(−11.1%)[−14.3%] --(--)[−15.8%]

Pb2+ 0.1%(−7.2%)[--] −0.1%(−7.3%)[--] −0.3%(−11.5%)[--] --(--)[--]

Eu2+ 0.1%(−7.6%)[--] 0.0%(−7.8%)[--] 0.0%(−12.2%)[--] --(--)[--]

Sr2+ 0.0%(−7.6%)[−4.7%] 0.2%(−7.7%)[−5.5%] −0.1%(−12.2%)[−8.5%] --(--)[−9.7%]

Sm2+ −0.1%(−7.8%)[--] 0.0%(−7.9%)[--] 0.1%(−12.3%)[--] --(--)[--]

Ba2+ 0.2%(−8.6%)[−3.5%] 0.1%(−8.1%)[−4.6%] 0.1%(−13.5%)[−7.3%] --(--)[−8.5%]

Ra2+ 0.2%(−8.6%)[--] 0.1%(−8.1%)[--] 0.1%(−13.5%)[--] --(--)[--]

Average Value 0.0%(−6.3%)[−11.5%] 0.0%(−6.3%)[−11.7%] 0.0%(−10.1%)[−15.2%] --(--)[−17.0%]

Standard Deviation 0.1%(1.1%)[4.5%] 0.1%(1.1%)[4.3%] 0.1%(1.8%)[4.5%] --(--)[4.7%]

a
The first values in the cells are for the HFE parameter set, the values in parentheses are for the CM parameter set while the ones in square brackets

are for the IOD parameter set. Some values are shown as blank because we did not design IOD parameter set for some M(II) metal ions due to lack
of the corresponding experimental values and we only design the IOD parameter set for TIP4P water model.
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Table 11b

Percent errors of three parameter sets towards the experimental IOD values.a

TIP3P SPCE TIP4PEW TIP4P

Be2+ −31.7%(−27.5%)[−0.6%] −31.1%(−26.9%)[−0.6%] −47.9%(−29.9%)[0.6%] ---(---)[0.6%]

Cu2+ −22.7%(−10.9%)[−0.5%] −22.3%(−10.0%)[−0.5%] −25.6%(−10.9%)[0.5%] ---(---)[0.0%]

Ni2+ −19.9%(−6.8%)[−0.5%] −19.4%(−6.8%)[−0.5%] −22.3%(−7.3%)[0.5%] ---(---)[0.5%]

Zn2+ −20.1%(−7.7%)[−0.5%] −19.6%(−6.7%)[−0.5%] −23.0%(−7.2%)[0.5%] ---(---)[0.5%]

Co2+ −11.0%(−6.7%)[−0.5%] −10.0%(−5.7%)[−0.5%] −21.9%(−6.2%)[0.5%] ---(---)[0.5%]

Cr2+ −6.7%(−2.9%)[−0.5%] −6.3%(−2.4%)[−0.5%] −11.5%(−2.9%)[0.5%] ---(---)[0.5%]

Fe2+ −8.1%(−4.3%)[−0.5%] −7.1%(−3.8%)[−0.5%] −10.9%(−3.8%)[0.5%] ---(---)[0.0%]

Mg2+ −6.7%(−2.9%)[−0.5%] −6.2%(−2.4%)[−0.5%] −9.6%(−1.9%)[0.5%] ---(---)[0.0%]

V2+ −11.8%(−7.7%)[0.0%] −11.3%(−7.2%)[−0.9%] −14.0%(−7.2%)[0.5%] ---(---)[2.3%]

Mn2+ −8.2%(−4.6%)[−0.5%] −8.2%(−4.1%)[−0.5%] −10.5%(−3.7%)[0.5%] ---(---)[1.4%]

Hg2+ −16.6%(−13.3%)[0.0%] −16.6%(−12.9%)[−0.4%] −18.7%(−12.4%)[0.4%] ---(---)[0.4%]

Cd2+ −12.6%(−8.7%)[−0.4%] −12.2%(−8.7%)[−0.9%] −14.8%(−8.3%)[0.4%] ---(---)[0.4%]

Ca2+ −5.3%(1.2%)[−0.4%] −6.1%(0.8%)[−0.4%] −10.6%(2.8%)[0.4%] ---(---)[0.0%]

Sn2+ −9.9%(−4.2%)[−0.4%] −11.1%(−4.6%)[−0.4%] −14.9%(−3.1%)[0.4%] ---(---)[0.4%]

Sr2+ −4.5%(2.3%)[−0.4%] −4.9%(1.5%)[−0.8%] −6.8%(3.8%)[0.4%] ---(---)[0.4%]

Ba2+ −3.2%(3.9%)[−0.4%] −3.9%(2.5%)[−0.4%] −5.7%(6.0%)[0.4%] ---(---)[0.4%]

Average Value −12.4%(−6.3%)[−0.4%] −12.3%(−6.1%)[−0.6%] −16.8%(−5.8%)[0.5%] ---(---)[0.5%]

Standard Deviation 7.8%(7.3%)[0.2%] 7.6%(6.9%)[0.2%] 10.2%(8.2%)[0.1%] ---(---)[0.6%]

a
The first values in the cells are for the HFE parameter set, the values in parentheses are for the CM parameter set while the ones in square brackets

are for the IOD parameter set. Because of limited experimental values, only 16 M(II) cations are shown in the Table.
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