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Abstract
Electron transfer (ET) reactions are one of the most important processes in chemistry and biology.
Because of the quantum nature of the processes and the complicated roles of the solvent,
theoretical study of ET processes is challenging. To simulate ET processes at the electronic level,
we have developed an efficient DFT QM/MM approach that uses the fractional number of
electrons as the order parameter to calculate the redox free energy of ET reactions in solution. We

applied this method to study the ET reactions of the aqueous metal complexes  and

. The calculated oxidation potentials, 5.82 eV for Fe(II/III) and 5.14 eV for Ru(II/
III), agree well with the experimental data, 5.50 eV and 4.96 eV, for iron and ruthenium,
respectively. Furthermore, we have constructed the diabatic free energy surfaces from histogram
analysis based on the molecular dynamics trajectories. The resulting reorganization energy and the
diabatic activation energy also show good agreement with experimental data. Our calculations
show that using the fractional number of electrons (FNE) as the order parameter in the
thermodynamic integration process leads to efficient sampling and validate the ab initio QM/MM
approach in the calculation of redox free energies.

I. INTRODUCTION
As one of the fundamental processes in biology and chemistry, electron transfer (ET)
reactions have been the focus of experimental and theoretical studies for decades.1 The most
widely used theory for electron transfer was developed by Marcus in the 1950s based on a
simplified description of the solvent behavior, specifically a continuum solvent model with
the linear response assumption.2–5 Marcus theory has been applied extensively to molecular
systems and can yield qualitatively correct results for molecules with drastically different
chemical compositions. However, because of the simplified solvent models, Marcus theory
does not provide the details of the solvent dynamics and the effects of solute inner structure
in ET processes, and thus may lead to deviation in complex cases.1,6 To understand the
detailed kinetics, thermodynamics, and mechanism of ET processes, simulation study at the
atomistic and electronic level becomes necessary.

Consistent with the framework of Marcus theory, a straightforward approach for calculating
the redox potentials is to compute the energetic change of ET processes with a quantum
mechanical (QM) treatment of the solute and an implicit model for the contributions of the
solvent molecules, e.g., the dielectric continuum model. It is often thought that such a
computational scheme can capture the most important quantum mechanical nature of ET
processes with a reasonable description of the solvent effects.7–9 The advantage of this
approach is clearly the reduced computational cost for the solvent molecules, such that
highly accurate DFT and even MP2 calculations are now affordable for the energetic
calculation of the redox center. However, the QM optimized geometry of the reaction site
has a crucial influence on the final energetics. The calculated redox potentials and inner
shell reorganization energy can depend on the solute geometry and the size of the QM
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region, as found in a recent study7 where the solute molecules in the presence of the
continuum solvent have been carefully examined with DFT calculations. Furthermore, the
fluctuations of the solvent molecules, which constitute the driving force for ET processes,
are also absent in this simplified theoretical scheme. Such an effect can only be obtained
with explicit treatment of the solvent molecules in ensemble-based phase space sampling
simulations.

Because of the limitation of computer resources, early efforts to incorporate the explicit
contribution of the solvent molecules through broad phase space sampling were realized
with a simplified molecular mechanical (MM) description of the reaction system. In the
1980s, Warshel et al.10–13 and Kuharski et al.14 performed a series of simulations of ET
processes with MM force fields. These calculations showed that with the classical solvent
model and a specially designed MM force field for the solute, the essential solvent behavior
and contributions can be correctly simulated. Nonetheless, since the MM force fields used
cannot describe the electronic structures of the ET reaction centers, the calculated redox
potentials may not be directly comparable to experimental values.15

Recent advances in computational resources have enabled simulations of ET processes with
ab initio molecular dynamics (MD) methods, such as the Car-Parrinello molecular dynamics
(CPMD) method.16 Sprik’s group has successfully employed the CPMD method to simulate
ET in several aqueous metal complexes.17–22 In these studies, the whole system including
the solvent molecules was treated quantum mechanically and the time evolution of the
electronic structures was modeled with CPMD based on a plane-wave implementation of
density functional theory (DFT). Compared with simple MM force fields, treating the whole
system quantum mechanically, including both the solute and the solvent molecules, certainly
improves the accuracy of the results. However, the computational cost is demanding such
that the calculation can only be performed on a system of limited size on a short timescale,
which may lead to convergence issues in the final results.19

The combined quantum mechanics and molecular mechanics (QM/MM) method, initially
developed by Warshel and Levitt,23 enables a good balance between computational accuracy
and efficiency and has become a promising alternative for studying chemical reaction
processes, including ET reactions. By describing the solute with highly accurate QM
methods and the solvent molecules with classic MM methods, QM/MM calculations can
provide satisfactorily accurate energetics at reasonable computational costs.24,25

Applications of QM/MM methods to the calculation of redox potentials have been reported,
but more often with some level of approximations to reduce the amount of calculations.
Either the QM calculations are avoided in the MD sampling and replaced by geometry
optimization or a frozen DFT approach,26 or semi-empirical QM methods are employed in
MD simulations.27 A few examples have been reported in which ab initio QM/MM methods
are applied together with MD sampling.28,29

To improve the accuracy of the calculations and the convergence of the free energy
simulation of ET processes, we have developed here a first-principle QM/MM-MD method
to simulate ET processes using the fractional number of electrons as an order parameter. The
use of the fractional number of electrons yields additional efficiency in free energy
simulations as compared with other simulation methods. The explicit treatment of solvent
molecules does not assume the linear response of the solvent. In addition, QM/MM methods
are applicable to complex systems such as proteins and enzymes.

This paper is organized as follows. We first review the background on Marcus theory, ET
half-reactions, and free energy simulation methods. Then we introduce the fractional
electron approach. In Sec. III we show the computational details of our simulations. In Sec.
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IV we reconstruct the diabatic free energy surfaces from the simulation trajectory with
histogram analysis12 and compare the simulation results with other theoretical work and
experiments. Finally we conclude with Sec. V.

II. THEORY
A. Background

1. Marcus Theory—In Marcus theory, the solvent and solute contribution in the ET
process is described as the reorganization energy λ, which is defined to be the decrease on
the free energy surface along the reaction coordinate ξ (see Fig. 1),

(1)

(2)

where, λr,p, Gr,p and ξr,p are reorganization energies, free energies, and the reaction
coordinate for the reactant and product states, respectively.

The reorganization energy can be divided into the outer shell solvent contribution and the
inner shell solute contribution. Based on the linear response approximation assumed in the
dielectric continuum solvent model, the outer shell solvent reorganization energy is derived
to be a function of the transferred charge Δq, the solvent dielectric properties εe and εs, the
radii rA,B of the solutes and the separation RAB of electronic centers (A and B),

(3)

The linear response assumption of the solvent led to the famous Marcus parabolas (Fig. 1)
for the diabatic energy surfaces along the reaction coordinate for both reduced and oxidized

states. According to Marcus theory, the outer shell activation free energy , the barrier
at the intersecting point of the two free energy curves, is related to the thermodynamic
driving force and the solvent reorganization energy,

(4)

For self-exchange reaction, the thermodynamic free energy ΔG is equal to 0, which allows

Eq. (4) to be simplified as . In the original model, the inner shell
reorganization energy was not considered because the solute was treated as a spherical body,
but the intramolecular contribution to the activation free energy was thereafter studied and
included.30

2. ET Half-Reactions—For convenience, aqueous self-exchange reactions of metal
complexes (Eq. (5)) are often chosen as the simplest model to study solvated ET reactions.

(5)

e.g., M = Fe, Ru.
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The attempt to calculate the full reaction with DFT calculation is very challenging because
ET reactions are a type of special electronic excitation problem. Although a recent work
using spin-polarized DFT31 shows encouraging result for the full ET reaction, this problem
can often be avoided by dividing the full reaction into two half-reactions, assuming the
reaction is carried out via an electron reservoir as the mediator.19 The half-reaction in the
simulation is

(6)

3. Free Energy Simulation—In the studies of ET reactions, the redox free energy ΔG
and activation energy ΔG‡ are of great importance because they determine the reaction
equilibrium constant and rate constant, respectively. Like many other chemical reactions, the
free energy for a half-reaction can be computed with various free energy simulation
methods. Free energy perturbation (FEP),32 thermodynamic integration (TI),33 and umbrella
sampling34 are commonly employed methods in free energy simulations. In the TI method,
ΔA is evaluated as an integral over the derivative of the potential energy with respect to an
order parameter (η) in the ensemble average.

(7)

where A is the Helmholtz free energy, and 〈···〉η denotes the ensemble average of the biased
sampling window at order parameter η, which is defined between the reactant state (η = 0)
and the product state (η = 1). For ET reactions that occur under constant temperature and
pressure, the Gibbs free energy ΔG can be approximated by the Helmholtz free energy ΔA.

B. Fractional Number of Electrons as the Order Parameter
Unlike chemical reactions, which can often be well characterized by the geometrical change
of a set of atoms, electron transfer may not proceed in parallel with the geometrical changes
at the reaction site. To apply the TI method to simulate the free energy change, the
immediate question is to identify a suitable order parameter that distinguishes the reactant
and product states,35 and can drive the system from one state to the other to enable the
sampling of the free energy surface. One common choice is to use a coupling parameter to
mix the potential energy surfaces of two states.33 In this fashion, the effective energy and
forces are calculated through linear coupling of two calculations: one for the reduced state
and the other for the oxidized state.

Instead of mixing two energy functions to describe the transition, an alternative approach is
to gradually change the number of electrons in the system.14 MD sampling can be
performed with the QM energy and forces computed by fixing the FNE of the system in the
SCF calculations. Thus for each conformational state, only one QM calculation at the
specific FNE state is required to generate the energy and forces. Compared with the
coupling parameter method, the FNE approach requires only half the computational cost.
This advantage has indeed been taken in previous work.31,36,37

When the FNE is employed as the order parameter (η), the oxidation process can be
represented as in Fig. 2. The corresponding state of the system with FNE is,
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(8)

The physical significance of the fractional electron can be interpreted as the probability of
the electronic distribution on the HOMO of the solute.38,39 For example, the state

 corresponds to the ensemble with half of the systems in the reduced state (i.e.

) and half of the systems in the oxidized state (i.e. ).

Known36,37,40,41 as the Janak theorem, the energy derivative with respect to the occupation
number in the highest occupied Kohn-Sham orbital in DFT calculation is equal to its orbital
energy εHOMO. Cohen, Mori-Sanchez and Yang have recently proved that this indeed is also
the derivative of the total DFT energy with respect to the total number of electrons for DFT
calculations with exchange-correlation functionals being explicit functional of density (such
as the local density approximation).42,43 Thus, we have

(9)

where the minus sign is introduced because η is the fractional number of electrons removed
from the HOMO, and the occupation number of the orbital is actually (1 − η). Thus, the
redox free energy can be then conveniently evaluated from thermodynamic integration of
the HOMO energies, i.e.

(10)

When the DFT calculations are performed with orbital functionals beyond the local density
and generalized gradient approximations, the corresponding derivative of the total DFT
energy with respect to the total number of electrons has also been derived.42,43

C. Reaction Coordinate and Free Energy Surface
When the QM/MM-MD simulation is completed, the values of 〈εHOMO〉η are available, and
the redox free energy can be easily obtained with the TI method. In most cases, the
reorganization and activation free energy of the reaction can also be obtained. A reaction
coordinate must be defined to reconstruct the diabatic free energy surface similar to the
scheme in Fig. 1. The order parameter η cannot serve this role because the FNE is only an
electronic coordinate for the ET reaction, which was introduced to perform effective
sampling but contains no information of the solvent dynamics. Instead, a reaction coordinate
containing solvent statistics is required at this stage to characterize the dynamics and
mechanism of the reaction.21,35 The energy gap between the reactant and product states at
the same nuclear configuration10 often serves as a convenient reaction coordinate to
characterize the solvent contribution in the reaction,

(11)

where E0(R) and E1(R) are the potential energies of the reactant and product, at the solute
and solvent nuclear configuration R. In order to use the energy gap as the reaction
coordinate, dual calculations (for the reduced and oxidized states) must be performed for
each configuration. But these calculations are only needed for the data points necessary for
histogram analysis, which is normally less than one tenth of the total MD sampling points.
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Hence the calculation for the energy gap will not significantly increase the overall
computational cost. With the reaction coordinate, the histogram analysis12 can be performed
to obtain the probability distribution and to reconstruct the diabatic free energy surfaces of
the systems.

The redox half-reactions in Eq. (6) can be interpreted as the electron transfer from the solute
in the reduced state to an ideal electrode with electronic chemical potential μ. Therefore, the
potential energy of the reactant state corresponds to that of the reduced state, i.e. E0 = ERe,
while the potential energy of the product state E1 contains the potential energy of both the
oxidized solute and the electrode, i.e., E1 = EOx + μ. Thus, the representation of energy gap
in the half-reaction simulation is,

(12)

From the histogram analysis of the dynamics trajectories, the probability distribution of the
energy gap P0,1(ΔE) can be obtained as,

(13)

The corresponding potential of mean force along the reaction coordinate ΔE in the diabatic
representation for the reactant state 0 (reduced state) and product state 1 (oxidized state with
the electron transferred to the ideal electrode) are,

(14)

(15)

where ∫dR denotes integration over both the solute and solvent coordinates, β = 1/kBT is
the inverse of the product of Boltzmann constant and temperature, A0,1 = −kBT ln
∫dRe−βE0,1(R) is the free energy of the reactant or the product state, and P0,1 is the
probability distribution of the reaction coordinate.

D. Reorganization Energies
Once the diabatic free energy surfaces has been obtained, we can measure the reorganization
energies of the half-reactions according to the definition in Eqs. (1–2), i.e.,

(16)

(17)

where ΔE0,1 is the ensemble average of the energy gap in state 0, 1. Since the reorganization
energy is the free energy decrease on the same diabatic surface, thus this quantity is
independent of μ, meaning the chemical potential can be chosen arbitrarily. For
convenience, μ is chosen to be the negative oxidation free energy, i.e., μ = −ΔA = ARe −
AOx, so that the free energy difference between the reactant and product states becomes
zero, and the diabatic free energy surface of the oxidized state is shifted to be: A1(ΔE) =
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AOx(ΔE) + μ. Because the free energy surface is only shifted for a constant μ, the
reorganization energy remains unchanged, i.e., λRe = λ0 and λOx = λ1.

In our QM/MM approach, the quantities so obtained include both the inner shell
reorganization energy λin from the solute geometry change and the outer shell
reorganization energy λout from the solvent contribution. Thus, they should be interpreted as

the total reorganization energies of the half-reactions, .

To help understanding the ET processes, we decomposed the calculated total reorganization
energies into the inner and outer shell contributions. Usually, the inner shell reorganization
energies can be calculated from the bond length changes and the bond force constants with
the harmonic model for molecular vibration.7,44–46 The inner shell reorganization energies
can also be obtained from direct MD simulations in vacuo15 with the assumption that the
bulk solvent has negligible influence on the inner shell reorganization process. Although the
inner shell reorganization energy only contains the contributions from the solute, the
presence of solvent may affect the vibrational motions of solute molecule. In some cases, the
inner shell reorganization energy from MD simulation in vacuo was reported to be even
larger than the total reorganization energy,15 which indicates that the effect of solvent on
inner shell may be important.

In our approach, the inner shell reorganization energies  of the half-reactions can be
directly obtained without the above assumptions. We can obtain free energy contributions of
the solute explicitly from the trajectories of the solute molecules in the MD simulation. By
replaying the trajectories of the solute molecules without the surrounding MM solvent, we
can exclude the solvent contributions while including the solvent influence on inner shell
motions, since the snapshots are taken from the MD simulation in solution. Histogram
analysis can then be performed on the solute trajectories in order to obtain the diabatic free
energy surfaces only for the solute molecules,

(18)

where r is only the solute coordinates,  is the free energy of the solute,  is the
potential energy of the solute, and ΔE′ is the energy gap between two redox states of the
solute molecule. Based on the free energy surfaces only for the solute, the inner shell
reorganization energies can be measured according to the definition,

(19)

(20)

where the solute free energy surfaces  can also be shifted to the same baseline
without affecting the value of the inner shell reorganization energies.

III. COMPUTATIONAL DETAILS

Hexaaquo ruthenium and iron cations,  and , were selected as the
two test systems to evaluate the performance of our approach. The geometrical changes of

the two coordination compounds  and  during the redox process
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are not significant. Only slight changes (~0.1 Å) in the coordination bond lengths were
observed experimentally44,47 and in our calculations. Since the dielectric continuum model
is a good approximation for aqueous solution, these two systems comply well with Marcus
theory. For this reason the two systems have been studied extensively by both experimental
and theoretical work.

The QM regions in both systems were defined as the central metal cation with six

coordinating water molecules, i.e. , and . The initial geometries

of the complexes were optimized in the gas phase. The QM subsystems of 

and  were further solvated by 8641 and 8638 MM water molecules
respectively, treated with the TIP3P model.48 The entire system for each simulation was in a
cubic box with side length 64 Å under periodic boundary conditions.

The MD simulations were carried out with the Sigma49,50 program combined with
Gaussian0351 for the QM calculations.52 Spin-unrestricted DFT calculations were
performed for the QM subsystem, with the BLYP exchange-correlation functional.53,54 The
effective core potential (ECP) basis set LanL2DZ55 was used for both the metal ion and the
ligand molecules. The DFT calculation with FNE was carried out with a modified version of
the Gaussian03 program, which uses a fraction occupation number of the HOMO during the
SCF calculation. One SCF calculation was performed at each MD step to evaluate the
energy and forces on the QM system. The parameters of the CHARMM force field56 and
parameters from Ref.57 for Ru were used to model the classical MM interactions. The
interactions between the QM and MM subsystems were described by van der Waals
interactions and the electrostatic forces between point charges on MM water molecules
based on the TIP3P model and the effective charges on QM atoms obtained from
electrostatic potential (ESP) fitting.58,59 Because the long range electrostatic interaction
between the solvent and the solute is essential for stabilizing the net charge on the system,
and the Ewald summation for charged systems with a local basis set has not been
implemented, a QM-MM interacting distance cutoff was used in our calculations and its
influence on energetic properties was examined.

The QM/MM-MD simulations of  were carried out for 18 ps after
equilibration for 5 ps. The MD integration time step was 1 fs. Six windows with different
values of fractional number of electrons, η = 0.0, 0.2, 0.4, 0.6, 0.8, 1.0, were used in the

thermodynamic integration simulation from  to . Similar simulations

of  were performed for 12.6 ps after 5 ps equilibration for each sampling
window. The snapshots from trajectories were recorded every 9 fs, which provided 2000 and
1400 conformations from each sampling window of the Ru and Fe systems, respectively, for
histogram analysis.

IV. RESULTS AND DISCUSSIONS
A. Oxidation Free Energy of Half-Reactions

The experimental oxidation free energy ΔG can be obtained from the electrode potential of
the half-reaction φ from the Nernst equation (ΔG = −nFφ). For comparing experimental
values with the simulation results, the absolute potential of the standard hydrogen electrode
(SHE) should be added to the experimental electrode potentials. By taking −4.73 V for the
absolute potential of the Pt-H electrode suggested by Reiss et al.60, the absolute oxidation

free energies are 5.50 eV and 4.96 eV for aqueous  and  couples,
respectively.
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The oxidation free energies of aqueous  and  were obtained using
the FNE-adapted thermodynamic integration, according to Eq. (10). The εHOMO curves

along different fractional number of electrons η for the  and 
systems are shown in Fig. 3. By integrating over the εHOMO curves, we obtained 5.14 eV

and 5.82 eV for the absolute free energies ΔGAbs of  and ,
respectively, which show good agreement with the experiment values (see Table I). From
the difference between the absolute values of the two redox species, the relative free energy
difference ΔΔG was found out to be 0.68 eV. This value can be compared to the
experimental value 0.54 eV, which is directly obtained from the electrode potentials 0.77 V
and 0.23 V of the aqueous iron and ruthenium ions, respectively, independent of the absolute
value of the hydrogen electrode potential. Thus the ΔΔG error is 0.14 eV, which is smaller
than the error in the absolute free energies (0.18 eV and 0.32 eV) and reflects the intrinsic
accuracy of our method.

B. Reorganization Free Energies of Half-Reactions
The probability distributions shown in Fig. 4A for the two systems along the energy gap ΔE
from different sampling windows have sufficient overlap to enable the use of histogram
analysis and the reconstruction of the diabatic free energy surfaces of the initial and final
states as shown in Fig. 4B. The reorganization energies for each system were then obtained
according to Eqs. (16–17). The total reorganization energy of the oxidized state λOx is 2.47
eV for the aqueous Fe complex and 2.52 eV for the Ru complex, which are comparable to
corresponding experimental values listed in Table II.

The experimental reorganization energy for the oxidized Fe complex 2.11 eV was directly
measured by photoelectron emission for the half-reaction61. However, similar experimental
data for Ru is not available, thus the experimental value for the oxidized Ru complex was
estimated by combining the experimental outer and inner shell reorganization energies,62–64

which is about 1.54 eV.

Comparing the calculation results with the experimental values, we found an overestimation
in the total reorganization energies in the calculations, which may be due to the non-
polarizable solvent model employed in our simulations. However, the better agreement
between the calculation results and experimental values in the Fe complex than in the Ru
complex suggests that the direct measurement of reorganization energy in photoelectron
experiments (in the case of Fe) may be more accurate than combining the experimental outer
and inner shell reorganization energies (in the case of Ru).

From the results demonstrated in Fig. 5, the inner shell reorganization energies of the half-
reactions were found to be 0.35 eV and 0.41 eV for the oxidized and reduced Ru complex,
and 0.37 eV and 0.34 eV for the oxidized and reduced Fe complex. These results are
comparable to the experimental estimation of the inner shell reorganization energies, 0.60
eV for Fe and 0.34 eV for Ru,44,64 as shown in Table II. The experimental inner shell
reorganization energy of each solute was obtained from the X-ray measurement of the
coordination bond length changes,44,64 thus the inner shell reorganization energies for the

two redox states are approximately the same, i.e., , based on a conventional
assumption that the solute in different redox states has the same force constants of the
coordination bond.

The results from the QM/MM simulation indicate that the solute intramolecular degrees of
freedom have considerable contributions to the total reorganization free energies during the
ET process, which agrees well with experiments.44,64 The better agreement in the inner shell
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than in the outer shell reorganization energies indicates that the QM calculations of the
solute are quite accurate, which supports the speculation that the non-polarizable model for
the MM solvent is an important error source in the reorganization energy calculation.

Based on the diabatic free energy surfaces in Fig. 4B and Fig. 5, for both systems, the total
and inner shell reorganization energies are not the same for the reduced and oxidized states.
The reorganization energies of the different redox states characterize different relaxation
processes: λRe is the free energy decrease of the system after a vertical reduction, whereas
λOx is the free energy decrease after a vertical oxidation. The observed free energy
differences of about 0.1 eV imply the intrinsic difference of the solvent contributions to the
two redox states, e.g., the force constants of the coordination bonds are not the same for the
two different redox states.

C. Activation Free Energies
The quadratic shape of the diabatic free energy surfaces obtained from the non-Boltzmann
sampling indicates that the FNE is an efficient order parameter. When the system reaches
the intersection on the energy surface shown in the Fig. 4, the reaction coordinate ΔE is
equal to zero, which means the electron can transfer from the solute to the reservoir with
energy being conserved. At this point, the system evolves from the reactant state to the
product state, which corresponds to the transition states in the Marcus perspective. Thus we

can estimate the activation free energy for the half-reaction ,15 as the barrier height from
the equilibrated reactant state to the transition state. However, the activation energy for the
full self-exchange reaction is dependant on the separation distance between the two redox
centers. In our work, since the two redox centers were treated separately as two half-
reactions, we cannot identify the separation distance between two reacting redox solutes.
Therefore, we examine the system in two extreme conditions and calculated the activation
free energies in both cases, as summarized in Table II.

Infinite-separation limit—By assuming that the donor and acceptor are separated by a
infinite distance, we can approximate the activation free energies of the full self-exchange

reaction as , Under this assumption, the activation free energies for the full self-
exchange reactions of the two complexes are 1.22 eV and 1.28 eV for Fe and Ru,
respectively. In the infinite-separation limit, the solute molecules in the ET reaction are
connected with an fictitious electron reservoir, and the distance between the two redox
centers are assumed to be infinite, whereas in the experimental condition, the solutes are
separated by a finite distance with the similar magnitude of the sum of their ionic radii. This
difference leads to an overestimation in the free energy of the full reaction, despite of the
accuracy in the half-reaction calculation. The experimental values of the activation energy
are measured to be 0.69 eV and 0.51 eV for Fe and Ru, respectively.44,47 When compared to
experimental values, the activation energies in our calculation at the infinite-separation limit
are overestimated by 0.5~0.7 eV.

Touching-sphere limit—Unlike the redox free energy, which is independent of the path,
the activation energy is dependent on the solvent conformation at the transition states.
Compared to the more accurate results for the redox free energies, the observed larger
deviations in the activation energy can be attributed to several factors. As described above,
the difference between the infinite-separation limit and the real experimental condition
actually contributes a significant proportion to the error, because we know from Marcus
theory (Eqs. (3–4)) that the activation free energy depends on the distance between the two
redox centers. In the experiment condition, the real distance cannot to be too large otherwise
the electron tunneling probability will be too low. Thus, we here assumed the lower limit of
the separation distance and use Marcus theory to correct the calculation results.

Zeng et al. Page 10

J Chem Phys. Author manuscript; available in PMC 2013 August 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Based on the assumption that the solute radii are approximately the same for both redox
states, and taking a limit that the distance between the two redox centers are equal to the
sum of the radius of each solute, i.e., R = rOx + rRe ≈ 2rOx/Re, the outer shell reorganization
energy for the full reaction is approximately equal to that for a half-reaction according to Eq.
(3),62

(21)

where the notation follows that in Eq. (3). However, the inner shell reorganization energy
for the full reaction maintains the additive relation,

(22)

Therefore, in this “touching-sphere” limit, the total reorganization energy for the full
reaction is,

(23)

From the harmonic vibration model and the diabatic free energy surfaces of solute molecules
in Fig. 5, we can assume that the Marcus relation is also applicable to the inner shell part in

these two self-exchange reactions, i.e., . In the touching-sphere limit, the total
activation energy can be estimated from the reorganization energy according to Marcus
theory,

(24)

(25)

(26)

Feeding in the reorganization energies, the activation free energies for the self-exchange

reactions of  and  are 0.79 eV and 0.80 eV, respectively, in much
better agreement with experimental values. The activation free energies reduced by 0.4 ~ 0.5
eV in taking the touching-sphere limit compared to the infinite-separation limit.

The significant different results obtained in the infinite-separation limit and in the touching-
sphere limit indicate that the relative geometrical conformation of the redox centers is
important for obtaining the accurate activation energy of an ET reaction. In principle, the
possible separation distance should be in between the two extremes; however, the real
experimental condition is more similar to the touching-sphere limit.14,65,67 Although taking
the touching-sphere limit reduced the error and generate more accurate activation energies
for the two systems, we should be careful to apply this correction to other systems, where
the assumption on the similarity of the radii of the two redox centers may be invalid. Despite
the effect of the separation distance between the solutes, other factors may also introduce
errors in the calculation of activation free energy. The non-polarizable water model may not
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be sufficient to simulate accurately the solvent conformation for the transition state.
Additionally, the nuclear tunneling effects can also be important for obtaining accurate
activation free energies in the process, which are not included in our work. For the aqueous
iron complex, the nuclear tunneling probability, calculated from the overlap of the wave-
functions of two nuclear configurations, enhances the self-exchange rate by a factor of about
60, equivalent to reducing the activation energy by 0.1 eV.66 Because a smaller geometric

difference of the inner shell was observed in the redox process of  than that of

,64 the nuclear tunneling factor may be even larger in the aqueous ruthenium.
Each issue described above can introduce an error in the estimated activation energy.

D. Effect of the Long Range QM-MM Interaction Cutoff
As mentioned in Sec. III, QM-MM interaction distance cutoff was used in the simulation.
Now we examine the influence of cutoff on the solute in terms of potential and HOMO
energies. Unlike in the simulation of the full reaction, in which the net charge remains
constant, the electrostatic environment of the half-reaction changes more dramatically
during the electron transfer process because of the variation in the net charge of the system.
Therefore, a commonly used interaction cutoff (~10 Å14,67 ) was found to be insufficient in
the half-reaction simulation. By investigating the electrostatic potentials generated by
solvent molecules at the center of the solute (see Fig. 6), we found that the solvent
electrostatic potential do not converge until the cutoff distance reaches ~25 Å.

Since the HOMO energies include the contributions from the QM-MM interactions, they
consequently display similar slow convergence with respect to the interaction cutoff
distance. As shown in Fig. 7, the HOMO energies are shifted by the external potential of the
solvent molecules as far as 20 Å away from the central ion. The large interacting distance
may be caused by the non-polarizable water model used since the polarization of the solvent
could have screening effects and thus reduce the influence of the electrostatic interactions.
Therefore, a periodic box with 64 Å for the side length was used and a radial cutoff of 28 Å
for the QM-MM interactions was chosen in the MD simulations to ensure that the
orientation of the solvent molecules was isotropic and the contributions from external
electrostatic potential are converged.

V. CONCLUSION
In this work, we have developed an ab initio QM/MM approach for electron transfer
reactions based on the FNE DFT calculations. With this method we obtained the oxidation
free energies and the diabatic free energy surfaces for the ET processes of the Ru and Fe
complex systems in aqueous solution. The agreement between the calculated results and
experimental data validates our approach. The QM/MM method deals with both the solute
and solvent explicitly and thus can be applied beyond the linear regime of Marcus theory.
The accurate oxidation free energies and the quadratic free energy surfaces obtained from
the calculation indicate that the FNE is an efficient order parameter that can be used to drive
the redox reaction process and sample the solvent conformations along the reaction. The
overestimation in the reorganization energies suggests that the consideration of electronic
polarization in the MM water model and nuclear tunneling effects may be necessary to
obtain more accurate theoretical values. The analysis of the two limits for separation
distance between the redox centers reflects the importance of the relative conformation of
the solutes in the calculation of activation free energy. This work opens up the possibility for
free energy calculation of electron transfer processes in complex systems, such as protein
and enzymes.
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Figure 1.
Diabatic free energy surfaces in electron transfer process. The free energy curves of reactant
and product states were plotted with respect to the reaction coordinate ξ. ξr,p denote the
expectation values of the reaction coordinate of the reactant and product, respectively. ΔG is
the thermodynamic free energy, ΔG‡ is the diabatic activation free energy, and λr;p are the
solvent reorganization energies for the reactant and product, respectively.
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Figure 2.
Scheme of oxidation process. The arrows denote electrons and the horizontal bars are
orbitals. In oxidation process, we remove the FNE on the HOMO of the reduced state with
N electrons, and gradually reaches the oxidized state with (N − 1) electrons.
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Figure 3.
Ensemble average of εHOMO curves for the two test systems at different fractional numbers
of electrons. Their oxidation free energies are annotated, respectively, according to Eq. (10).
The vertical bars indicate thermodynamic fluctuations.
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Figure 4.

Energetic profile of the half redox reactions for  and  in aqueous
solution. (A) Probability distributions over the order parameter ΔE for different sampling
windows, and (B) energy surfaces of the initial and final states constructed from the
probability distributions.
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Figure 5.

Intramolecular diabatic free energy surfaces of the complex molecules (A)  and

(B)  constructed from the probability distributions.
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Figure 6.
The external electrostatic potentials generated by solvent molecules at the center of the
periodic box for reduced and oxidized metal cations, respectively. The two solid lines
correspond to ruthenium system and the dashed lines denote the iron system. The QM
system is located at the center of the box, where the external potentials are plotted. The
external potentials converge to constants as the QM-MM interaction cutoff increases.
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Figure 7.
Dependence of the average of εHOMO curves for aqueous iron (A1) and ruthenium (B1)
systems on the cutoff of QM-MM interaction distance. In (A2) and (B2), the difference of
the εHOMO between the oxidized and reduced states (ΔεHOMO = εHOMO (Ru3+) −εHOMO
(Ru2+)) are plotted with respect to the cutoff distance.
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