
Accurate calculation of mutational effects on the
thermodynamics of inhibitor binding to p38α MAP kinase: a
combined computational and experimental study

Shun Zhu, Sue M. Travis, and Adrian H. Elcock
Department of Biochemistry, University of Iowa, Iowa City, IA 52242

Abstract
A major current challenge for drug design efforts focused on protein kinases is the development of
drug resistance caused by spontaneous mutations in the kinase catalytic domain. The ubiquity of
this problem means that it would be advantageous to develop fast, effective computational
methods that could be used to determine the effects of potential resistance-causing mutations
before they arise in a clinical setting. With this long-term goal in mind, we have conducted a
combined experimental and computational study of the thermodynamic effects of active-site
mutations on a well-characterized and high-affinity interaction between a protein kinase and a
small-molecule inhibitor. Specifically, we developed a fluorescence-based assay to measure the
binding free energy of the small-molecule inhibitor, SB203580, to the p38α MAP kinase and used
it measure the inhibitor's affinity for five different kinase mutants involving two residues (Val38
and Ala51) that contact the inhibitor in the crystal structure of the inhibitor-kinase complex. We
then conducted long, explicit-solvent thermodynamic integration (TI) simulations in an attempt to
reproduce the experimental relative binding affinities of the inhibitor for the five mutants; in total,
a combined simulation time of 18.5 μs was obtained. Two widely used force fields – OPLS-AA/L
and Amber ff99SB-ILDN – were tested in the TI simulations. Both force fields produced excellent
agreement with experiment for three of the five mutants; simulations performed with the OPLS-
AA/L force field, however, produced qualitatively incorrect results for the constructs that
contained an A51V mutation. Interestingly, the discrepancies with the OPLS-AA/L force field
could be rectified by the imposition of position restraints on the atoms of the protein backbone and
the inhibitor without destroying the agreement for other mutations; the ability to reproduce
experiment depended, however, upon the strength of the restraints’ force constant. Imposition of
position restraints in corresponding simulations that used the Amber ff99SB-ILDN force field had
little effect on their ability to match experiment. Overall, the study shows that both force fields can
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work well for predicting the effects of active-site mutations on small molecule binding affinities
and demonstrates how a direct combination of experiment and computation can be a powerful
strategy for developing an understanding of protein-inhibitor interactions.

Introduction
Protein kinases are of significant current interest as drug targets because aberrantly regulated
kinase activities are associated with a wide variety of human diseases ranging from
rheumatoid arthritis to cancer.1-3 While there have been significant successes in developing
small-molecule inhibitors to target selected kinases – most notably the development of
imatinib to treat chronic myelogenous leukemia4 – it has been recognized for a number of
years that a major challenge to overcome with such inhibitors is the development of drug
resistance.5,6 Resistance can occur by a number of mechanisms,7,8 but the most important in
the case of kinases appears to be spontaneous mutations in the ATP-binding domain that
diminish inhibitor binding while preserving the kinase's catalytic function.9,10 Given the
apparent ubiquity of resistance as a problem in the development of kinase inhibitors, it
would be helpful to have methods that enable potential resistance-causing mutations to be
predicted or identified before they are encountered clinically.

One way to achieve this is to develop sophisticated experimental genetic screens.11 An
alternative, and the basis for the present study, is to use computational methods to explicitly
calculate the binding thermodynamics of an inhibitor with potential mutants of the kinase
target: if such calculations could be performed accurately and rapidly enough it would be
possible, in principle, to preemptively screen all likely mutations that might occur within the
active site of a kinase and to begin design efforts to deal with those mutations predicted to
cause resistance. A key requirement of such an approach, of course, is the ability to
accurately compute the thermodynamic effects of active-site mutations on the binding
affinities of small-molecule inhibitors for proteins. While there are a number of approaches
that might be used for this purpose, the most accurate predictions of ligand-protein binding
affinities are, in principle, to be obtained from thermodynamic integration (TI) or free
energy perturbation (FEP) techniques that explicitly compute absolute or relative free
energies of binding; a number of excellent reviews of the use of these methods to compute
ligand-protein binding affinities have recently been published.12-14 Methods such as TI have
the advantage of allowing binding thermodynamics to be computed from molecular
dynamics (MD) simulations that explicitly include solvent and that directly account for
contributions made by changes in conformational flexibilities of the inhibitor and the
protein. While these advantages are to be weighed against the significant computational
expense associated with such calculations, the continuing increase in computer power means
that calculations can now be performed for much longer periods of time than was originally
possible.15,16 One purpose of the present study, therefore, is to explore the extent to which
explicit-solvent free energy calculations, combined with MD simulations and using modern
computing resources, can accurately predict the experimentally-observed effects of single-
residue mutations on the affinity of an inhibitor for a protein kinase.

As a well-characterized model system for conducting a direct comparison of simulation and
experiment we have chosen to study the interaction between the p38α MAP kinase and the
competitive small-molecule inhibitor SB203580, which binds with nanomolar affinity in the
kinase's ATP-binding pocket.17,18 Since many resistance-causing mutations involve
relatively conservative changes in amino acid, we have selected mutations with the
deliberate intention of causing only modest perturbations of the ATP-binding pocket. Our
goal in each case has been: (a) to present the inhibitor with mild challenges to binding
without abolishing binding completely, (b) to experimentally measure the inhibitor's binding
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affinity for the mutant kinase, and (c) to then attempt to reproduce the measured binding
affinity using free energy calculations. Five mutants of p38α were selected for study (Figure
1): A51V, V38I, A51G, V38A, and A51V/V38I. The first two of these mutations explore the
effects of decreasing the size of the binding pocket (by increasing the size of sidechains that
contact the inhibitor), the next two explore the effects of increasing the size of the binding
pocket, and the final mutation explores the combined actions of the first two mutations.
Although all of these mutations have been selected primarily as vehicles for exploring the
effects of modest structural changes on the binding affinity of a kinase inhibitor it is perhaps
worth noting that (a) the A51V mutation has been found in somatic mutations associated
with stomach cancer,19 and (b) the so-called glycine-rich loop of the kinase, of which V38 is
a part, is one of the most common locations for resistance-causing mutations to occur in the
BCR-ABL kinase.10

This paper is organized as follows. In Methods we outline (a) the development of an
experimental assay that utilizes changes in the fluorescence intensity of the SB203580
inhibitor to directly measure protein-inhibitor binding affinities, and (b) the simulation
protocols used to compute the binding free energy of the inhibitor for each mutant kinase
relative to that of the wild type protein. In Results we compare the experimental relative
binding free energies of each mutant with calculated relative binding free energies obtained
using combined molecular dynamics simulations and thermodynamic integration
calculations (MD/TI). We compare results obtained with two different simulation force
fields – OPLS-AA/L20 and Amber ff99SB-ILDN21,22 – and show that although both force
fields perform well for most of the mutants, simulations performed with the former force
field produces surprisingly poor estimates for mutants that contain the A51V mutation. We
then show that these apparent deficiencies can be corrected by applying harmonic restraints
to the positions of atoms of the protein backbone and the inhibitor; we also show, however,
that the results obtained with this approach are sensitive to the strength of the harmonic
restraints’ force constant. Overall, the results indicate that in the right circumstances MD/TI
simulations can compute the effects of active-site mutations on protein-inhibitor interaction
thermodynamics with reasonable accuracy. If similar accuracy can also be achieved in
calculations that focus instead on the binding of the kinase's true substrate (ATP), it should
be possible to use MD/TI simulations to predict potential resistance-causing mutations in
protein kinases prior to their occurrence in the clinic.

Experimental Section
Mutagenesis, expression, and purification of p38α proteins

The bacterial vector pET21a-6xHIS-rTEV-p38α encoding wild-type p38α (GenBank ID:
CAQ52036.1) was a generous gift from Professor Ernesto J. Fuentes (University of Iowa).
The mutants A51V, A51G, V38A, V38I, and A51V/V38I, were made using the QuikChange
site-directed Mutagenesis Kit (Stratagene) and primers were synthesized by Integrated DNA
Technologies. All mutant vectors were sequenced to confirm the DNA sequence (DNA core
facility, College of Medicine, University of Iowa). All p38α proteins were expressed in E.
Coli. strain Rosetta 2 (Novagen). Bacterial cultures were grown at 37 °C until the optical
density (OD) reached 0.6 before being induced with 1 mM (final concentration) IPTG and
incubated at 30 °C for 6 hours. Following centrifugation at 6000 rpm for 25 minutes
(Beckman Coulter, model J2-21M), pellets were re-suspended in buffer containing 50 mM
Tris base, 500 mM NaCl, 25 mM imidazole, 5% glycerol and 1 mM DTT at pH 8.0. Cells
were then lysed by sonication (Misonix Sonicator, model W-385) using three 2-minute
rounds of sonication, with each round consisting of 40 pulses (pulse on for 1 second and
then off for 2 seconds). The lysed cells were then centrifuged at 14000 rpm for 30 minutes
(Beckman Coulter, model J2-21M). The supernatant was loaded onto a HiTrap Ni2+ affinity
column (GE Healthcare) and elution was performed using a linear gradient of imidazole (25
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to 300 mM); p38α eluted at around 220 mM imidazole. Finally, the pooled fractions were
loaded onto a Superdex 75 (GE Healthcare) gel filtration column and protein was eluted
with buffer containing 5 mM HEPES, 150 mM NaCl, 20 mM MgCl2-6H2O and 2 mM
TCEP at pH 7.4.

Fluorescence binding assay
We developed a fluorescence-based assay to experimentally measure the binding affinities
of wild-type and mutant p38α proteins to the inhibitor SB203580. The assay exploits the
fact that the inhibitor's intrinsic fluorescence increases significantly in intensity and ‘blue
shifts’ from 420 to 394 nm upon binding to the protein (Figure 2a). Discontinuous titration
experiments performed with a range of inhibitor and protein concentrations can therefore be
used as a sensitive measure of the binding affinity.

For each mutant, titrations were performed in 12 separate vials, each with a different
concentration of protein and a constant concentration (50 nM) of the inhibitor. Protein
concentrations were determined using a NanoDrop spectrophotometer (Thermo Scientific,
model ND-1000) with molecular weight and extinction coefficient set to 43.8 kDa and
53000 M−1cm−1 respectively, both of which were estimated using the ProtParam web server
(http://ca.expasy.org/tools/protparam.html). The concentration of SB203580 (LC
Laboratories) was set by weighing out appropriate amounts into an appropriate volume of
buffer. The emission signal at 394 nM following excitation at 320 nm was measured for
each of the twelve titrations using a FluoroLog-3 spectrofluorometer (HORIBA Scientific).
All experiments were performed at 25 °C in the following buffer: 5 mM HEPES, 150 mM
NaCl, 20 mM MgCl2-6H2O, 2% DMSO and 2 mM TCEP at pH 7.4

For each mutant, the raw fluorescence intensities at 394 nm were first normalized by the
highest fluorescence intensity obtained in the set of 12 titrations. The normalized
fluorescence intensities were then fit to a quadratic binding function in SigmaPlot 10.023 in
order to obtain the dissociation constant, Kd,:

Here [P]T is the total protein concentration, [L]T is the total inhibitor concentration, Kd is the
dissociation constant, and f is the fractional saturation. The two additional fitting parameters
a and b allow, respectively, the relative fluorescence intensity at saturation and the relative
fluorescence in the absence of protein to both float during the fit; the former parameter was
found to be important in helping determine the Kd of the weaker-binding mutants. In all
cases, fits to the above equation were excellent (r2 > 0.98). Error bars for all measurements
were obtained from the standard deviation of three independent repeats of the titration
experiments. Finally, experimental binding free energies, ΔG, were calculated from the Kd
using the standard relation ΔG = –RT ln (1/Kd). The relative binding free energies, ΔΔG, of
the mutants to wild-type p38α were then obtained using ΔΔG = ΔG (mutant) – ΔG (wild-
type).

Simulation system preparation
Residues Val38 and Ala51 in p38α were selected for mutation because of their proximity to
the inhibitor in the crystal structure of the p38α-SB203580 complex (Figure 1; Wang et al.,
1998). For each of the five mutations studied experimentally – i.e., A51V, A51G, V38A,
V38I, and A51V/V38I – separate free energy calculations were performed for both inhibitor-
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bound and inhibitor-unbound states in order to obtain the relative binding free energy, ΔΔG.
For simulations of the bound state, the p38α crystal structure with SB203580 bound (PDB
code: 1A9U) was used as the initial structure.18 Since this structure is of the human form of
p38α, two minor modifications, L48H and T263A were made to the structure using SCWRL
4.024 to ensure that its sequence was identical to that of mouse form of p38α (the form used
in our fluorescence experiments; see above); both of these residues are distant from the
inhibitor's binding site so we do not expect them to make a significant contribution to the
binding free energy. For simulations of the unbound state, the apo p38α crystal structure
(PDB code: 1P38) was used as the initial structure;25 since this structure is of the mouse
form no structural modification was required.

Molecular dynamics simulations
Explicit solvent molecular dynamics (MD) simulations were performed using GROMACS
4.5.126,27 on Kraken, a Cray XT5 supercomputer hosted by the National Institute for
Computational Sciences at the Oak Ridge National Laboratory. The simulation system was
set up in a cubic box (each side 85 Å) solvated with ~13000 TIP3P water molecules;28 all
simulations contained a total of ~43000 atoms. Separate sets of simulations were performed
with the OPLS-AA/L20 and Amber ff99SB-ILDN22 force fields. The former force field is a
modification of the original OPLS all-atom force field29 refitted to high level quantum-
mechanical (QM) data20. The latter force field is based on the Amber ff99SB force field,21

which in turn was based on a modified Amber ff94 force field;30 again, improvement was
obtained by matching a number of backbone and side chain dihedrals to high level QM
calculations.22

Prior to deriving force field parameters for the SB203580 it was necessary to decide upon
the likely protonation states of the (three) ionizable nitrogen atoms in its imidazole and
pyridine rings. To this end, pKa values were predicted using the SPARC web server (http://
sparc.chem.uga.edu/sparc/;31 Hilal et al., 1995). The predicted pKa of the pyridine nitrogen
was 5.77, suggesting that it should be unprotonated at neutral pH; this assignment is
consistent with the fact that it accepts a hydrogen bond from the backbone NH of Met109 in
the crystal structure of the complex with p38α.18 The two imidazole nitrogen atoms were
assigned pKas of 2.62 and 10.75 respectively (when viewed from top to bottom in Figure
S1); these assignments were again found to be consistent with the arrangement seen in the
crystal structure of the p38α-SB203580 complex: the predicted unprotonated nitrogen
accepts a (charged) hydrogen bond from the side chain of Lys53.

Having decided on protonation states, it was possible to derive partial charge sets for the
inhibitor for simulations with the two force fields. For simulations using the OPLS-AA/L
force field, the partial charges for the inhibitor were initially obtained using the CM1A
method32 (Table S1) as has in the past been used successfully by others.33 However, in
preliminary simulations performed with this charge set the key hydrogen bond between the
pyridine ring of the inhibitor and the backbone NH group of Met109 was rapidly lost,
suggesting that the charge set significantly underestimates the strength of this interaction
(Figure S2). Using an approach that we described previously,34 therefore, we opted instead
to derive partial charges for the inhibitor on the basis of analogy with functional groups
already parameterized within the OPLS-AA/L force field. The inhibitor's structure can be
usefully decomposed into five principal moieties: (1) imidazole; (2) fluorobenzene; (3)
pyridine; (4) benzene; and (5) sulfoxide (Figure S1). Since each of these groups has already
been parameterized in the OPLS-AA/L force field,20 it is straightforward to merge their
partial charge sets to obtain a complete set of charges for the inhibitor. For simulations using
the Amber ff99SB-ILDN force field, the partial charges of the inhibitor were obtained using
the standard protocol35 of performing restrained electrostatic potential (RESP) fits; these
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calculations were performed using the RED web server36 (http://q4mdforcefieldtools.org/
REDS/).

For simulations using the OPLS-AA/L force field, the bonded and non-bonded parameters
for SB203580 were also derived by analogy with functional groups already present in the
OPLS-AA/L force field. For simulations using the Amber ff99SB-ILDN force field, the
bonded and non-bonded parameters for SB203580 were parameterized using the generalized
AMBER force field (GAFF) approach.37 In order to maintain the correct “propeller-like”
arrangement of the inhibitor's aromatic groups seen in its crystal structure with p38α,
additional dihedral restraints were applied to the ring atoms in all simulations (Table S2).

All MD simulations were performed in the NVT ensemble. The temperature was maintained
at 298 K using the Langevin thermostat with a friction coefficient of 1 ps−1. For van der
Waals interactions and short-range electrostatic interactions, a 10 Å cutoff was used; for
long-range electrostatic interactions, the smooth Particle Mesh Ewald (PME) method was
used.38 LINCS39 was used to constrain all bonds, enabling a 2 fs time step to be used. For
each simulation, energy minimization using the steepest descent algorithm was first carried
out for 1000 steps, followed by 600 ps of ‘equilibration’ that involved a stepwise heating of
the system from 50 K to 298 K (through 100 K, 150 K, 200 K, and 250 K). Following this
period of equilibration, ‘production’ simulations were run for 12 ns with snapshots saved
every 1 ps and energies saved every 0.1 ps for further analysis.

Free energy calculations
The use of thermodynamic integration (TI) methods allows us to calculate the free energy
changes associated with mutations in both inhibitor-bound and unbound states of the protein,
i.e., ΔGbound and ΔGunbound, respectively. These free energy changes were calculated by
performing a number of independent MD simulations at different values of the coupling
parameter λ that interpolates between the wild-type and mutant forms of the kinase. In order
to practically implement this, a number of new hybrid residue types were defined in
GROMACS. As shown in Figure S3, for example, for the A51V mutation a hybrid residue
type was constructed by combining the atoms of alanine and valine into a single topology
file; atoms not present in one or other of the two residue types are represented by non-
interacting ‘dummy’ atoms in such a way that the hybrid residue is effectively an alanine at
λ = 0 (wild-type) and a valine at λ = 1. The free energy changes, ΔGbound and ΔGunbound,
were each found by integrating the ensemble average of dH/dλ accumulated in independent
MD simulations performed at each of the following eleven values of λ: 0.0, 0.1, 0.2, 0.3,
0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0. All integrations were performed using Simpson's rule as this
has been shown by the Boresch group to be a considerably more robust method of
integration than the more commonly used trapezoid method.40,41 To avoid numerical
instabilities at the end-points (i.e. near λ = 0 and λ = 1), soft-core potentials42 were applied
to both van der Waals and Coulombic interactions with the coefficients α, p, and σset to 0.5,
1.0, and 0.3, respectively (for a good tutorial on the selection of parameters see http://
www.dillgroup.ucsf.edu/group/wiki/index.php?title=Free_Energy:_Tutorial).

To estimate statistical uncertainties, three independent 12 ns MD simulations were
performed at each λ value for each mutant, in each case starting with a different set of initial
velocities assigned to the atoms in the system. If we assume that the three estimates of dH/
dλ obtained at each λ are truly independent, it is possible to obtain a total number of 311

estimates of both ΔGbound and ΔGunbound; we therefore chose to estimate the statistical error
of ΔGbound and ΔGunbound from the standard deviation of these 311 integrations of dH/dλ.
Finally, following standard statistics,43 the standard deviation of ΔΔG was obtained as the
square root of the sum of the squared standard deviations of ΔGbound and ΔGunbound.
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The total amount of simulation time accrued during this project can be computed as follows.
Each ΔΔG estimate required 22 × 12 ns = 264 ns of MD simulation (11 λ values for the
bound state, 11 λ values for the unbound state). For the OPLS-AA/L force field we obtained
40 ΔΔG estimates: 3 replicates of 5 mutants for unrestrained simulations, 3 replicates of 5
mutants for restrained simulations using a force constant of 0.239 kcal/mol/Å2 (i.e. 100 kJ/
mol/nm2; see Results), 1 replicate of 5 mutants using a force constant of 0.0239 kcal/mol/Å2

and 1 replicate of 5 mutants using a force constant of 2.39 kcal/mol/Å2. For the Amber
ff99SB-ILDN force field, we obtained 30 ΔΔG estimates since we did not perform position-
restrained calculations using force constants of 0.0239 and 2.39 kcal/mol/Å2. The total
simulation time used in this study therefore amounts to 70 × 264 ns = 18.48 μs.

Calculations using the MM/GBSA method
An alternative to computing relative free energies of binding by performing MD simulations
at a number of independent, intermediate λ values is to use a so-called ‘end point’ method
that involves calculations only at the extreme λ values.44 One such method is the molecular
mechanics/generalized Born surface area (MM/GBSA) method;45-47 a large number of
studies have used this approach in ligand-receptor calculations.48-55 The MM/GBSA method
estimates the binding free energy, ΔG, as the difference in free energies of the ligand-
receptor complex and its separated components, with each free energy being modeled as a
sum of the following terms: G = Eint + Eelec + Evdw + Gsol,p + Gsol,np – TS. Eint is the
internal energy due to the traditional bonded terms of the force field, i.e. bond stretches,
angles and dihedrals; Eelec and Evdw are the electrostatic and van der Waals nonbonded
energies respectively; Gsol,p is the polar component of the solvation free energy, which is
calculated here using the OBC generalized Born solvation model56, with parameters α = 1,
β = 0.8 and γ = 4.85, as these parameters have been shown to work well in similar
systems.53 Gsol,np is the non-polar component of the solvation free energy, calculated using
Gsol,np = γ · SASA where γ = 0.0054 kcal/mol57 and SASA is the solvent accessible surface
area. As is common in applications of the MM/GBSA method, the entropy term, TS, was
omitted from the calculations reported here.

For each mutant, free energies were computed at the λ = 1 end states using snapshots
sampled at 10 ps intervals from 12 ns MD trajectories; since each trajectory was performed
in triplicate, a total of 360 snapshots were used to obtain the binding free energy of each
mutant. For the wild-type, free energies were computed at the λ = 0 end state using
snapshots sampled from all independent simulations; since five mutants were studied, and
since each was simulated in triplicate, a total of 5 × 3 × 120 = 1800 snapshots were available
for calculating the binding free energy of the wild-type protein. The relative binding free
energies, ΔΔG, of all mutants were obtained by subtracting the binding free energy of the
wild-type kinase. All calculations were performed using the ‘rerun’ option of the main MD
engine, ‘mdrun’, in GROMACS.26,27

Results
Experimental measurements of ΔΔG of p38α mutants

In order to determine experimentally the binding affinities of p38α mutants with the
inhibitor SB203580, we developed a fluorescence-based binding assay; this assay exploits
the fact that the fluorescence intensity of the inhibitor changes significantly when it binds to
the protein (Figure 2a). To validate the assay, it was first applied to the wild-type p38α so
that comparison with previously reported binding affinities for SB203580 could be made.
The dissociation constant (Kd) measured here for SB203580 with wild-type p38α is 9.0 ±
1.7 nM (Figure 2b). This agrees well with the previously reported values of 10 nM,58 17
nM,59 12 nM,60 and 4 nM;61 the largest difference in free energy between the present value
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and any of the other reported values, therefore, is 0.48 kcal/mol (i.e. a 4% difference).
Having validated the assay for the wild-type protein, binding affinities of SB203580 for the
five mutants examined here were determined using the same assay; the measured ΔG values
are listed in Table 1 (see Figure S4 for fits of the experimental data for all mutants).

The two mutations that decrease the size of the sidechains contacting the inhibitor, V38A
and A51G, decrease the binding affinity of the inhibitor by 2.5 and 0.8 kcal/mol respectively
(Table 1). The former result is qualitatively consistent with a previous study showing that
this mutation reduces cross-linking of the kinase to the similar ligand 125I-SB206718
(identical to SB203580 except that the latter's fluorine is replaced by iodine62), and both
results are in line with our naïve expectations given that they entail the loss of hydrophobic
contacts with the inhibitor. It is not immediately obvious why the V38A mutation should be
so much more deleterious to binding than the A51G mutation since according to the Ligand-
Protein Contacts web server63 the two wild-type sidechains bury essentially the same
amounts of surface area in binding to the inhibitor (22 and 20 Å2 for V38 and A51
respectively). But this absence of an obvious explanation suggests that correctly reproducing
the relative magnitudes of the effects of these two mutations should be a challenge for the
computer simulations.

In contrast to what was seen with the above mutations, the two mutations that increase the
size of the sidechains contacting the inhibitor, A51V and V38I, have qualitatively quite
different effects on the binding affinity of the inhibitor: the A51V mutation decreases the
binding affinity of the inhibitor by 2.0 kcal/mol, while the V38I mutation increases the
binding affinity by 0.7 kcal/mol (Table 1). These two results can be at least qualitatively
rationalized on the basis of simple molecular modeling performed on the crystal structure of
the p38α-SB203580 complex (PDB code: 1A9U). When we use the sidechain modeling
program SCWRL424 to model the A51V mutation (Figure 3), pronounced steric clashes are
apparent between the valine sidechain and the fluorophenyl and pyridine rings of the
inhibitor: the closest distance between heavy atoms is 3.15 Å. In contrast, when we carry out
the same procedure with the V38I mutation (Figure 3), no clashes are apparent between the
isoleucine sidechain and the inhibitor, and the sidechain appears much freer to rotate. That
the V38I mutation introduces an additional CH2 group to contact the inhibitor without
introducing any new steric clashes, therefore, provides a reasonable explanation for the
finding that the mutation increases the binding affinity of the inhibitor. Interestingly, the
idea that increasing the size of sidechains contacting the inhibitor can cause an increase in
the binding affinity of the p38α-SB203580 complex is not without precedent: it has been
shown previously that the A157V mutation (also in the active site of p38α) decreases the
IC50 for the inhibitor from 30 to 6 nM.64 Evidently, therefore, despite the inhibitor's high
affinity for p38α, there is room to improve its affinity by improving the packing of the
protein's sidechains around it.

Since the two size-increasing single mutations, A51V and V38I have qualitatively different
thermodynamic effects on SB203580's binding affinity, it was of interest to establish
whether the two effects were additive, especially since the two sites are physically close to
one another: the distance between the Cα atom of Val38 and Ala51 is 6.4 Å in the p38α-
SB203580 complex crystal structure. We therefore measured the binding affinity of the
double mutant, A51V/V38I, and found that the overall effect is to decrease the binding
affinity by 1.0 kcal/mol; this is to be compared with the predicted combined effects of the
two single mutations (ΔΔG = 2.0 – 0.7 kcal/mol = 1.3 kcal/mol). The result is therefore
somewhat equivocal: a very modest degree of cooperativity (~0.3 kcal/mol) may be present
but it is not sufficiently large in magnitude to be clearly outside of the error in the
experimental measurements.
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Free energy calculations of ΔΔG of p38α mutants
Having experimentally measured the binding free energy of SB203580 to a number of site-
directed mutants of the active site of p38α we next attempted to determine whether these
data could be reproduced by explicit-solvent TI/MD simulations. Our initial round of free
energy simulations used the OPLS-AA/L force field with parameters for the inhibitor
devised to be as consistent as possible with the rest of the force field (see Methods). TI
calculations with this force field produced very reasonable results for three of the mutants –
A51G, V38A, and V38I (cyan, green, and yellow symbols in Figure 4a) – and in particular,
were able to capture the finding that the V38A mutation is significantly more damaging to
binding than is the A51G mutation (see above). But the TI results for the remaining two
mutants – both of which involve the A51V substitution – were qualitatively incorrect (blue
and red symbols in Figure 4a; Table 1): the simulations predict that both mutants should
have an increased binding affinity for the inhibitor, when in fact their affinities are
substantially decreased. We consider possible causes of these discrepancies in the
Discussion. To explore whether similar results might be obtained with an alternative force
field, we repeated the entire set of free energy calculations using the Amber ff99SB-ILDN
force field (see Methods). In this case, the calculations performed considerably better
(Figure 4b): qualitatively correct results were obtained for all five mutants, and although the
calculations now overestimated the extent to which the A51V mutations disfavor inhibitor
binding, the correspondence with the experimental data was markedly improved. Overall,
the correlation coefficient increased from 0.49 (with OPLS-AA/L) to 0.76 (with Amber
ff99SB-ILDN), and the average unsigned error in the computed ΔΔG values decreased from
1.1 to 0.7 kcal/mol.

Imposing harmonic position restraints can significantly improve calculated ΔΔG values
While there are several likely causes of the poor results obtained when the OPLS-AA/L
force field is applied to the A51V-containing mutants (see below), one possible
interpretation is that the force field may be allowing the protein-inhibitor complex to adopt
conformations that, in reality, would not be sampled. If so, and assuming that the crystal
structure of the wild-type kinase in complex with the inhibitor provides a good guide to what
the A51V mutant should look like in complex with the inhibitor, then it might be expected
that adding modest position restraints to limit the conformational freedom of the complex
might lead to somewhat improved binding affinity predictions. To test this idea, we repeated
the TI calculations with harmonic restraints applied to the backbone atoms of the protein and
to the heavy atoms of the inhibitor; no harmonic restraints were imposed on the protein
sidechains as it was felt important to allow them to freely sample alternative conformations
(see Figure S5 for plots comparing the relative flexibilities of these groups).

Using an arbitrarily selected force constant of 0.239 kcal/mol/Å2 (i.e. 100 kJ/mol/nm2), the
relative binding free energies of all five p38α mutants were calculated in exactly the same
way as for the unrestrained simulations. As expected, the primary effect of the position
restraints was to affect the calculation of the free energy changes in the inhibitor-bound state
(ΔGbound) while making little difference to the calculation of the free energy changes in the
inhibitor-free state (ΔGunbound) (see Figure S6). More importantly, however, the imposition
of harmonic restraints hugely improved the calculated ΔΔG values for the A51V and A51V/
V38I mutants without adversely affecting the calculated ΔΔG values for the other mutants
(Figure 5a). In fact, the correlation coefficient for the OPLS-AA/L results improved from
0.49 without restraints to 0.95 with restraints; similarly, the average unsigned error
improved from 1.1 to only 0.3 kcal/mol. Interestingly, we found that the same restraints
could also be imposed in simulations with the Amber ff99SB-ILDN force field without
causing a significant adverse change in the force field's ability to reproduce the experimental
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data (Figure 5b): the correlation coefficient and average unsigned errors changed to 0.83 and
0.7 kcal/mol respectively when restraints were included.

Although it is encouraging that the mixed performance of the OPLS-AA/L force field can be
improved by adding position restraints, it is important from a practical perspective to ask
how strong these restraints must be in order to have a ‘correcting’ effect. To address this
question, we again repeated our TI calculations with the OPLS-AA/L force field, but using
instead force constants that were either an order of magnitude weaker or stronger (i.e.
0.0239 and 2.39 kcal/mol/Å2 respectively); for reference, a plot showing the effects of
increasing force constant on the flexibilities of backbone, sidechain and inhibitor atoms is
shown in Figure S7. Interestingly, the computed ΔΔG values of the two A51V-containing
mutants show a very significant dependence on the magnitude of the force constant,
increasing linearly with the logarithm of the force constant (Figure 6). In contrast, the three
non-A51V-containing mutants, A51G, V38A, and V38I, show much less dependence on the
force constant, although the thermodynamically favorable V38I mutation is somewhat more
poorly reproduced as the strength of the position restraints increases. The latter result
suggests that correctly reproducing the favorable effect of this particular mutation requires a
degree of conformational adjustment on the part of either (or both) the protein and the
inhibitor. Overall, however, the results indicate that while the imposition of position
restraints can overcome apparent limitations in a simulation force field, the strength of the
restraints must be carefully chosen.

One final question that we have addressed is whether similar results could be obtained using
a simpler computational approach that avoids the need to simulate intermediate λ values in
the calculation of relative binding free energies. To this end, we have used the MM/GBSA
method,44-47 in which the energies of MD snapshots sampled at λ = 0 and 1 are calculated
as a sum of a molecular mechanics component and an implicit solvent component that
combines continuum electrostatic and surface area-dependent terms (see Methods). The
results obtained when the MM/GBSA method is used to compute energies for snapshots
sampled during the unrestrained simulations with both force fields are shown in Figure 7;
corresponding results obtained using snapshots sampled during the simulations restrained
with a force constant of 0.239 kcal/mol/Å2 are shown in Figure 8. Interestingly, in the
absence of position restraints, the correlation between the MM/GBSA calculations and
experiment is quite poor with both force fields: correlation coefficients of 0.56 and 0.35 are
obtained for the OPLS-AA/L and Amber ff99SB-ILDN force fields respectively. When
position restraints are included, however, both force fields produce much better agreement
with experiment: the correlation coefficients become 0.79 and 0.75 for the OPLS-AA/L and
Amber ff99SB-ILDN force fields respectively, which are comparable to but somewhat
lower than those obtained using the much more expensive TI calculations.

Discussion
The potential utility of free energy calculation methods such as FEP and TI for applications
such as computer-aided drug design was first suggested and demonstrated in the
mid-1980s65-70 and such methods continue to be widely used as tools for studying the
thermodynamics of biomolecular interactions. In recent years, considerable interest has been
focused on understanding the absolute thermodynamics of ligand binding to a variety of
model protein systems such as T4 lysozyme,71-78 the FK-506 binding protein (FKBP),79-81

and cytochrome P450.82 There also remains, however, significant interest in using such
methods to compute relative binding free energies, for example, of closely related drug
analogs binding to the same protein.83-89
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Conceptually, the present study belongs with other computational studies exploring the
effects of mutations on a protein binding to a common ligand. Previous studies along these
lines have included cases where the ligand is another protein,90,91 a sugar92 or an enzyme
substrate.93-96 But of most relevance to the current work are those computational studies that
have focused specifically on reproducing mutational effects on the binding thermodynamics
of small molecules to proteins.97-102 In comparison with all but the most recent of these
studies the simulations reported here involve much longer simulation times; nevertheless,
the overall accuracy of the results that we have obtained is broadly in line with that obtained
in these previous studies. For example, a study of the effects of five mutations on the
binding of the enzyme fructose 1,6-biphosphatase to adenosine monophosphate obtained
excellent agreement with experiment: despite the use of comparatively short production
periods of 306 ps, the error in the computed ΔΔG values in that study ranged from only 0.2
to 0.4 kcal/mol.101 As a second example, in a study examining the interaction between
protease inhibitors and three resistance-causing mutants of the Hepatitis C virus protease,
errors ranging from 0.3 to 0.9 kcal/mol were obtained; interestingly, that study also used
position restraints similar to those applied in the present study, although in that case the
CHARMM force field was used.100

In the present work we have used both unrestrained and restrained simulations in order to
calculate ΔΔG values. We discuss the latter in detail below, but first we consider the results
obtained from unrestrained simulations. One important point to note concerns the
magnitudes of the discrepancies between the computed ΔΔG values and our experimentally
measured values. As shown in Table 1, in the unrestrained calculations these discrepancies
appear to scale with the size of the mutation – larger changes to sidechains appear more
difficult for the calculations to quantitatively reproduce – and this trend holds true regardless
of which force field is used in the simulations. Specifically, the mutations that involve the
addition or loss of only a single carbon (A51G and V38I) are both very accurately
reproduced: the unsigned error for both mutations with both force fields is only 0.3 ± 0.1
kcal/mol. In contrast, the mutants that involve the addition or loss of two carbons (A51V and
V38A) are much less accurately reproduced: the unsigned error for these mutations with the
two force fields is 1.3 ± 0.6 kcal/mol. We have already noted that the results for A51V with
OPLS-AA/L are poor (Table 1), but at a quantitative level this mutation appears also to be
difficult for Amber ff99SB-ILDN since it overestimates the change in binding affinity by
1.1 kcal/mol. And, while both force fields also qualitatively reproduce V38A's lower
binding affinity, the magnitude of the effect is underestimated by 0.9 and 1.1 kcal/mol with
OPLS-AA/L and Amber ff99SB-ILDN respectively. The fact that the thermodynamic
effects of both of these mutations are difficult to reproduce indicates that mutations that
introduce steric insults to inhibitor binding (A51V) may not be any more challenging than
mutations that involve removal of interactions (V38A), at least from the point of view of
producing quantitative agreement with experiment. This finding may have implications for
attempts to model the effects of mutations on protein stability where, due to difficulties in
modeling in sidechains, attention has previously been focused on those mutations that
involve deletion of atoms.103,104

A second result of the unrestrained simulations is that we find that increasing the
‘production’ period of the simulations (i.e. the period of time over which data are recorded)
has equivocal effects on the calculated ΔΔG values. Most of the computed ΔΔG values are,
perhaps surprisingly, relatively insensitive to changes in the duration of the production
period (Figures S8 & S9). In the case of unrestrained simulations using the OPLS-AA/L
force field (Figure S8a), for example, the most noticeable effect is on the computed ΔΔG
value for the A51V mutant which decreases from 1.0 kcal/mol to –0.3 kcal/mol as the
production period increases from 1 to 12 ns. Given that our experimentally determined value
is 2.0 kcal/mol (Table 1) it is clear that the calculated result deviates further from the
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experimental value as the simulation production period increases. In the case of unrestrained
simulations using the Amber ff99SB-ILDN force field, on the other hand (Figure S9a), the
most noticeable changes are to the ΔΔG values of the V38I and A51V/V38I mutants, both
of which become closer to the experimental value over time.

While the dependence of the results on the duration of the production period is generally
more muted in the simulations that include position restraints on the backbone atoms
(Figures S8b and S9b), in certain cases (e.g. for the A51V/V38I mutant with the Amber
ff99SB-ILDN force field) a clear time dependence remains. One likely cause of this
remaining time dependence, and a significant possible source of discrepancies with
experiment, is the relatively infrequent sampling of alternative rotameric states of sidechains
that contact the inhibitor. In fact, infrequent sampling of sidechain rotamers appears to be an
issue in all of our simulations, regardless of the force field used and regardless of whether or
not position restraints are applied to the inhibitor and the protein backbone. As shown in
Figures S10 and S11, for example, at position 38 we see very few transitions in the χ1
dihedral over the course of the 12 ns production period in simulations of A51V-containing
mutants; sampling is slightly better at position 51 in the same mutants (Figures S12 and S13)
but remains infrequent. Such slow sampling of alternative sidechain conformations is not
necessarily unrealistic since significant energy barriers to sidechain rotations are common105

and since in seven different crystal structures of SB203580 in complex with p38 kinases
(pdb codes 1A9U; 1PME; 2EWA; 3GCP; 3OBG; 3MPA; 3ZS5), the sidechain of V38 is
always in the trans conformation. Nevertheless, it makes it difficult to be confident in the
convergence of the computed free energy values.

This is especially a concern given that others have shown that proper consideration of
alternative sidechain rotamers can be an important factor in obtaining accurate absolute
binding free energies in ligand-receptor systems. For example, a number of studies have
shown that inadequate sampling of the χ1 angle at Val111 – for which conformational
rearrangements are slow – can have a critical effect on the computed binding free energies
of aromatic molecules to T4 lysozyme.73,75,78,82,106 A variety of different ways to correct
for this problem have been proposed and have been explicitly demonstrated in the same
system. One such method is the ‘confine-and-release’ protocol developed by Mobley,
Chodera and Dill76 in which the free energy contribution from a sidechain that is kinetically
trapped within a single rotameric state is explicitly computed. An alternative comes the
Roux group78 showing that it is possible to accelerate convergence in absolute binding free
energy calculations by using Hamiltonian exchange methods in combination with biasing
potentials that are explicitly devised to improve sampling of the χ1 dihedral angles. Finally,
the Berne and Friesner groups have shown that free energies that are independent of the
initial rotameric states of sidechains can be achieved in simulations of only ~2 ns duration
using a replica exchange solute-tempering method106 that, in effect, simulates the ligand and
its immediate binding site at a higher temperature; this same method has already been
applied to a kinase system.55 Any or all of these methods could be especially helpful for the
present system.

It is perhaps because of the infrequent sampling of sidechain conformations, therefore, that
we do not see any clear relationship between the length of the production period in the
simulations and the accuracy with which the experimental results are reproduced. Because
of this, therefore, we cannot conclusively rule out the possibility that increasing the
production period of the simulations to a much longer timescale (e.g. microseconds) might
change the results, either for better or for worse. The ability to perform much longer
simulations thanks to the advent of superfast MD engines such as the purpose-built
supercomputer Anton created by the Shaw group107,108 should make it possible to eliminate
incomplete sampling as a major concern in the near future. In the meantime, however, and
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for the general user of simulations who does not have access to such machines, it appears
worthwhile considering methods such as those outlined above, and others, that improve
sampling in the computation of binding free energies.76,78,106,109

While the above discussion indicates that we should be cautious about the convergence of
our computed ΔΔG values, it remains reasonably clear that the results we obtain for the
A51V-containing mutants from unrestrained simulations with the OPLS-AA/L force field
are qualitatively incorrect while those obtained with the Amber ff99SB-ILDN force field are
qualitatively correct (Table 1). Given the highly interconnected nature of the parameters in
current energy functions it can be extremely difficult to cleanly identify problem areas in a
given force field. One potential contributor that we can probably rule out is differences in
the conformational preferences of the inhibitor since with both force fields we have imposed
the same set of dihedral restraints in order to ensure that the relative orientations of the
fluorophenyl, pyridine and imidazole rings are preserved; as a result, the sampled
distributions of these dihedral angles are essentially identical with the two force fields
(Figure S14). Another possibility is the description of the kinase's conformational
preferences, and in particular, those of the sidechains that contact the inhibitor: the OPLS
and AMBER force fields have been shown by others, for example, to produce somewhat
different χ1 rotamer distributions for residue types such as valine.110 The infrequent
sampling of these rotamers noted above – which is only one aspect of the more general
problem of sampling that has been emphasized recently111 – makes it difficult to determine
if this is a major issue but, in any case, it should be noted that we can get excellent
agreement with experiment from simulations that include backbone position restraints
despite the fact that any errors in rotamer preferences would still be present in such
simulations (restraints were not applied to sidechain atoms).

Still another possible contribution comes from the partial charges assigned to the inhibitor.
In Methods we note that in preliminary MD simulations with the OPLS-AA/L force field,
the use of CM1A charges for the inhibitor led to a rapid loss of the key hydrogen bonding
interaction between the pyridine ring of the inhibitor and the amide hydrogen of the
backbone of Met109. This led us to instead derive partial charges for the inhibitor by
analogy with functional groups already parameterized in the OPLS-AA/L force field, and
while these analogy-derived charges improved the stability of the hydrogen bond
significantly, its stability in 12 ns MD simulations of the wild-type kinase is still clearly
somewhat lower than that obtained with the Amber ff99SB-ILDN forcefield (Figure S2).
Notably, the A51V mutation is the only one considered here that introduces a clear steric
clash into the system and, given the proximity to the pyridine ring, it is quite possible that
adjustments to the hydrogen bond might be required in order to accommodate it (Figure 3).
If the simulation force field's description of the hydrogen bond interaction is unrealistically
weak, it might not correctly account for the fact that there should be a significant energetic
cost to altering the geometry of the hydrogen bond and might, therefore, underestimate how
unfavorable the mutation is for binding of the inhibitor. Arguing against this possible
explanation, however, is the fact that in additional simulations that we have performed using
the OPLS-AA/L force field but with the Amber charges assigned to the inhibitor, we obtain
a ΔΔG for the A51V mutant of 0.3 ± 0.4 kcal/mol, which is only marginally better than the
result obtained when the analogy-derived OPLS-AA/L charges are used (ΔΔG = –0.3 ± 0.4
kcal/mol; Table 1).

Although the exact cause of the OPLS-AA/L force field's problems with the A51V-
containing mutations remains difficult to establish unambiguously, it is important to note
that these problems can be made to disappear when position restraints are applied to the
protein backbone and the inhibitor: in fact, when set appropriately, restraints allow average
unsigned errors as low as 0.3 kcal/mol to be achieved. The addition of position restraints to
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simulations with the Amber ff99SB-ILDN force field made little difference to what was
already a rather good agreement with experiment, although there was a slight decrease in the
correlation. Despite this, there was one important respect in which the Amber ff99SB-ILDN
results were also markedly improved by the addition of restraints: this was in the
reproduction of the cooperativity of the V38I/A51V double mutant. Without restraints, the
‘coupling energy’ between the two mutation sites, defined as ΔΔGV38I/A51V – ΔΔGV38I –
ΔΔGA51V, was computed to be –1.4 kcal/mol; with restraints the value reduces to –0.6 kcal/
mol, which is much closer to the experimental value of –0.3 kcal/mol. Similarly, with
OPLS-AA/L, the computed coupling energy is +0.2 kcal/mol (i.e. qualitatively incorrect) in
the absence of restraints, and –0.6 kcal/mol in the presence of restraints. Interestingly, the
imposition of position restraints also markedly improved the results obtained with the faster
but more approximate MM/GBSA method for both force fields (compare Figures 7 and 8).

The fact that imposing position restraints can lead to better calculations of mutational effects
echoes a previous result from our lab. In work aimed at developing rapid computational
methods for screening the entire complement of human protein kinases we showed that it
was possible to use homology models of protein kinases, together with a simple physical
energy function, to qualitatively predict which would be strongly bound by a chosen small-
molecule inhibitor.34 Importantly, two key features of that approach were: (a) to assume that
all kinases use the exact same backbone conformation to bind the putative inhibitor, and (b)
to assume that the inhibitor binds in an identical orientation to all kinases. Notably, when
either of these apparently drastic and unrealistic restrictions was removed, significantly
poorer results were obtained. In comparison with the explicit-solvent TI/MD simulations
used here, the previous approach was obviously highly simplified. Despite that, the key
result of that study was essentially the same as that obtained here: in both cases, better
results can be obtained when a simulation force field is denied the opportunity to lead the
modeled protein-inhibitor complex into different, and possibly wrong, conformations.
Obviously, in an ideal situation, position restraints would not be necessary at all, and as
force fields continue to improve the advantages of including them will likely disappear; as a
temporary stop-gap measure, however, they appear to provide a reasonable solution when
the force field has clearly identified limitations. Importantly, the conclusion that position
restraints can improve sampling results in MD also emerges from a recent study by the Shaw
group reporting very long timescale MD simulations of homology-modeled protein
structures.112 It is also important to note, however, that there are clear cases where the
addition of position restraints will likely worsen rather than improve results. Here again, the
T4 lysozyme system offers a good example, as ligands binding to the T4 lysozyme system
can adopt a number of different orientations and correctly accounting for them can be
important for correctly reproducing experimental binding free energies.113 An additional
point to note is that, as shown here, the best choice of force constant to use is likely to
depend on the specific system and force field under study.

Finally, it is worth noting that another factor that might affect the ability to produce good
agreement with experiment is the presence of multiple conformational equilibria within the
kinase. It has been known for a number of years, for example, that a flipping of the D168-
F169-G170 motif in p38α from a so-called ‘DFG-in’ to a ‘DFG-out’ conformation, in which
a cryptic hydrophobic binding site is exposed, can be exploited by so-called class II
inhibitors.114 Kinetic data115 have shown that the binding of such inhibitors is much slower
than that of the more conventional class I (i.e. ATP-binding site) inhibitors such as
SB203580, suggesting that the DFG-in and DFG-out conformations interconvert slowly;
NMR data indicate that in the ligand-unbound state this exchange occurs on millisecond
timescale.116 Interestingly, NMR studies have indicated that the binding of SB203580 does
not affect the equilibrium between the DFG-in and DFG-out conformations,116 and
crystallographic studies have shown that SB203580 can in fact bind to both
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conformations.116,117 Evidence for additional conformational dynamics within p38α comes
from another NMR study118 showing that significant line broadening of a number of
resonances occurs when SB203580 binds; notably, these include a number of amino acids
that are close to the inhibitor (e.g. G33-V38; I84-L86). Interestingly, residual dipolar
coupling (RDC) data reported in the same study also indicate that the backbone
conformation of unbound p38α in solution might differ from that observed in the crystal
structure at residues G110-A111. Still another feature to potentially consider is that in its
physiological state, p38α is activated by phosphorylation at T180 and Y182;119 NMR and
H/D exchange studies have shown that this double phosphorylation has effects distributed
throughout the protein and causes the activation loop to switch from the intermediate to the
fast exchange regime.120 It is to be noted that phosphorylation is not an issue in the present
study as both the experiments and simulations have been performed in conditions in which
p38α is unphosphorylated; in any case, it has been shown that SB203580 binds with similar
affinities to both forms of the enzyme.121

A number of computational studies have already considered some of the above issues. The
transition between the DFG-in and DFG-out conformations of p38α, for example, has been
directly observed in artificially accelerated MD simulations performed by our group122 and
by the Menziani group.123 Very long, unforced MD simulations of the same transition in
other kinases have also been reported by the Shaw group124,125 and a number of attempts to
model the DFG-out conformations of other kinases for use in virtual screening applications
have also been reported.126-128 The finding that SB203580 binds with equal affinities to the
DFG-in and DFG-out conformations of p38α has been reproduced by the Chang group in
recent computer simulations using the ‘mining minima’ method129 in conjunction with a
continuum solvent model.130 Finally, a number of other computational studies focusing on
p38α as a model system for virtual screening applications have also been
reported.128,131-134

Given the significant conformational transitions that occur within p38α, and the timescale
over which they occur, it is perhaps surprising that comparatively short simulations coupled
with position restraints can yield relative binding free energies that are in good agreement
with experiment. Presumably this is because the mutations studied here do not significantly
affect either p38α's conformational dynamics or its conformational free energy landscape;
the effects of mutations that are closer to the site of action (e.g. mutations of the DFG motif
itself135) might well be much more difficult to reproduce. For the future, therefore,
experimental measurements of the binding thermodynamics of SB203580 to a wider range
of mutants might enable the p38α-SB203580 system to serve as a very challenging model
for testing both enhanced conformational sampling methods and simulation force fields.

In summary, we have reported here a combined experimental and computational approach to
study the effects of active-site mutations on the binding free energy of p38α MAP kinase to
the inhibitor SB203580. We have shown that, depending on the site of the mutation,
increasing the size of a sidechain contacting the inhibitor can either increase or decrease the
binding affinity of a small-molecule inhibitor. We have also shown that, under the right
circumstances, these changes in binding affinity can be quite accurately predicted by TI/MD
simulations. Given that the conservative mutations studied here are quite common in cases
of drug resistance, the results obtained here suggest that TI/MD simulations could eventually
find use in predicting potential resistance-causing mutations prior to their occurrence in the
clinic; the results reported by others in such applications100,102 support this notion.
However, to do this in a comprehensive fashion, at least for protein kinases, it will be
important also to determine the effects of the mutations on the binding of the kinase's
substrate ATP. This is especially true given that resistance-causing mutations have already
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been identified that exert their effects by increasing the affinity for ATP without affecting
the affinity for the inhibitor.136

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1. A close-up view of the p38α-SB203580 binding site
p38α kinase (in gray) is shown in molecular surface representation (with a probe radius of
1.2 Å). The inhibitor SB203580 (in cyan) is shown in stick representation. The two mutation
sites, Ala51 and Val38 are highlighted using space-fill representation.
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Figure 2. Fluorescence binding assay to measure the binding affinity of wild type p38α kinase to
the inhibitor SB203580
(a) Fluorescence spectrum of the inhibitor, protein and a solution containing both the
inhibitor and the protein; excitation was at 320 nm. (b) Typical titration of wild-type protein
with the inhibitor; dots represent experimental data and lines represent fits to the quadratic
function (see Methods).
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Figure 3. Putative close contacts between the mutation sites of p38α kinase and the inhibitor
SB203580
All distances are measured in Ångstroms.
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Figure 4. Correlation of the ΔΔG values calculated from unrestrained simulations with the
experimentally measured ΔΔG values for p38α mutants: A51V, A51G, V38A, V38I and A51V/
V38I
The results of the simulations using the following force fields are shown: (a) OPLS-AA/L;
(b) Amber ff99SB-ILDN. Each vertical error bar represents the standard deviation of 311

independent ΔΔG estimates from three 12 ns simulations with different initial random
velocities. Each horizontal error bar represents the standard deviation of ΔΔG from three
independent fluorescence binding experiments. The diagonal line representing perfect
correlation is also shown. The linear regressions obtained for OPLS and AMBER force
fields are y = 0.38x − 0.12 (R2 = 0.26) and y = 0.75x + 0.47 (R2 = 0.59) respectively.
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Figure 5. Correlation of the ΔΔG values calculated from restrained simulations with the
experimentally measured ΔΔG values for p38α mutants: A51V, A51G, V38A, V38I and A51V/
V38I
The results of the simulations using the following force fields are shown: (a) OPLS-AA/L;
(b) Amber ff99SB-ILDN. Position restraints with a force constant of 0.239 kcal/mol/Å2

were applied to the backbone of the protein and heavy atoms of the drug. Each vertical error
bar represents the standard deviation of 311 independent ΔΔG estimates from three 12 ns
simulations with different initial random velocities. Each horizontal error bar represents the
standard deviation of ΔΔG from three independent fluorescence binding experiments. The
diagonal line representing perfect correlation is also shown. The linear regressions obtained
for OPLS and AMBER force fields are y = 0.82x + 0.25 (R2 = 0.92) and y = 0.94x + 0.49
(R2 = 0.68) respectively.
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Figure 6. Force constant dependence of ΔΔG for p38α mutants obtained from simulations using
OPLS-AA/L force field
Solid circles indicated the calculated ΔΔG values and dashed lines indicate experimentally
measured ΔΔG. The calculated ΔΔGs were obtained from three 12 ns simulations using the
following four different force constants: (1) 0 kcal/mol/Å2 (unrestrained); (2) 0.0239 kcal/
mol/Å2; (3) 0.239 kcal/mol/Å2; (4) 2.39 kcal/mol/Å2. The error bar for (1) and (3) were
obtained from the standard deviation of three simulation replicates; the error bars for (2) and
(4) are not calculated because only one simulation was performed.

Zhu et al. Page 26

J Chem Theory Comput. Author manuscript; available in PMC 2014 July 09.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 7. Correlation of the ΔΔG values obtained from MM/GBSA calculations for unrestrained
simulations with the experimentally measured ΔΔG values for p38α mutants: A51V, A51G,
V38A, V38I and A51V/V38I
The results of the simulations using the following force fields are shown: (a) OPLS-AA/L;
(b) Amber ff99SB-ILDN. Each vertical error bar is obtained using the procedure as
described in Methods section. Each horizontal error bar represents the standard deviation of
ΔΔG from three independent fluorescence binding experiments. The diagonal line
representing perfect correlation is also shown. The linear regressions obtained for OPLS and
AMBER force fields are y = 1.43x + 0.68 (R2 = 0.31) and y = 1.04x + 0.09 (R2 = 0.12)
respectively.
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Figure 8. Correlation of the ΔΔG values obtained from MM/GBSA calculations for restrained
simulations with the experimentally measured ΔΔG values for p38α mutants: A51V, A51G,
V38A, V38I and A51V/V38I
The results of the simulations using the following force fields are shown: (a) OPLS-AA/L;
(b) Amber ff99SB-ILDN. Position restraints with a force constant of 100 kJ.mol−1.nm−2

were applied to the backbone of the protein and heavy atoms of the drug. Each vertical error
bar is obtained using the procedure as described in Methods section. Each horizontal error
bar represents the standard deviation of ΔΔG from three independent fluorescence binding
experiments. The diagonal line representing perfect correlation is also shown. The linear
regressions obtained for OPLS and AMBER force fields are y = 1.05x − 1.03 (R2 = 0.62)
and y = 0.80x + 0.24 (R2 = 0.57) respectively.
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