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A B S T R A C T

The potential for guarantee-time bias (GTB), also known as immortal time bias, exists whenever
an analysis that is timed from enrollment or random assignment, such as disease-free or overall
survival, is compared across groups defined by a classifying event occurring sometime during
follow-up. The types of events associated with GTB are varied and may include the occurrence of
objective disease response, onset of toxicity, or seroconversion. However, comparative analyses
using these types of events as predictors are different from analyses using baseline characteristics
that are specified completely before the occurrence of any outcome event. Recognizing the
potential for GTB is not always straightforward, and it can be challenging to know when GTB is
influencing the results of an analysis. This article defines GTB, provides examples of GTB from
several published articles, and discusses three analytic techniques that can be used to remove the
bias: conditional landmark analysis, extended Cox model, and inverse probability weighting. The
strengths and limitations of each technique are presented. As an example, we explore the effect
of bisphosphonate use on disease-free survival (DFS) using data from the BIG (Breast International
Group) 1-98 randomized clinical trial. An analysis using a naive approach showed substantial
benefit for patients who received bisphosphonate therapy. In contrast, analyses using the three
methods known to remove GTB showed no statistical evidence of a reduction in risk of a DFS
event with bisphosphonate therapy.

J Clin Oncol 31:2963-2969. © 2013 by American Society of Clinical Oncology

INTRODUCTION

In the context of clinical trials, the issue of
guarantee-time bias (GTB) arises when an analy-
sis that is timed from enrollment or random as-
signment, such as disease-free (DFS) or overall
survival (OS), is compared across groups defined
by a classifying event occurring sometime during
follow-up. The classifying event may be as diverse
as objective response to treatment, change in a
biomarker, response after neoadjuvant therapy,
onset of a certain type of adverse event, initiation
of a subsequent or secondary treatment, or occur-
rence of treatment noncompliance. Patients may
enter the classifying event group early or late in
follow-up; however, those patients who experi-
ence the classifying event must have been under-
going follow-up long enough for the event
to occur.

A classic example of GTB in oncology is its
effect on analyses of survival by tumor response in
phase II chemotherapy trials.1,2 In the 1983 report by
Anderson et al,1 the authors note that “patients with
prognosis and who die early in the study will not
have an opportunity to enter the responder group
and will guarantee poorer survival for the nonre-
sponse group.”1(p711)

It can be challenging for investigators to recog-
nize when GTB is influencing the outcome of their
analyses. The purpose of this article is to raise aware-
ness of this issue so that investigators can recognize
analyses in which results may be influenced by
such bias.

BACKGROUND

Some of the early discussions of GTB occurred in the
transplantation literature. Gail3 challenged the anal-
ysis of survival data from two studies of cardiac
transplantation, suggesting that the group assign-
ment methods that were used favored the transplan-
tation group. He maintained that the improved
survival in the transplantation group could be ex-
plained, in part, by GTB. Patients in the transplan-
tation group were guaranteed to have survived at
least until a donor was available, whereas the no-
transplantation group included, by default, all pa-
tients who had died before a suitable donor could be
found. This resulted in survival estimates that were
exaggerated in a favorable direction for the trans-
plantation group and in an unfavorable direction for
the no-transplantation group. Figure 1 illustrates
GTB based on Gail’s observation.
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GTB not only occurs in the setting of clinical trials but can also
occur in observational or cohort (case-control) studies and is referred
to in that literature as immortal time bias, survivor treatment selection
bias, or survivor bias. Immortal time bias has even been used to
explain the unexpected proposition that Oscar-winning actors live
longer.4 In all guises, it refers to a span of time in the observation or
follow-up period of a cohort when death, or the outcome under study,
could not have occurred.

During immortal time, a participant is not truly immortal, but he
or she must remain free of the outcome until the classifying event
occurs to be included in that group. It has also been noted that in
cohort studies using computerized health care databases as the source
of data, immortal time bias may result from the different approaches
used to form the cohorts.5 In this article, we use the term GTB as an
umbrella term that includes immortal time bias, survivor bias, and
survivor treatment selection bias.

IDENTIFYING GTB

Recognizing the potential for GTB is not always straightforward. In
the initial report of the NSABP (National Surgical Adjuvant Breast and
Bowel Project) B-30 trial,6 which evaluated chemotherapy regimens in
node-positive early breast cancer, the subgroup of women with amen-
orrhea and estrogen receptor (ER) –negative disease was found to have
improved DFS and OS, contrary to the hypothesis that chemothera-
py-induced amenorrhea would influence DFS or OS only in women
with ER-positive disease. This result was unexpected and, in the words
of the authors, “one of the most intriguing findings of
this trial.”6(p2063)

In the NSABP B-30 trial, the classifying event, amenorrhea, was
defined as at least 6 months without a menstrual period during the first
24 months of follow-up. The definition introduced the potential for
GTB because DFS was measured from random assignment, but as-
signment into amenorrhea groups required a sufficiently long DFS
interval before classification as having amenorrhea; patients with
short DFS times were disproportionately allocated to the no-
amenorrhea group. GTB was likely to have a much greater effect on
analyses for patients with ER-negative disease, who are more likely to
have early relapses, than for patients with ER-positive disease, for
whom early relapses are less common. When the analysis employed
techniques to remove GTB (ie, 12-month conditional landmark anal-
ysis), the effect of amenorrhea on DFS and OS continued to be ob-
served for the ER-positive cohort, but it completely disappeared for

the ER-negative cohort.7 Additional details regarding analytic meth-
ods to address GTB are presented in the Analytic Methods section.

We illustrate this differential change in outcome according to
amenorrhea status using data from IBCSG (International Breast Can-
cer Study Group) 13-93 trial, a randomized phase III clinical trial in
premenopausal women with lymph node–positive breast cancer.8 A
woman was classified as amenorrheic if there was at least one report of
no menses during the first five follow-up visits (15 to 18 months) after
random assignment. The primary outcome of DFS was evaluated
separately for women with ER-positive and ER-negative disease. In a
naive analysis of DFS that did not consider the amenorrhea guarantee
time (Figs 2A and 2B), women with amenorrhea had highly significant
reductions in the hazards of DFS events regardless of ER status (ER
positive: hazard ratio [HR], 0.45; 95% CI, 0.34 to 0.60; P � .001; ER
negative: HR, 0.56; 95% CI, 0.38 to 0.81; P � .002). However, using an
analytic method that removes GTB (ie, 18-month landmark analy-
sis), a significant reduction in the risk of a DFS event was still seen in
women with ER-positive disease (HR, 0.61; 95% CI, 0.43 to 0.85;
P � .004) but not in women with ER-negative disease, who were more
likely to have early relapses (HR, 1.38; 95% CI, 0.75 to 2.57; P � .30;
Figs 2C and 2D). We see from this example that the extent to which
GTB can influence results depends on the length of time needed to
observe the classifying event relative to the time frame during which
outcome events are likely to be observed.

At the 48th Annual Meeting of the American Society of Clin-
ical Oncology in 2012, a presentation from the MA.27 trial by
Shepherd et al9 showed that patients who used bisphosphonates at
any time during study follow-up had better event-free survival
than those who never used bisphosphonates. This led to our own
exploration of the effect of bisphosphonate use on DFS based on
data from the BIG 1-98 trial. Patients were classified as having
bisphosphonate therapy if they reported use at baseline or at any
follow-up visit preceding a DFS event by at least 30 days. All other
patients were classified as not using bisphosphonates.

On the basis of data from the 12-year update of BIG 1-98, of 8,010
women in the intention-to-treat cohort, 981 (12%) had exposure to
bisphosphonates either at the time of enrollment or during follow-up.
As shown in Table 1, 567 of the 981 women began bisphosphonate
therapy � 36 months after starting the trial. Thus, more than half of
the bisphosphonate users had to remain disease free for at least 3 years
from random assignment to be classified as users, a condition of
longevity that does not apply to the no-bisphosphonate group.

Begin follow-up

No-transplantation group

Transplantation group

Guarantee time

Death

Time of transplantation

Fig 1. Impact of guarantee time on sur-
vival according to Gail3 transplantation
model. Patients who undergo transplanta-
tion seem to have longer survival times.
However, patients in the transplantation
group must survive at least until donor is
available (blue), and their survival reflects
total time before and after transplantation
(blue and gold). More favorable survival
does not result from the effect of trans-
plantation but rather from the inclusion of
extra waiting time (guarantee time). By
contrast, the no-transplantation group in-
cludes all patients who died before a suitable
donor could be found.
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Recently, the US Food and Drug Administration issued a guid-
ance document suggesting that evidence of improvement in the
pathologic complete response (pCR) rate might be used to predict
treatment efficacy for registration purposes because of its association
with improved DFS and OS.10 Several demonstrations of this in breast
cancer have been published, including a report by von Minckwitz et
al.11 GTB can influence results when DFS is measured from date of
study enrollment, and the classifying event (pCR) is assessed several
months after enrollment at the time of surgery. The magnitude of the

bias may be small because the time to determine pCR is short relative
to the usual time to a DFS event. However, GTB may have a larger
influence on results for tumor subtypes with early relapses.

GTB can also influence an analysis that assesses outcome differ-
ences based on duration of therapy. An article by Souhami et al12

examined the differences in outcomes according to the duration of
adjuvant hormonal therapy in men with locally advanced prostate
cancer who participated in the RTOG (Radiation Therapy Oncology
Group) 85-31 study. The authors concluded that hormonal therapy
duration of at least 5 years improved outcomes. Several commentaries
from statisticians and clinicians appeared after this article was pub-
lished, all of which noted the bias in the analysis. The bias resulted
from the exclusion of patients who discontinued hormonal therapy
because of death, disease progression, or initiation of another hor-
monal therapy before 5 years. Patients with shorter treatment dura-
tion tended to have earlier prostate events and deaths, and it is
expected that these men would have had worse outcomes than those
who remained relapse free and received therapy for at least five years.
As noted by Tangen et al,13 “duration of therapy is simply a surrogate
measure for early versus late events.”13(pe203)

As a final example of GTB identification, we present an analysis of
biomarker data from biobanked samples. In a study to assess the
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Fig 2. Comparisons of disease-free survival (DFS) in IBCSG (International Breast Cancer Study Group) 13-93 according to amenorrhea status using naive and 18-month
landmark analyses. DFS was evaluated separately for women with (A) estrogen receptor (ER) –positive and (B) ER-negative disease. (A, B) Naive analyses showed
highly significant reductions in hazards of DFS events independent of ER status. Eighteen-month landmark analyses showed significant reductions in risks of DFS
events in women with (C) ER-positive disease but not in women (D) with ER-negative disease, who are more likely to experience early relapse. HR, hazard ratio.

Table 1. BIG 1-98: Time to Start of Bisphosphonate Therapy Based on 981
Women Reporting Bisphosphonate Use

Time Interval Frequency % Cumulative Frequency

Before random assignment 22 2.2 22
At time of random assignment 85 8.7 107
After random assignment, months

0 to 12 91 9.3 198
12 to 24 99 10.1 297
24 to 36 117 12.0 414
� 36 567 57.8 981

Abbreviation: BIG, Breast International Group.
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prevalence of KRAS mutations and their association with prognosis in
patients with metastatic colorectal cancer (mCRC), Montomoli et al14

used the Danish Pathology Database to identify primary tumor spec-
imens from patients with mCRC. KRAS mutation status was assessed
and linked to patients’ clinical data to obtain follow-up status and
dates of first CRC diagnosis. In this study, only patients with mCRC
who were receiving palliative chemotherapy during the study period
were included for assessment of KRAS status, but survival time was
calculated based on date of CRC diagnosis. The authors state that the
survival estimates should be interpreted cautiously because survival
time was calculated based on diagnosis date, but only patients who
lived long enough to be eligible for KRAS testing were included. This
introduced GTB and most likely overestimated survival. The example
again emphasizes the significance of the timing of the classifying as-
sessments relative to the timing of the outcome measures when con-
sidering GTB.

STATISTICAL ISSUES

Several statistical issues become important when dealing with GTB.
The first is that membership in the classifying event group may change
with time. As can be seen in the bisphosphonate data from BIG 1-98,
the majority of bisphosphonate users began the therapy � 3 years after
study enrollment. These women began the trial not receiving bispho-
sphonate therapy and changed status � 3 years later. Any naive anal-
ysis that ignores this fact would simply classify the women as
bisphosphonate users or not, regardless of when the therapy began.
Especially in situations in which an outcome can occur over an ex-
tended period of time, the opportunity to switch into the classifying
event group is greater and can result in a larger GTB.

A second related classification issue results from early outcome
events. Because all patients begin as members of the nonevent group
(eg, no transplantation, without amenorrhea), those with early out-
come events are not eligible to change status. This has an unfavorable
effect on the outcome estimates in the nonevent group. Early events
can also increase the effect of GTB. This may be seen in the initial
analyses of NSABP B-30 and IBCSG 13-93, where the influences of
GTB were more pronounced in the analyses of patients with ER-
negative disease, where early DFS events occur more often, but had less
impact on the analyses of ER-positive disease.

A third and important issue is the lack of random assignment
to the classifying event group, which could result in important
clinical or prognostic characteristics, such as severity of disease,
being distributed differently among them. Thus, a significantly
better outcome in a classifying event group could be the result of
better prognostic characteristics of the group members, not to
event group membership itself.

ANALYTIC METHODS

Established methodology and alternative analytic methods, such as
conditional landmark analyses, the extended or time-varying Cox
model, and inverse probability-weighted (IPW) models, have now
almost eliminated the inappropriate survival by tumor response anal-
yses from the medical literature.2 In the 25th anniversary issue of
Journal of Clinical Oncology (JCO), Anderson et al2 point out that the

analysis of survival by tumor response is an example of a broader class
of analyses where time-to-event distributions are compared among
subgroups of patients defined by an intervening event.2 Therefore, the
same analytic techniques can be used to remove the bias introduced by
guarantee time.

Conditional Landmark Analysis

The conditional landmark analysis selects a fixed time during
follow-up as the landmark. The subset of patients still in the study at
the landmark time is separated into categories described by the classi-
fying event and followed forward in time. Patients who cease
follow-up before the landmark time are excluded from the analysis,
and membership in the classifying event group is defined at the land-
mark time regardless of any shifts that may occur later. In essence, the
analysis clock is reset at the landmark.

The strengths and limitations of the conditional landmark ap-
proach have been presented in a comprehensive discussion by Dafni.15

Critics of the approach cite the arbitrary selection of the landmark
time, omission of outcome events occurring before the landmark, and
lack of randomization as disadvantages of this method. However, the
simplicity of the method and ease of presentation can provide impor-
tant information about the effect of the classifying event in the pres-
ence of GTB.

It is important to emphasize the conditional nature of a landmark
analysis when interpreting the results. Because a fixed time point is
chosen as the landmark, the question answered is relative to that time.
For example, in the IBCSG 13-93 trial, the 18-month conditional
landmark analysis answered the following question: “In patients who
were alive and disease free 18 months after random assignment, did
those who developed amenorrhea within that time period have better
subsequent DFS than those who had not developed amenorrhea?”
This cannot be generalized to the effect on DFS of experiencing amen-
orrhea at any other time during follow-up.

A landmark analysis is based on a subset of patients in the original
cohort, and this may have an effect on statistical power. In the IBCSG
13-93 data, a landmark analysis could result in a loss of power because
of the elimination of patients who were not alive and disease free for at
least 18 months. The amount of statistical power that is lost depends
both on the landmark time chosen and on the number of outcome
events that will be excluded. However, the resulting comparison of
treatments is unbiased by the guarantee time. One might argue that a
more powerful, but biased, analysis is much worse in terms of provid-
ing misleading results than a less powerful, unbiased analysis.

Extended Cox Model With Time-Varying Covariates

In the extended Cox model, all patient data are used, and a
time-varying covariate in the model tracks whether the classifying
event has occurred during the estimation process. For the IBCSG
13-93 data, all patients initially would be classified as not having
amenorrhea. Patients who develop amenorrhea during follow-up
would be switched into the amenorrhea group at the time amenorrhea
occurred and remain there until relapse or death. An extended Cox
model fit to the IBCSG 13-93 data would result in an estimate of the
coefficient of the time-varying covariate. This is an HR with a slightly
different interpretation, one that reflects the ability of the model to
allow a patient to move into the classifying event group. The extended
Cox model would answer the following question: “Did patients who
developed amenorrhea have a different risk of a subsequent DFS event
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compared with patients who had not yet become or never be-
came amenorrheic?”

For patients in IBCSG 13-93, the HR estimates from the extended
Cox model were 0.66 (95% CI, 0.48 to 0.89; P � .006) for those with
ER-positive disease and 1.09 (95% CI, 0.72 to 1.67; P � .68) for those
with ER-negative disease. On the basis of these data, we would con-
clude that patients with ER-positive disease who developed amenor-
rhea had a 34% reduction in the risk of a DFS event compared with
patients who had not yet or never developed amenorrhea. There was
no comparable reduction in risk for patients with ER-negative disease.

The extended Cox model offers the advantage of using all study
follow-up data because the analysis starts at the time of random as-
signment or enrollment. This maintains full statistical power, in con-
trast to the conditional landmark approach. In addition, the extended
Cox model allows for the fact that membership in the classifying event
group may change with time.

The methodology has been implemented in statistical software
packages. Graphical estimation of the association between the time-
varying covariate and outcome may be made using an extended
Kaplan-Meier estimator,16,17 and routines for the graphics have been
implemented in several software packages (SAS [SAS Institute, Cary,
NC]; STATA [STATA, College Station, TX]; R software [http://
www.R-project.org]). A recommended reference for the extended
Cox model is Therneau and Grambsch.18

Recent publications in JCO provide additional examples of iden-
tification of GTB and the complementary use of conditional landmark
and extended Cox models to assess its effect. Bouwhuis et al19 evalu-
ated the prognostic impact of developing autoimmune antibodies on
relapse-free survival in patients with melanoma treated with adjuvant
pegylated interferon alfa-2b in the EORTC (European Organisation
for Research and Treatment of Cancer) 18991 trial and concluded that
relapse-free survival was not related to the development of autoanti-
bodies. An article by Schneider et al20 investigated if the development
of neuropathy was associated with breast cancer recurrence in a clin-
ical trial population receiving adjuvant taxane therapy. Models
removing GTB showed no association between taxane-induced neu-
ropathy and outcome.

IPW

An alternative analytic approach uses IPW in a two-stage model
and is based on methods that were originally developed to address
survey nonresponse.21 These methods have been extended to a variety
of settings, such as those when interventions are modified during

follow-up according to an individual’s changing health status.22 Be-
cause membership in the classifying event group is not random, this
approach uses analytic adjustments to make the resulting event groups
more comparable and also allows an individual to move into the
classifying event group.

In the first model stage, the probability of being in the classifying
event group during follow-up time intervals is modeled using patient
clinical, demographic, prognostic, and treatment characteristics as
predictors. These may be fixed baseline characteristics or factors that
can change over time, such as laboratory values. As we developed
probability models for bisphosphonate use in the BIG 1-98, we in-
cluded prognostic disease-related variables, location of the treating
hospital, and year of trial enrollment, in addition to variables that
indicated a history of bone fractures at baseline and occurrence of
bone fractures during follow-up. Time intervals corresponded to
protocol-defined follow-up visits. At the end of the first model stage,
each patient in the analysis has a sequence of estimated probabilities of
being in the classifying event group, one for each interval of follow-
up time.

An important assumption in this method is that once a patient’s
clinical, disease, and demographic histories are known at a given time,
the decision to move into the classifying event group at that time does
not depend on any other prognostic factors. This is sometimes re-
ferred to as the no unmeasured confounders assumption.23 Because of
this, the probability models may not be as parsimonious as those fit for
predictive or structural purposes; variables that are marginally signif-
icant are sometimes included to estimate the probabilities if the vari-
ables are clinically relevant or improve the model fit. However, it is
important to check that the probability models do not result in cell
sizes of zero or create covariate patterns with zero probability of
moving into the other classifying event group. This is especially im-
portant when using small data sets.24

The second model stage is weighted by the inverses of the prob-
abilities estimated in the first stage, which are included as model
covariates. These weights are used to remove biases resulting from
nonrandom membership in the classifying event group. Because the
weights are used as predictors in the second model stage, the HRs are
conditional on the probability of being in the classifying event group.
HRs describe the observed difference in risk for patients whose prob-
ability of membership in the event group is similar.

IPW is more technically challenging to implement than the con-
ditional landmark approach or the extended Cox model; however, the
method has been used as a complement to the landmark analysis.25

Table 2. BIG 1-98: DFS Analysis by Bisphosphonate Use

Analysis DFS From:

No. of Patients

HR 95% CI P �Total Bisphosphonate Use No Bisphosphonate Use

Naive Random assignment 8,010 981 7,029 0.50 0.43 to 0.60 � .001
Landmark 12 months 7,797 194 7,603 0.99 0.74 to 1.34 .96

24 months 7,518 282 7,236 0.85 0.64 to 1.13 .26
36 months 7,220 390 6,830 0.97 0.76 to 1.24 .82

Extended Cox time-varying covariates — 8,010 — — 0.92 0.78 to 1.09 .36
Inverse probability weighted — 8,010 — — 0.90 0.77 to 1.07 .23

Abbreviations: BIG, Breast International Group; DFS, disease-free survival; HR, hazard ratio.
�Models were stratified by random assignment option (two or four arm) and chemotherapy use.
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Like the extended Cox model, data from all patients are used, which
maximizes statistical power and generalizability. We note that because
the weights from the models in the first stage may vary depending on
the predictors used to model the probabilities, the estimates from the
second model stage may also vary. It is recommended that sensitivity
analyses be used to explore the consistency of the estimates of effect.

At the present time, the standard statistical software packages do
not provide preprogrammed routines that will develop the two stages.
However, macros23,26 are available for download.

EXAMPLE FROM THE BIG 1-98 TRIAL

The bisphosphonate use data from BIG 1-98 were analyzed using all
four methods to illustrate GTB in the naive analysis and to show the
results of the three approaches that remove the bias (Table 2). The
naive analysis of our data estimated a statistically significant 50%
reduction in the hazard of a DFS event for women who received
bisphosphonate therapy compared with those who had not. In con-
trast, there was no evidence of a reduction in the risk of a DFS event
with bisphosphonate therapy using the three analytic approaches to
remove the GTB. The effect of GTB in these data is considerable;
however, this is not surprising, because approximately 58% of the
women who took bisphosphonates began therapy � 3 years after
study enrollment, and many of the DFS events occurred before pa-
tients had the opportunity to join the group of bisphosphonate users.

A natural question at this point would be whether GTB should
always be suspected in situations in which the classifying event occurs
sometime during follow-up. We would assert that the answer is yes.
What is important to assess is the extent to which the naive analysis is
influenced by this bias. As we have shown with the BIG 1-98 data,
when the classifying event can occur a long time after the start of
follow-up, or if there are a number of early outcome events, a naive
analysis can be heavily biased in favor of the group with the classifying
event. However, if the classifying event occurs early, or if the number
of early outcome events is small, the bias may not be large, and the

bias-corrected results may not vary greatly from those of the naive
analysis. GTB would not occur in rare situations where all classifying
events were known and occurred before any outcome event.

DISCUSSION

GTB is important to consider when evaluating the relationship be-
tween outcome and an event that occurs during the course of obser-
vation or follow-up. Although GTB can sometimes be difficult to
identify, proper analyses of data with GTB are being reported more in
the published literature, and outcome results have been presented
with complementary analyses that are not influenced by the presence
of bias in the data.

We have presented three analytic methods that may be used to
eliminate GTB. Each of these methods has strengths and limitations.
The easiest to implement with standard statistical software is the
conditional landmark analysis. The estimates of effect are familiar and
easy to interpret, and Kaplan-Meier curves showing the time-to-event
outcome adjusted for the landmark are an effective way of visualizing
the data. Because of the loss of statistical power that may accompany
the landmark analysis, we suggest using this method together with the
extended Cox model or an IPW model to estimate the magnitude of
the effect of a classifying event on outcome without being influenced
by GTB.
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