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ABSTRACT

In a typical gene expression pro®ling experiment
with multiple conditions, a common reference
sample is used for co-hybridization with the
samples to yield expression ratios. Differential
expression for any other sample pair can then be
calculated by assembling the ratios from their
hybridizations with the reference. In this study we
test the validity of this approach. Differential expres-
sion of a sample pair (i, j ) was obtained in two ways:
directly, by hybridizations of sample i versus j, and
indirectly, by multiplying the expression ratios for
hybridizations of sample i versus pool and pool
versus sample j. We performed gene expression
pro®ling using amphibian embryos (Xenopus
laevis). Every sample combination of four different
stages and a pool was pro®led. Direct and indirect
values were compared and used as the quality
criterion for the data. Based on this criterion, 82% of
all ratios were found to be suf®ciently accurate. To
increase the reliability of the signals, several widely
used ®ltering techniques were tested. Filtering by
differences of repeated hybridizations was found to
be the optimal ®lter. Finally, we compared micro-
array-based gene expression pro®les with the cor-
responding expression patterns obtained by whole-
mount in situ hybridizations, resulting in a 90%
correspondence.

INTRODUCTION

Large-scale gene expression pro®ling with cDNA microarrays
has emerged from specialized groups to mainstream labora-
tories in modern medical and biological research over a period
of a few years (1). This technology allows us to explore a

major subset or almost all genes for an organism. In
multiconditional experiments a variety of conditions such as
samples of several treatments, mutants, developmental stages
or time points are examined. Thus, insights into gene
expression and regulatory mechanisms have been achieved
(2±4). However, compared with northern blot or RT±PCR
analysis, gene expression values derived from cDNA micro-
arrays are less reliable (5). Experimental biases in gene
expression pro®ling occur due to local and global background,
differing label incorporation, varying total amount of
hybridized mRNA or bleaching effects of the dye. To reduce
these biases and allow comparisons of hybridizations within
multiconditional experiments, normalization methods have
been developed (6±9). Jenssen and coworkers (10) suggested
using the variability of double spots as a quality criterion for
the expression signals. Furthermore, the mean and median of
the pixel intensities of the spots were taken as a quality
criterion: mean and median values are equal if the pixel
intensities are normally distributed, which should be the case
for good quality spots (11). Spot quality was also assessed in
an extended examination considering and integrating spot
size, signal-to-noise ratios, background uniformity and the
saturation status (12). In another study it could be shown that
expression signals may vary due to boundary effects of the
slides (13). Statistical tests aim at estimating the signi®cance
of differential gene expression. Tibshirani and coworkers
developed a signi®cance test for each gene [signi®cance
analysis of microarrays (SAM)] (14,15). Their test was
expanded to a robust classi®cation scheme for the conditions
(16). However, these tests depend on a suf®cient number of
repeated hybridizations.

In the present study, we assessed the reliability of a
differential gene expression value in a multiconditional
experiment when a limited number of repeats are available
(in our case: one repeated colour-reversed hybridization). For
this purpose we compared two experimental designs: the `all-
pairs design', considering all the possible combinations of
samples, and the widely applied `common reference design',
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having a common reference for all hybridizations. While in
the `all-pairs design' samples are hybridized directly one
against each other, within the `common reference design'
samples under investigation are hybridized with one reference
sample, which may be a pool of samples, a sample at time
point zero, a wild type or a non-malignant form of the tissue
(2,3,15,17,18). Each of these experimental designs has
advantages and limitations which are theoretically approached
and extensively discussed by Yang and Speed (19).

In our experiment, we performed an all-against-all com-
parison of four samples (Xenopus laevis embryos at the four
different developmental stages 10.5, 13, 19 and 38) and a pool,
resulting in a total of 20 hybridizations. These four stages
represent critical steps in development where we expect high
variation in gene expression and for which comprehensive
knowledge about gene expression and molecular mechanisms
is available (20). Stage 10.5 represents the beginning of
gastrulation, the process where speci®cation of the three germ
layers takes place. At stages 13 and 19, the beginning and end,
respectively, of formation of the neural tube takes place. Stage
38 represents a tadpole stage in which most organs have
developed. We experimentally tested if the comparison of
gene expression pro®les of samples through the `common
reference design' is as reliable as the `direct' sample pair
assessment. To improve the reliability of the data by
discarding ambiguous signals, we evaluated four ®ltering
methods including criteria such as differences between mean
and median of the pixel intensities of a spot, differences of
double spots in each hybridization and differences of repeated
(colour-reversed) hybridizations. Finally, we con®rmed the
consistency of our microarray gene expression pro®les with
the corresponding gene expression patterns obtained by
whole-mount in situ hybridizations (AxelDB) (21). We show
that among the ®lter-validated clones with differential
expression, 90% have a positive correlation between
microarray and in situ hybridization results.

MATERIALS AND METHODS

Microarray slide manufacturing

cDNA clones were obtained from ®ve different X.laevis
libraries to represent a wide variability of sources. Half of the
clones were from two libraries of stage 13 embryos and wild
type (22) or LiCl treated (23). The other half of the clones
were mixed from three libraries from liver, stage 24 and stage
10 embryos (Unigene dbest libraries 5540, 5539 and 5575,
respectively) distributed by the IMAGE consortium and
obtained from the RZPD (German Resource Center,
Germany). Bacterial clones were grown in 96- or 384-well
plates. The DNA inserts were ampli®ed by PCR using vector
primers. PCR products were puri®ed with a Millipore MANU
030 system, resuspended in betaine buffer (24) and spotted on
CMT-GAPS II Coated Slides (Corning, NY, USA). We used
an OmniGrid spotter with 16 (4 3 4 con®guration) Telechem
SMP3 pins (Telechem International, CA). The average spot
diameter and separation was 115 mm; 3840 spots were printed
in non-adjacent duplicate with one spot in each half
(considering the length) of the slide. About 10% of the spots
were exogenous controls. Their corresponding synthetic
mRNAs were spiked in the samples before labelling.

Positive controls include 13 200-bp fragments of lambda
genes spotted at three different concentrations and 10
Arabidopsis clones from the Stratagene `SpotReportÔ array
Validation System'. Negative controls included human and
mouse COT DNA, yeast tRNA, only-buffer-spots and empty
positions. Note that, within our normalization scheme, we
normalized due to the bulk of data and not due to (a much
smaller number of) controls. The rationale for this is given by
Beissbarth et al. (6). The expression signals of the lambda
controls shown in Supplementary ®gure 2A support the
validity of the chosen normalization approach. Excluding all
controls, the number of `endogenous' Xenopus clones spotted
on the slides was 3121. Of these clones, 2580 could be
assigned to 1914 de®ned Unigene contigs. Some contigs were
redundantly spotted (13 29, 13 20, 13 17, 13 13, 13 12, 33
10, 13 9, 33 8, 23 7 and less redundant).

Sample preparation

In vitro fertilization, embryo culture and staging of X.laevis
embryos were carried out as described by Gawantka et al.
(25). Samples were collected from embryos of the eight stages
10.5, 13, 15, 19, 24, 28, 38 and 47. Total RNA was isolated
according to the protocol of Chomczynski and Sacchi (26),
modi®ed by adding a 4 M lithium chloride precipitation. A
®nal on-column DNase digestion was performed using the
Qiagen RNase free DNase set and RNeasy spin column. RNA
was precipitated and resuspended in DEPC-treated water at a
®nal concentration of 10 mg/ml. A pool was composed of an
equal amount of all eight samples. The synthetic mRNAs of
the external positive controls were obtained by in vitro
transcription with the Ambion MEGAscript kit and added to
the total RNA samples. The RT reaction was performed with
50 mg of total RNA, oligo(dT)20VN, Supercript II (GIBCO)
and amino-allyl-dUTP (Sigma, Germany). Subsequently the
monofunctional dye Cy3/Cy5 (Amersham, UK) was coupled
to the cDNA and afterwards a quenching reaction with 4 M
hydroxylamine was performed. cDNA for each corresponding
sample was labelled with both dyes (separately) to allow
repeated hybridizations with reversed colour labels. After each
of the two reactions (RT and quenching), samples were
puri®ed using QIAquick PCR puri®cation kit and Microcon
YM-30 columns (Millipore, MA). Ten micrograms of polyA
(Sigma, Germany) and 20 mg of yeast tRNA were added to
avoid unspeci®c hybridizations. The ®nal volume of the
sample was 20 ml.

Hybridization and scanning

The slides were prehybridized with prehybridization buffer
(SSC 53, SDS 0.1%, BSA 1%) at 45°C for 50 min and then
washed ®ve times with water and once with 2-propanol. The
sample was denaturated (95°C, then ice) and 20 ml of 23
hybridization buffer (formamide deionized 50%, SSC 9.63,
SDS 0.2%) was added. The hybridization was performed
under a glass coverslip in Telechem hybridization chambers
(45°C for 18±22 h). Slides were washed three times: with 13
SSC, 0.2% SDS solution at 45°C, and with 13 SSC, 0.2%
SDS and 0.1% SSC solutions at room temperature. Slides were
scanned after washing with the ScanArray Lite scanner (GSI
Lumonics-Packard, CA). The images were analysed with
GenePix Pro3 software (Axon Instruments, CA).
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Normalization and data preparation

We applied a normalization technique described elsewhere
(6). We used the median of the pixel intensities of a spot if not
noted otherwise. After local background subtraction, the
dataset of each hybridization was divided into four subsets:
values for green of the ®rst spot, green of the second spot, red
of the ®rst spot and red of the second spot of a clone,
respectively. The 5% percentile of each of these subsets was
subtracted from the signal values to correct for global
background. Each value <1 was set to 1. A constant
(constant = 10) was added to all values accounting for less
variant ratios in the low signal range. Each signal value was
divided by the median of its subset. For calculating this
median, low signal values (one-third of all values) were not
taken into account to reduce the in¯uence of higher noise in
this range. Each value was multiplied by a constant (median of
the medians of all subsets of all hybridizations) to bring them
into the range of the original raw values. The most reliable
values from these datasets were extracted by selecting
expression values with the minimal absolute difference
between any of the two duplicated green and red intensities
(6). Mean expression values were calculated by the arithmetic
mean of the repeated (colour-reversed) hybridizations. From
this, ratios were calculated for the hybridized sample pair and
the logarithm with base 2 applied. These values will be
referred to as `log2-ratios' in the following and are indexed
with the conditions, i.e. the developmental stages 10.5, 13, 19,
38 and pool, respectively (Fig. 1) (for interquartile ranges of all
sample combinations after normalization see Supplementary
®g. 3). Accordingly, rc

i,j is the log2-ratio for clone c of
condition i and j, i,j Î {10.5, 13, 19, 38, pool}.

The quality criterion

For sample pair (i, j), the indirect log2-ratio is calculated by
adding the log2-ratios of pairs (i, pool) and (pool, j):

rici,j := rc
i,pool + rc

pool,j. 1

This value was compared with the direct log2-ratio rc
i,j. The

log2-ratios are available at http://www.dkfz-heidelberg.de/tbi/
people/koenig/Data/Xenopus1/index.html. To obtain a clear
tendency, we categorized the differential expression values
into three classes:

catc
i;j :�

up if rc
i;j � 1;

down if rc
i;j � ÿ1;

not-changed else:
2

8<:
The same categories were determined for rici,j. The quality for
rici,j was de®ned as `good' if rici,j and rc

i,j were of the same
category. Note that log2-ratios of 1 and ±1 denote twice over-
and under-expression, respectively. This cut-off has been
reported as a solid benchmark (27). Comparing different cut-
off values in our study supports this view (Supplementary
®g. 1). In addition to the qualitative comparison, we also
performed a comparison based on the quantitative indirect and
direct values (data not shown). The quantitative assessment,
however, could not reveal any further insights.

Protocol of the algorithm

We implemented our algorithm in Matlab (www.mathworks.
com). It can be easily ported to other common platforms, such

as Excel (www.microsoft.com) or SPSS (www.sas.com). The
general work¯ow is described in the following: (i) raw data of
all hybridizations was uploaded and normalized as described
above; (ii) log2-ratios of all sample pairs and sample±pool
combinations were calculated (note that the ratios of the
sample pairs are already the `direct' ratios); (iii) indirect ratios
were calculated by adding log2-ratios of the corresponding
two sample±pool pairs (as described in equation 1); (iv) direct
and indirect ratios were categorized (as described in
expression 2); (v) categorized indirect ratios were compared
with categorized direct ratios, and each match was counted
and the sum divided by the number of all values to obtain
the reliability value; (vi) to increase reliability, different
®ltering methods were applied on all data as described in the
following section, and step (v) was then repeated on the
®ltered values.

Filtering

To increase the reliability of the data, signal validation
techniques were applied for discarding ambiguous signal
values. The signal validation techniques calculated a ranking
for all values of all clones and sample pairs. Based on this
ranking, values were discarded due to their low ranking at
different stringency values between 0 (no values discarded)
and 90 (90% discarded). We tested the following four
validation criteria.

Validation criterion 1: spot intensity (si). The signi®cance of a
ratio increases with higher signal intensities (6, 28). We used
signal intensities of the spots as our ®rst validation criterion.
The mean intensity of (normalized) green and red signal
values for a clone c was calculated:

sici,j := 1/16 Sm=i,jSk=1,2(kgprimc
m,pool + kgsecc

m,pool +
krprimc

m,pool + krsecc
m,pool) i, j Î {10.5, 13, 19, 38}. 3

Figure 1. Experimental set-up. All possible pairs of conditions (develop-
mental stages 10.5, 13, 19, 38 and a pool) were hybridized, yielding 10
different direct ratios r10,19, r13,38 etc. Each hybridization was repeated in
colour-reverse mode.
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where kgprimc
x,y, kgsecc

x,y, krprimc
x,y, krsecc

x,y denote the
normalized intensity values for clone c of sample pair (x, y)
for primary and secondary spots, green and red, respectively. k
denotes the hybridization (1: ®rst, 2: second, colour reversed).

Validation criterion 2: difference of median and mean pixel
intensities of a spot (dmm). The image processing software
(GenePix Pro3, Axon Instruments, CA, USA) provides two
intensity values for each spot and colour. It calculates the
mean and median of the scanned pixel intensities of a spot.
Mean and median values are equal if the pixel intensities are
normally distributed, which should be the case for good
quality spots (11). The absolute difference between mean and
median intensities was taken as the quality criterion:

dmmc
i,j := |rici,j ± rimc

i,j| 4

where rici,j denotes the indirect ratio as de®ned by equation 1
and rimc

i,j denotes the indirect ratio, calculated as in equation 1
only using mean instead of median values of the pixel
intensities for a spot.

Validation criterion 3: difference of double spots (dds). The
absolute differences between log2-ratios of primary and
secondary spots were calculated:

ddsc
i,j := Sm = i,j Sk=1,2|kraprimc

m,pool ± krasecc
m,pool|

i, j Î {10.5, 13, 19, 38}. 5

where kraprimc
x,y and krasecc

x,y denote the log2-ratio of the
®rst and the second spots for clone c of sample pair (x, y),
respectively. k denotes the hybridization (1: ®rst, 2: second,
colour reversed).

Validation criterion 4: difference of the repeated hybridiza-
tions (hd). The log2-ratio differences of the ®rst and the
second hybridization (colour reversed) of each sample pair (i,
j), i, j Î {10.5, 13, 19, 38, pool} were calculated:

hdc
i,j := 1/2 Sm = i,j |1rhc

m,pool ± 2rhc
m,pool| 6

where krhc
x,y is the log2-ratio of hybridization k for clone c and

sample pair (x, y).

RESULTS

Quality control without ®ltering

Indirect (hybridizations of sample i versus pool and pool
versus sample j) and direct (sample i versus j) log2-ratios were
compared for all sample pairs. Plots of indirect versus direct
ratios show rather good correlation for pairs (10.5, 13), (19,
38), (13, 38) and (10.5, 38) (Fig. 2; for correlation coef®cients
see Table 1). Pairs (13, 19) and (10.5, 19) showed a lower
correlation. Most of the hybridizations had a correlation
coef®cient above 0.8. As expected, when comparing gene
expression of such diverse developmental stages, we observed
highly scattered data in some cases. Both hybridizations for
pair (10.5, 19), and one hybridization of pairs (10.5, 13), (pool,
10.5), (pool, 19), (10.5, 38), (19, 38) and (13, 38), respectively,
had a correlation coef®cient between 0.7 and 0.8. Pair (10.5,

38) had one hybridization with a correlation coef®cient of
0.53. The scattering of both hybridizations for sample pair
(10.5, 19) may be a reason for the low correlation coef®cient
of indirect versus direct values (0.69). Similarly, the scattering
of hybridization for (pool, 19) may account for the low
correlation coef®cient of pair (13, 19). We compared the mean
of indirect and direct log2-ratios for all sample pairs (Table 1).
All sample pairs showed comparable values; (10.5, 19) and
(10, 38) showed the largest difference of 0.3 which may be due
to the larger scattering of their direct values. Note that our
criterion of 1 for being differentially expressed was more than
three times higher than this largest difference.

Differential expression values were categorized into `up',
`down' and `not-changed' (see Materials and Methods).
Categories for indirect and direct values were compared for
each clone and sample pair. Indirect values were indicated as
`good' if they were in the same category as the direct values.
Accordingly, 82% of all values had good quality. The
distribution of all values is shown in Figure 3. Note that
for only very few of the non-matching cases (125 values, i.e.
0.7% of all values) indirect and direct values resulted in
contradicting categories `up' and `down'.

Improved quality by ®ltering

To improve the quality of the data, we tested several signal
validation techniques. Values were discarded with 10 different

Figure 2. Indirect versus direct log2-ratios, plotted for each of the six
possible sample pairs. Each spot represents a clone. Note that, under ideal
conditions, indirect and direct ratios should be equal and all spots should be
located on the 45° diagonal.

Table 1. Pearson correlation coef®cients of direct and indirect ratios for
all sample pairs and the mean of the direct and indirect ratios

Sample
pair

Correlation
coef®cient

Mean of
direct log2-ratios

Mean of indirect
log2-ratios

10,13 0.80 ±0.33 ±0.29
13,19 0.44 ±0.01 0.00
19,38 0.85 ±0.08 ±0.01
10,19 0.69 0.03 ±0.29
13,38 0.83 0.01 ±0.01
10,38 0.81 ±0.02 ±0.30
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®ltering stringencies, discarding 0%, i.e. no values ®ltered, up
to 90% of all values (Fig. 4). Apparently, the percentage of
good quality values increases similarly for all ®lters with a
®lter stringency up to 30%. For higher ®lter stringencies,
however, the different ®lters show a distinctly different
performance. The ®lter that uses differences of repeated
hybridizations (`hd ®lter') performed best. It yielded 89%
good quality values when discarding 30% of the values, and
93% good quality values when discarding 90% of all values. In
contrast, the intensity ®lter (`si ®lter') showed a decreased
performance when ®ltering >50%.

Apparently, this difference of ®ltering performance was
caused by spots with saturated intensities. The intensity ®lter
discarded only a few values of saturated spots. For all clones,
398 indirect ratios resulted from at least one saturated spot.
The intensity ®lter eliminated only ®ve of them at a ®lter
stringency of 90%. In comparison, the hd ®lter (ddm and dds
®lter) reduced them to 35 (63 and 61, respectively) at the same
®lter stringency level.

Filtering differentially expressed genes during
embryonic development

We were particularly interested in genes that change their
expression during embryonic development. Therefore, we
investigated how our ®lters performed for differential expres-
sion values of categories `up' and `down', disregarding the
`not-changed' category. The percentages of `up' and `down'
good quality values were lower compared with all good
quality values including the `not-changed' category. However,
®lters could improve this ratio from 58% without ®ltering up
to 82% when applying the hd ®lter at 90% stringency (Fig. 5).
Interestingly, the intensity ®lter performed better for higher
stringencies in the `up' and `down' categories compared with
applying it to all values (compare Fig. 4). Apparently, the
intensity ®lter discarded more values in the category `not-
changed', retaining more `up' and `down' values. At 90%
stringency, the intensity ®lter retained 703 up/down values, in
comparison with 352 for the hd ®lter. This higher amount of
values compensated for ambiguous signals (e.g. of saturated
spots).

Validation of results within the biological context

To assess our gene expression data with respect to biological
context and relevance, we applied the best ®lter (hd ®lter) and
discarded 30% of the values. Furthermore, we selected only
those 261 clones that had good quality values for all sample
pairs and showed differential expression for at least three
sample pairs. These clones represent known genes as well as
novel or uncharacterized genes. Among the known genes,
some are key developmental regulators with a restricted
differential expression pattern during embryonic develop-
ment. Other clones showing a differential expression repre-
sented the elongation factor 1 alpha gene (EF1a). This gene is
often termed `housekeeping' because of its ubiquitous
expression, but note that its transcription begins after mid-
blastula transition (MBT, stage 8) and increases remarkably
up to stage 12 (29). We validated our microarray results with
gene expression patterns obtained by whole-mount in situ
hybridizations. In situ hybridizations allow visualization of the
spatial expression pattern of a gene. Qualitative changes of
gene expression can be displayed among different embryo
stages. The AxelDB database was used as the source of

Figure 4. Percentages of good quality values are shown at different ®ltering
stringencies. Here, a ®lter stringency of 0 corresponds to no ®ltering (i.e. all
expression values are retained), and 80 corresponds to 80% of all values are
discarded due to the applied signal validation technique. The signal
validation technique that uses differences of repeated hybridizations (hd)
performed best, as noted by a considerably steeper increase for stringencies
larger than 30%. The other ®lters are based on differences of double spots
(dds), differences between mean and median of the pixels for a spot (dmm)
and signal intensities (si), respectively.

Figure 5. Performance of the ®lters when taking only expression values that
showed changes in expression (only `up' and `down' categories, neglecting
`not-changed' values) Axes and labelling as in Figure 4.

Figure 3. Indirect versus direct log2-ratios for all clones and sample pairs.
Dark spots represent good quality values and light spots poor quality values
according to our quality criterion (see Materials and Methods) Good quality
values are grouped in three blocks corresponding to categories `up' (upper,
right), `not-changed' (centred) and `down' (lower, left).
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whole-mount in situ hybridization data (http://www.
dkfz-heidelberg.de/molecular_embryology/axeldb.htm) (22).
In AxelDB, embryos are presented at stages 10.5, 13 and 30,
respectively. Stage 30 is early tailbud and stage 38 (used in our
microarray experiment) is late tailbud stage. Between these
two stages there are no major differences in expression of
genes that are key regulators of early embryonic development.

The evaluation was done as exempli®ed in Figure 6. In situ
hybridization images of clone AGL_9G12 show that the
corresponding gene, Xoct25, is strongly expressed in almost
the whole embryo at stage 10.5; the expression is reduced at
stage 13 and even more at stage 30, when it is con®ned to the
tip of the tailbud, a rather small area of the embryo. Our
microarray data showed the same tendency: a decrease of
expression (±1) from stage 10.5 to stage 13 (10.5®13) and a
decrease (±1) from stage 13 to stage 38 (13®38). Note that the
same direction is obtained considering all other combinations
(Fig. 6): the expression level of Xoct25 decreases (±1) from
stage 13 to stage 19 (13®19) and remains `not-changed' (0)
from stage 19 to stage 38 (19®38). This corresponds to the
fact that soon after stage 13, Xoct25 expression drops to a
minimum; therefore from stage 19 to stage 38 the expression
remained `not-changed'.

Figure 6 also shows the different behaviour of the two genes
Xoct25 and Xoct91. Interestingly, this is in perfect agreement
with a previous analysis carried out with RNase protection, a
technique considered to be one of the most sensitive for
describing gene expression (30). The muscle marker gene
XmyoD starts being expressed in muscle precursor cells at
early gastrula (stage 10.5) and its expression increases with
further muscle differentiation and development, remaining
speci®cally expressed in the somites at late stages (stage 38).
Xpo and Chordin expression increases from the beginning to
the end of gastrulation and then it decreases in the tailbud

stage. Also, Cerberus and Xvent2 are expressed at tailbud
stage at low levels but Xvent2 is highly expressed in gastrula
while Cerberus expression decreases following gastrulation.

For 174 (67%) out of 261 ®ltered clones in our study, we
systematically compared their expression change during
embryonic development with their expression as revealed by
in situ images extracted from Axeldb. From these 174 clones,
62 (36%) were not suitable for our validation either because
images for just one stage were found (n = 39) or because it was
not possible to de®ne the direction of their gene expression
pro®le unambiguously (n = 23). Of the remaining 112 clones
(representing 60 genes), 76 clones (35 genes) could be
classi®ed unequivocally (because all three embryonic stages
were available in AxelDB), from which 71 clones (93%) were
in agreement with the microarray data. Thirty clones were
judged as `most likely' con®rming and six clones as `most
likely' not con®rming the microarray results Here, `most-
likely' indicates that the evaluation was based on a compari-
son of in situ images where only two stages were available. In
summary, of the 112 clones that were considered for
validation, 101 (90%) con®rmed our microarray results.
Fifty of the 71 validated clones are listed in Table 2. Of the
261 ®ltered clones, 134 were singletons and the remaining 125
clones represented 34 genes. It can be seen that independent
clones of the same gene typically show the same expression
pro®le, further underlining the robustness of our ®ltering
approach. For example, this was the case for the 29 EF1a
clones.

DISCUSSION

Multiconditional experiments with microarrays have been
rapidly established as a powerful tool for gene discovery,
sample classi®cation and studies on systems biology aspects.

Figure 6. Comparison of differential expression obtained by our microarray study (columns 3 and 4) and in situ hybridizations from previous work (22),
exempli®ed for six clones. Microarray-based differential expression is encoded by 1 for upregulated, ±1 for downregulated and 0 for not-changed. For details
see Results. Note that, for example, 10®13 speci®es expressions of 13/10.
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Table 2. Clones that passed the hd ®lter (at 30% ®lter stringency) and quality criterion (same categories for indirect and direct ratios) were further selected
either for being in agreement with known biological function or for matching expression patterns observed by whole-mount in situ hybridizations

Clone ID Gene ID Common name Short description, expression 10®13 13®19 19®38 10®19 13®38 10®38

AGL_31C03 Xl743 Calreticulin CRP55 type Epidermis 1 0 1 1 1 1
1.08 0.24 1.3 1.75 1.42 2.79
1.28 0.15 0.87 1.42 1.01 2.29

546_2L13 Xl91 Cardiac actin Actin, alpha cardiac muscle 0 1 1 1 1 1
(ALPHA 1) 0.56 1.94 3.14 2.11 3.91 5.66

0.85 1.93 2.57 2.78 4.49 5.35
726_19A22 Xl646 Cerberus Head endoderm, organizer ±1 ±1 0 ±1 ±1 ±1

±1.43 ±1.42 ±0.15 ±3.66 ±1.97 ±2.92
±1.61 ±1.29 0.15 ±2.9 ±1.14 ±2.75

726_21G12 Xl646 Cerberus Head endoderm, organizer ±1 ±1 0 ±1 ±1 ±1
±1.88 ±1.69 0.02 ±4.37 ±2.01 ±4.01
±1.98 ±2.01 ±0.01 ±3.99 ±2.01 ±3.99

726_19A22 Xl646 Cerberus Head endoderm, organizer ±1 ±1 0 ±1 ±1 ±1
±1.43 ±1.42 ±0.15 ±3.66 ±1.97 ±2.92
±1.61 ±1.29 0.15 ±2.9 ±1.14 ±2.75

P76 Xl391 Chordin Organizer, notochord 1 0 ±1 0 ±1 ±1
1.17 ±0.5 ±1.99 0.53 ±4.65 ±2.57
1.26 ±0.88 ±2.8 0.38 ±3.69 ±2.43

546A_1D01 Xl12 Xgfpt Glutamine-fructose-6-phosphate 1 0 ±1 1 ±1 0
transaminase 2.05 ±0.27 ±1.99 1.72 ±2.01 ±0.17

1.86 ±0.26 ±2.29 1.6 ±2.55 ±0.69
546_5D06 Xl159 Homologous to btg1 Somitogenic mesoderm 0 0 ±1 0 ±1 ±1

0.08 ±0.03 ±1.11 ±0.08 ±1.16 ±1.03
0.13 ±0.08 ±1.36 0.05 ±1.44 ±1.32

726_18I21 Xl502 Homologous to btg2 Somitogenic mesoderm 1 0 0 1 0 1
1.05 0.84 ±0.72 1.82 ±0.01 1.03
1.37 0.78 ±0.94 2.15 ±0.16 1.21

AGL_14C01 Xl502 Homologous to btg2 Somitogenic mesoderm 1 0 0 1 0 1
1.78 0.57 ±0.83 2.2 ±0.09 1.9
1.68 0.49 ±0.41 2.17 0.09 1.77

546_5B12 Xl276 Homologous to low-af®nity Homologous to low-af®nity 1 0 ±1 1 ±1 0
NGFR nerve growth factor receptor 1.76 0.02 ±1.5 1.45 ±1.03 ±0.05

1.38 ±0.36 ±1.22 1.02 ±1.58 ±0.2
546A_2I19 Xl54 Homologous to zonadhesin Animal cap, epidermis 1 1 0 1 1 1

3.11 1.16 0.95 3.01 1.94 4.14
2.54 1.41 0.69 3.96 2.1 4.65

AGL_30E01 Xl684 Hyaluronan synthase related Hyaluronan synthase related 0 ±1 ±1 0 ±1 ±1
sequence protein 0.77 ±1.15 ±2.51 ±0.74 ±3.95 ±2.99

0.49 ±1.17 ±3.18 ±0.69 ±4.35 ±3.86
726_17L01 Xl713 Paraxial protocadherin Organizer, paraxial mesoderm 1 0 ±1 0 ±1 ±1

1.28 0.08 ±1.71 0.97 ±1.79 ±1.21
1.01 ±0.02 ±2.04 1 ±2.06 ±1.04

AGL_30D02 Xl117 Pintallavis Tailbud, organizer, chordoneural 0 ±1 ±1 ±1 ±1 ±1
hinge ±0.42 ±1.13 ±1.09 ±1.74 ±2.47 ±2.87

±0.77 ±1.06 ±1.65 ±1.83 ±2.71 ±3.47
546_4E20 Xl252 Retrotransposon-like element, Retrotransposon-like element, 0 0 ±1 0 ±1 ±1

1A11 1A11,CCHC zinc ®nger type ±0.43 0.2 ±1.01 ±0.32 ±1 ±1.37
±0.65 0.17 ±1.22 ±0.48 ±1.05 ±1.7

726_17J22 Xl709 Similar to Cerberus ±1 0 0 ±1 0 ±1
±1.02 ±0.21 0.7 ±2.02 ±0.17 ±1.47
±1.07 ±0.51 0.5 ±1.57 ±0.01 ±1.07

AGL_9A04 Xl488 sox17a Transcription factor, endoderm, 0 0 ±1 0 ±1 ±1
liver anlage 0.46 ±0.12 ±1.45 0.26 ±2.46 ±1.48

0.48 ±0.33 ±1.46 0.15 ±1.78 ±1.31
726_21M07 Xl488 sox17a Transcription factor, endoderm, 0 0 ±1 0 ±1 ±1

liver anlage 0.82 ±0.16 ±1.98 0.4 ±2.51 ±1.33
0.57 ±0.2 ±2.35 0.37 ±2.55 ±1.99

546_4M18 Xl6 Xcad3 Homeobox gene, posterior spinal 1 0 ±1 0 ±1 ±1
cord 1.27 ±0.24 ±3.49 0.91 ±2.39 ±2.33

1.02 ±0.17 ±2.96 0.84 ±3.14 ±2.12
546A_1B20 Xl6 Xcad3 Homeobox gene, posterior spinal 1 0 ±1 0 ±1 ±1

cord 1.21 ±0.14 ±3.08 0.77 ±2.08 ±1.75
1.1 ±0.17 ±2.51 0.93 ±2.69 ±1.59

24G2.1 Xcorglec Xcorglec Structural, epidermis 0 1 1 1 1 1
0.31 1.98 2.28 3.35 4.47 5.09
0.63 1.89 2.11 2.52 4 4.63

AGL_4C06 Xl407 Xenf Early endodermal nuclear factor ±1 ±1 0 ±1 ±1 ±1
±1.35 ±1.49 ±0.35 ±3.35 ±2.03 ±4.09
±1.52 ±1.79 ±0.35 ±3.31 ±2.14 ±3.66
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Table 2. Continued

Clone ID Gene ID Common name Short description, expression 10®13 13®19 19®38 10®19 13®38 10®38

21G6.1 Xgs17 Xgs17 Unknown ±1 ±1 0 ±1 ±1 ±1
±1.96 ±1.3 ±0.5 ±2.75 ±1.07 ±3.99
±2.23 ±1.16 ±0.8 ±3.39 ±1.97 ±4.19

AGL_7C12 Xl37 Xl37 Unknown ±1 0 0 ±1 0 ±1
±1.88 0.84 ±0.5 ±1.2 ±0.05 ±2.09
±1.56 0.32 ±0.44 ±1.24 ±0.13 ±1.68

AGL_4C04 Xl405 Xl405 Unknown 0 0 ±1 0 ±1 ±1
0.25 ±0.61 ±2.62 ±0.27 ±3.23 ±3.23
0.21 ±0.64 ±2.71 ±0.43 ±3.35 ±3.14

546_11P17 Xl405 Xl405 Unknown 0 0 ±1 0 ±1 ±1
0.46 ±0.83 ±2.15 ±0.1 ±3 ±2.66
0.36 ±0.94 ±2.45 ±0.58 ±3.39 ±3.03

546_11G07 Xl571 Xl571 Unknown 0 0 ±1 0 ±1 ±1
0.94 ±0.71 ±1 0.08 ±1.36 ±1.3
0.81 ±0.56 ±1.39 0.25 ±1.95 ±1.14

AGL_15E11 Xl786 Xl786 Unknown 0 0 1 1 1 1
0.42 0.99 1.18 1.41 1.81 2.38
0.77 0.48 1.29 1.24 1.76 2.53

726_21G14 Xl872 Xl872 Unknown 0 ±1 0 ±1 ±1 ±1
±0.93 ±1.94 ±0.23 ±2.37 ±1.95 ±3.04
±0.99 ±1.48 0.17 ±2.47 ±1.31 ±2.3

AGL_25D01 Xl754 XmyoD Myogenic factor, prospective 1 0 0 1 0 1
somites of the early gastrula 1.3 0.41 ±0.45 1.22 ±0.46 1.12

1.41 0.09 ±0.19 1.49 ±0.1 1.31
AGL_9G12 Xl408 Xoct25 Developmental regulator, ±1 ±1 0 ±1 ±1 ±1

transcription factor, POU box ±1.25 ±1.32 ±0.42 ±3.02 ±2.42 ±2.8
±1.39 ±1.97 ±0.18 ±3.37 ±2.15 ±3.54

AGL_1G10 Xl371 Xoct91 Developmental regulator, 0 ±1 ±1 0 ±1 ±1
transcription factor, POU box 0.6 ±1.15 ±1.18 ±0.67 ±2.71 ±2.14

0.34 ±1.23 ±1.36 ±0.89 ±2.59 ±2.25
546_9G10 Xl327 Xom Developmental regulator, 0 0 ±1 0 ±1 ±1

homeobox gene, BMP4 group, 0 ±0.22 ±1.86 ±0.32 ±1.6 ±2.46
ventrolateral marginal zone ±0.42 ±0.1 ±1.81 ±0.52 ±1.92 ±2.34

726_19B18 Xl327 Xom Developmental regulator, 0 0 ±1 0 ±1 ±1
homeobox gene, BMP4 group, ±0.29 ±0.35 ±2.85 ±0.31 ±2.66 ±3.71
ventrolateral marginal zone ±0.01 ±0.36 ±2.81 ±0.38 ±3.17 ±3.18

AGL_16E03 Xl798 Xvent2 Developmental regulator, 0 0 ±1 0 ±1 ±1
homeobox gene, BMP4 group, ±0.22 ±0.09 ±1.53 ±0.41 ±2.44 ±2.27
ventrolateral marginal zone ±0.44 ±0.37 ±1.89 ±0.81 ±2.26 ±2.7

AGL_28F08 Xl52 Xpo Xenopus zinc ®nger CCHC 1 0 ±1 1 ±1 ±1
posterior gene, ventrolateral 2.74 0.32 ±3.57 2.59 ±3.43 ±1.31
marginal zone, tailbud 2.47 0.43 ±4.67 2.9 ±4.24 ±1.77

AGL_8F05 Xl52 Xpo Xenopus zinc ®nger CCHC 1 0 ±1 1 ±1 ±1
posterior gene, ventrolateral 2.65 0.13 ±4.44 3.42 ±4.09 ±1.64
marginal zone, tailbud 2.63 0.32 ±4.98 2.95 ±4.67 ±2.03

546A_2G21 Xl52 Xpo Xenopus zinc ®nger CCHC 1 0 ±1 1 ±1 0
posterior gene, ventrolateral 1.64 0.09 ±1.54 1.34 ±1.49 0.16
marginal zone, tailbud 1.47 0.38 ±2.26 1.85 ±1.88 ±0.41

726_21O16 Xl52 Xpo Xenopus zinc ®nger CCHC 1 0 ±1 1 ±1 ±1
posterior gene, ventrolateral 2.71 0.43 ±3.97 2.83 ±3.15 ±1.24
marginal zone, tailbud 2.38 0.37 ±3.96 2.75 ±3.59 ±1.22

726_17J15 Xl382 EF1a Elongation factor 1 alpha chain 1 0 0 1 0 1
1.95 0.23 0.33 2.66 0.57 2.73
1.47 0.52 ±0.01 1.99 0.51 1.98

726_21D21 Xl382 EF1a Elongation factor 1 alpha chain 1 0 0 1 0 1
1.96 0.18 0.47 2.35 0.56 2.85
2.02 0.08 0.35 2.1 0.43 2.45

726_21E17 Xl382 EF1a Elongation factor 1 alpha chain 1 0 0 1 0 1
2.15 0.19 0.41 2.36 0.3 2.73
2.04 0.12 0.19 2.16 0.31 2.35

726_21E24 Xl382 EF1a Elongation factor 1 alpha chain 1 0 0 1 0 1
2.13 0.32 0.37 2.51 0.7 2.73
1.88 0.35 ±0.09 2.23 0.26 2.14

726_21 H15 Xl382 EF1a Elongation factor 1 alpha chain 1 0 0 1 0 1
2.02 0.13 0.4 2.51 0.57 2.75
1.68 0.19 0.22 1.88 0.42 2.1

726_21K24 Xl382 EF1a Elongation factor 1 alpha chain 1 0 0 1 0 1
1.91 0.39 0.32 2.5 0.54 2.77
1.7 0.16 0.12 1.86 0.28 1.98

e29 Nucleic Acids Research, 2004, Vol. 32, No. 3 PAGE 8 OF 11



Still, this high-throughput technology requires precise
accuracy estimations. In a typical set-up, the analysis of
multiconditional experiments relies on signal comparisons in
more than one sample pair. A signal of a gene in a given
sample pair may have to be compared with a signal of a gene
in another sample pair. Such interconditional comparisons can
only be performed after appropriate normalization. However,
even after normalization not every interconditional compari-
son is reliable. A major source of noise is a considerable
¯uctuation of the measured signals. We addressed this
problem by testing different quality criteria for expression
ratios. These tests were applied after categorizing differential
expression values into three different classes, namely
upregulated, downregulated and not-changed. Although
information on the exact quantitative expression values is
thus lost, the further analysis and comparison of qualitative
values is more robust and straightforward. Note that our data
were taken from the rather complex system of a developing
embryo, where many genes are expected to be differentially
expressed. The reliability of a signal was de®ned by a triangle
comparison: indirect ratios had to be in the same category as
their direct counterparts to be regarded as good quality values.
This approach can be regarded as an application of the
transitivity condition (triangle inequality relation) for metric
spaces: the error of an indirect path is greater than or equal to
the error of a direct path.

We systematically assessed the accuracy and validation of
experimental data in an all-pairs set-up, where we performed
an all-against-all comparison of four conditions using
different embryonic stages of X.laevis. Prior to ®ltering,
82% of all values ful®lled our quality criterion, i.e. roughly
four-®fths of our expression pro®les showed equal direct and
indirect values when regarding the categories upregulated,
downregulated and not-changed. After ®ltering with different
stringencies, the percentage of good quality values could be
increased up to 93% when discarding 90% of the data. This
high stringency re¯ects the dif®culty of ®ltering more than
90% of good quality values. Discarding only 30% increased
the percentage of good quality clones up to 89%.

The signal validation technique using differences of the
hybridizations (hd ®ltering) performed best. The increase in
reliability was maximal when discarding one-third of all
values.

We propose hd ®ltering for signal validation if triangle
comparisons are not possible (non-all-pairs set-up). The hd
®ltering method requires repeated hybridizations. Our study
suggests that if cost demands limiting the experiment to single
hybridizations, the method using differences of mean and
median signals should be used for ®ltering.

This ®lter also showed robust results. However, the use of
this ®lter is restricted to only one hybridization and cannot
correct for ¯uctuations due to differences between the slides
that may additionally arise from varying hybridization con-
ditions. Interestingly, the mean±median ®lter performed better
for lower stringencies than ®ltering by differences of
differential expression of double spots. Notably, the latter
requires duplicate spots leading to an unfavourable less
compact chip design. Compared with the si ®lter, these three
®lters performed better. This may be due to the fact that they
effectively discarded values being in¯uenced by saturation
effects.

A critical question remains as to whether the expression
pro®les for those clones that passed the statistically motivated
tests would correspond to their known biological function
during embryogenesis. After hd ®ltering and selecting only
those 261 clones that had good quality values for all sample
pairs and showed differential expression, 90% of the
microarray-based expression pro®les were con®rmed by
whole-mount in situ hybridization data. This high percentage
underlines the validity of our ®ltering approach.

Reliability of gene expression values depends on the
applied normalization method. We used an elaborated method
that was originally set up for one-channel hybridizations (6)
and applied for radio-active dyes on membrane ®lters (31).
More recently, it has also been successfully applied to two-dye
cDNA microarray data (32). For comparison, within initial
trials we tested the lo(w)ess-normalization as another com-
monly used normalization method (8, 9) (for implementation
of the limma package, see www.bioconductor.org). Notably,
our reliability criterion provides an elegant tool for comparing
different normalization methods, by the difference of indirect
and direct expression values. For the lo(w)ess normalization,
the percentage of good values was 67% without ®ltering,
rising to 71% when ®ltering 30% with the best ®lter (hd ®lter)
and 74% when ®ltering 90%. Notably, the performance of the
si ®lter was quite stable: it stayed between 69% and 70% for

Table 2. Continued

Clone ID Gene ID Common name Short description, expression 10®13 13®19 19®38 10®19 13®38 10®38

726_21N13 Xl382 EF1a Elongation factor 1 alpha chain 1 0 0 1 0 1
2.09 0.33 0.41 2.38 0.29 2.79
1.91 0.1 0.02 2.01 0.12 2.03

726_21O12 Xl382 EF1a Elongation factor 1 alpha chain 1 0 0 1 0 1
2.13 0.35 0.46 2.26 0.63 2.78
2.12 0.24 0.02 2.36 0.25 2.37

AGL_27C06 Xl382 EF1a Elongation factor 1 alpha chain 1 0 0 1 0 1
1.74 0.12 0.36 2.31 0.45 2.67
1.42 0.38 ±0.08 1.8 0.3 1.72

Of 71 clones, 29 represent the EF1a gene, of which nine are represented. The columns denote internal ID (AxelDB entries) (20), gene name, gene description
and expression of sample pair (10.5, 13), (13, 19), (19, 38), (13, 38) and (10.5, 38). The rows show three values for each clone: the qualitative differential
expression of the values (1, upregulated; ±1, downregulated; 0, not-changed), and the direct and indirect quantitative log2-ratios. Note that, for example,
10®13 speci®es expressions of 13/10.
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stringencies of 30±90%. According to these ®ndings, we did
not obtain better results with lo(w)ess normalization than with
the normalization we used. In this study, we only considered
cDNA microarrays with two-sample hybridizations. However,
the triangle principle may also be applied to one-sample set-
ups such as Affymetrix oligochips or membrane ®lters with
radioactive dyes if repeated hybridizations had been per-
formed. In this case, differential expression ratios for possible
cross-combinations may be calculated. These ratios may serve
as input for the quality criterion by comparison of direct and
indirect ratios.

In our study, direct and indirect values were similar on a
qualitative basis. Accordingly, expression data of large-scale
pro®ling experiments may be collected ef®ciently via a
common reference to obtain robust information about the
qualitative expression behaviour of an organism. It remains to
be investigated in future studies whether quantitative expres-
sion ratios may further increase the reliability and accuracy of
differential gene expression pro®les.

In summary, our quality criterion assigned a reliability
measure to gene expression ratios. This approach is particu-
larly suited to the analysis of biological questions in develop-
mental biology. The categorizing approach is straightforward
and can be used in situations where clustering techniques
cannot be directly applied as in very well de®ned cellular
systems. By effectively discarding unreliable genes, genes
with expression pro®les re¯ecting their real biological func-
tion are retained that can be used for further analysis, such as
classi®cation and clustering.

SUPPLEMENTARY MATERIAL

Supplementary Material is available at NAR Online.
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