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Abstract
Originally proposed as a method to increase sensitivity by extending the locally high-sensitivity of
small surface coil elements to larger areas, the term parallel imaging now includes the use of array
coils to perform image encoding. This methodology has impacted clinical imaging to the point
where many examinations are performed with an array comprising multiple smaller surface coil
elements as the detector of the MR signal. This article reviews the theoretical and experimental
basis for the trend towards higher channel counts relying on insights gained from modeling and
experimental studies as well as the theoretical analysis of the so-called “ultimate” SNR and g-
factor. We also review the methods for optimally combining array data and changes in RF
methodology needed to construct massively parallel MRI detector arrays and show some examples
of state-of-the-art for highly accelerated imaging with the resulting highly parallel arrays.
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Introduction
The past decade of Magnetic Resonance Imaging (MRI) has seen tremendous advances
toward improved sensitivity and reduced scan-time in clinical and research imaging
examinations. While gradient performance improvements in strength and slew-rate always
played an important role in terms of acquisition speed, magnet field strength and well-
crafted detector geometries have always been critical for maximizing the sensitivity of the
MR experiment. Because of this important role of a coil detector in determining sensitivity,
we focus on receive arrays; although we note that transmit arrays have recently become an
object of study in their own right [1–7].

Roemer and colleagues [8] showed that simultaneous detection of the MR signal with an
array of surface coils could out-perform a single, larger surface coil covering the same area
and gave a detailed description of how to optimally combine the data from the multiple
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elements given their sensitivity profile and measured noise correlation information. They
further introduced the concept of “preamplifier decoupling” to suppress inductive coupling
within the array using low-input impedance preamplifiers [8]. Only a year later, this concept
was extended to volume-like acquisitions to show that the sensitivity of the array could
compete favorably with volume coils [9]. While the spine was Roemer’s initial focus and a
logical place to distribute the reception coils along the length of the body, the concept was
quickly extended to imaging other parts of the body [9–13] and to spectroscopy applications
[14,15]. Interestingly, the brain, with its nearly spherical geometry was a less obvious target
for arrays, and was among the last applications [16–18].

These demonstrations alone were enough to make array coils the favored method for many
types of MRI examinations. But a second advantage of detection with arrays was soon
introduced; namely the ability to reconstruct under-sampled k-space data and thus
significantly speed up the MR image encoding process. These parallel imaging
reconstruction techniques effectively used the additional spatial information contained in the
signal intensity and phase profiles of the array elements to allow reconstruction of the image
from under-sampled k-space data sets. In these methods, the image encoding is shared by
the array coil and the gradient encoding steps. It is interesting to note that most imaging
modalities rely exclusively on detector arrays for image encoding. For example CCD
cameras, EEG and MEG, rely on a dense array of detectors, as does the human eye (where
the retina is viewed as an array of photo-detectors), and perhaps most intriguing, the insect
eye, which consists entirely of a directionally sensitive array of light-pipes with a few photo-
detector cells inside (ommatidia). Medical imaging modalities such as MRI are the outliers
where the role of detection and encoding can be completely separated. However, early MR
researchers began to realize that the multiple elements could play a role in image encoding
[19–23]. While this early work provided glimpses of what could be done, it was only after
Roemer’s work propelled the wide-spread implementation of parallel reception that the time
was right for incorporating the spatial information present in the array to augment gradient
encoding. The fact that the two types of encoding could be merged elegantly, as shown by
the introduction of SMASH [24] and SENSE [25] in the late ‘90s, opened the floodgate to
the variety of robust methods that exist today.

As a result of the sensitivity increase and encoding acceleration, virtually every clinical coil
sold for MRI scanners today is an array. The trend toward higher and higher element counts
has also increased over the years; from the initial systems with 4 to 8 elements, to the more
commonly used 16 to 32 elements found on most new scanners, to exploration of what can
be done with 64 to 128 channels on clinical systems.

In this review, we examine the theoretical basis for the trend toward higher channels from
so-called “ultimate SNR” and “ultimate g-factor” analysis, as well as modeling regular
geometries. We compare these identified gains to what has been achieved with 32, 64, 96,
and 128-channel arrays. We also look at how these trends have forced us to re-think how we
tune, match and decouple coils for MR detection. Finally, we look at the trends in MR
acquisition sequences which now take advantage of the distribution of coil sensitivity
patterns in all three directions.

Optimum combination of individual coil element data
In his original paper, Roemer described a way to elegantly combine the data from the
multiple receivers of the array. It is almost always advantageous to combine data obtained
from multi-channel array reception in the spatial domain, since the sensitivity profiles of
each individual array element can be a steep function of the pixel’s coordinates. Then the
optimization can be done on a pixel-by-pixel basis taking into account the spatially changing
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amplitudes and relative phases of the sensitivity profiles. In addition to measuring the coil
signal map Si(x,y,z) for each element, i, which tells us how the signal vectors will add, we
need to know the noise covariance matrix, Ψ, which describes the thermal noise variance in
each channel and the covariance between pairs of channels, which informs us of how the
noise from the channels adds. For a given pixel, we can form a vector of the coil sensitivity,
C, and measured signal level, S, for each channel. Here C and S exist for each pixel and are
vectors of length Nch. We then generate the image intensity, I, of the combined channels for
that pixel from a normalized weighted sum of the measured signal levels. The weights will
be chosen to maximize the SNR of the combined pixel. We also express the complex
weights as a vector, w, of length Nch. Then the general expression is

(1)

where λ is a normalization constant which might vary as a function of location but does not
effect the pixels SNR. Roemer showed that if the noise variances are equal and uncorrelated
(ψ proportional to the identity matrix), then w = C and

(2)

To create an image with spatially uniform noise levels, λ is chosen as

(3)

In coil arrays, noise correlations always occurs between channels (either the channel’s
variances are unequal, or shared noise or coupling exists in the array). Taking those coupling
effects into account, the image combination is fully optimized, when w = Ψ−1C. This results
in

(4)

and λ becomes as

(5)

This can be thought of as “pre-whitening” the signal vector S prior to the combination
(replacing S with Ψ−1S). Roemer also showed that if the SNR is high in each channel, then
the coil sensitivity vector C is well approximated by the signal vector S and does not need to
be measured. I.e. the coil sensitivity is essentially just a map of the signal with perfect SNR.
If the noise covariance is also proportional to the identity matrix and we use the λ for
uniform noise, then we get what Roemer called the “root sum-of-squares” method;

(6)

This is a particularly useful form because no pre-scan measurements are required of C or Ψ.
One simply takes the sum of the square of the signal levels of each channel’s measurement
of that pixel. Since the noise covariance matrix requires only a second to acquire (by
digitizing noise in the absence of excitation), it is useful to add this information in, but
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preserve the estimation of C by S. Then we have the “covariance weighted root-sum-of-
squares” combination: I cov-rSoS = λ SH Ψ −1 S with λ= (SH Ψ−1 S), which simplifies to

(7)

Given the choice of weights, wi, the image SNR is given by [8]:

(8)

For the other combination methods, the resulting SNR can be shown to be:

(9)

while the image SNR for the noise cov-SoS is

(10)

Note that the SNR for the covariance weighted sum-of-squares image is (remarkably) the
same as the image itself.

In the combination methods above, the complex-valued weights are chosen to maximize the
image SNR using the coil sensitivity profiles and noise covariance matrix (or estimates
thereof). The problem with the simple noise ROI in the “black” background area of an
image is that usually there is no estimate of the coil sensitivities in this region. This results
in sub-optimum combination of the array elements in this region and an amplification of the
noise by an unknown factor. For example, if the rSoS method is used, the channels are
essentially weighted by noise and combined. This is of little concern for discrimination of
anatomy, since the weights used inside the body are accurate, but it eliminates this easy
method of ROI outside the head to measure noise. Note the ROI in the noise-only part of the
image is perfectly valid for single channel coils (after correction for the Rician distribution
in magnitude data [26] or if the coil sensitivity is known in that region (for example through
a theoretical calculation).

Assessing the SNR of an image acquired with an array coil in a manner that can be readily
compared to either another group’s measurements or to the SNR obtained by analyzing the
signal mean and variance of a time-series of images requires further considerations. Kellman
and McVeigh [27] elegantly described the series of correction factors needed to produce
SNR in “absolute units”, which are exactly what is needed to make the calculated SNR maps
agree with those obtained from a time-series measurement and subsequently to make SNR
maps directly comparable. When these correction factors are used, the SNR measurement
some important book-keeping is performed and scale factors accounted for so the SNR maps
can be compared from site to site. Four factors are outlined and described in detail. The first
defines a “noise equivalent bandwidth” of the receiver, which differs slightly from
manufacturer to manufacture and provides a factor that accounts for the “real” bandwidth of
the measurement. The second factor accounts for noise averaging by the Fourier Transform
by normalizing the noise covariance matrix by the number of samples contributing to the
image. The third factor is a simple (2) which arises since the observation model assumes the
noise is real valued while the noise is complex valued. The final correction factor, needs to
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be applied to account for the incorrect assumption of Gaussian noise statistics in magnitude
images [10,27,28]. This correction factor applies to the SNR map formed from the rSoS
combination, since the individual channels are converted to magnitude maps prior to
combination. Then the correction factor is a function of the number of channels and the SNR
value thus it must be applied pixel by pixel. It is a generalization of the well-known Rician
distribution correction [26] to multichannel rSoS combined arrays, which follow a non-
central chi distribution, with 2n degrees of freedom, where n is the number of coils, and is a
potentially larger correction [10]. Although often considered unimportant for images with
SNR above 10, this correction factor can be significant for highly parallel arrays even for
typical SNR levels. For example, the noise statistic bias correction lowers the measured
SNR by a factor of 0.6 for a 32-channel acquisition in an image with SNR = 13.

Figure 1 shows the relationship between the naively measured SNR in a rSoS magnitude
image and the true SNR. Again, these curves refer to channel combination methods where
the magnitude is taken prior to combination, such as the rSoS and the cov-rSoS. If a
complex weighting is used (from the coil sensitivity maps), then the complex data is
preserved through the coil combination process and if a magnitude operation is applied at
the end only the simpler Rician correction needs to be applied (the Nch =1 curve in Fig. 1)
Its also important to note that it not just the SNR that suffers from the elevated mean value
of noise regions in the image, but also methods such as high b-value diffusion [29].

Finally, the use of parallel image reconstructions further complicates analysis of image
SNR. It introduces spatially-variant noise amplification in the reconstructed images, leading
to image SNR degradation associated with the acceleration factor and the coil’s geometry
factor (g-factor). The latter has become an attractive figure of merit for assessing the
performance of coil arrays for parallel image encoding. While simple methods exist for
calculating the noise enhancement in SENSE reconstruction [25], for GRAPPA [30], the
equivalent of the g-factor calculation has only been recently addressed [31,32].

SNR in arrays of more and more elements
Here we try to get a feeling for how SNR grows with Nch for a well-designed array; namely
why an array of multiple small coils has higher sensitivity than a single larger coil. It is not
surprising that an array of small surface coils does very well near the array compared to a
single larger coil or volume coil. But many researchers are surprised that the array can do
better (or at least no worse) at all locations, including deep within the tissue. One way to
understand this is to consider an array of identical loop detectors tiling a sphere. If all Nch
channels detect the central pixel with equal image intensity and equal levels of uncorrelated
noise, then a simple averaging effect occurs when the data is phase-aligned and combined
yielding a (Nch) improvement at the center. This can be a relatively large effect (more than a
factor of 10 for a 128-channel array.) But it remains to be seen that this factor is enough to
overcome the steep drop-off of the smaller surface coils as a function of depth [33]. The
averaging benefit is also reduced in practice since noise correlation necessarily exists even
in an inductively decoupled array. In the body-noise dominated case, neighboring coils
detect the same noise fluctuations from the random ionic current loops in the lossy tissue if
their detection sensitivity patterns overlap, which is nearly always the case for neighboring
elements.

Although the intuitive picture suggests that the array can make-up for up to a factor of 10 in
sensitivity through the averaging effect, we must turn to modeling to determine if this is
enough to out-perform a volume coil or array of larger elements for voxels far from the
array. Wiesinger and colleagues [34,35] elegantly answered this through array simulations
on a spherical geometry to determine how the SNR of the array grows as a function of the
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number of channels (Nch). They also compared the sensitivity to the ultimate SNR
performance limit set by Maxwell’s equations for Faraday detection with elements outside
the sphere. This is a useful metric since it represents the ideal MR detector (as evaluated
with an SNR metric). To calculate the ultimate SNR, a basis set of B1

− sensitivity profiles
are used, which i) are solutions to Maxwell’s equations for the geometry of interest, and ii)
span the space of solutions to Maxwell’s equations. The latter criterion ensures that any
constructed array can be modeled as a linear combination of these basis functions. For
example, plane waves can be chosen to model a planar half-space[36,37]. For a spherical
phantom, spherical harmonics satisfy the two conditions and can be used as basis vectors
[34]. The coil sensitivity patterns of the “ultimate” array must be expressible as a linear
combination of these basis vectors. The “ultimate” array is also the one which maximizes
SNR at each pixel. This process is done using thousands of elements until the SNR
converges to the “ultimate SNR.” Note, that the fact that the array combination method
weights each element to optimize SNR, guarantees that adding an element will never lower
the SNR; if this were the case, the weight would be zero for that element and, at worst, the
SNR is unaffected by the element.

In addition to the ultimate SNR, Wiesinger and colleagues have also modeled specific loop
geometries [35]. Figure 2 shows his analysis for up to 64-loop elements tiling the sphere.
This comparison of ultimate array and realistic array geometries is a powerful one since the
ultimate SNR calculation alone does not provide guidance on element geometry choices.
Note, that the ultimate SNR is most nearly achieved in the center of the sphere and that at
lower fields as little as 8 to 16 elements are needed to achieve the best possible detection in
the center. At the periphery of the phantom, the sensitivity grows approximately linearly
with number of elements. As Nch grows, this linear region is limited to the extreme edge of
the object. At higher field strength (7.5T) simulations from Wiesinger et al. showed, that the
shortfall of the discrete arrays becomes larger compared to the ultimate SNR and higher Nch
is needed to achieve a high percentage of full potential even in central regions [35]. For
example, at 7.5T, even 32 channels only achieve the ultimate SNR for a small region in the
center and there is substantial room for improvement towards the periphery. At a radial
location equal to 80% of the coil radius, there is still a factor of seven to go before the
theoretical limit is achieved.

Other work has drawn similar conclusions. Theoretical comparison of a brain coil-like 32ch
tiling around a sphere was compared to the ultimate SNR in the sphere. The 32ch array
achieved 97% of the ultimate SNR in the center and 44% at the periphery [38]. Similar
patterns of SNR gains have been observed experimentally in comparing 12, 32 and 96ch
brain arrays [39]. Figure 3 shows this experimental comparison. The SNR increases
dramatically in the distal cortex while little gain is made in the center of the brain. As in
many experimental comparisons, the geometry is not fully held constant. For example the
commercial 12 channel array is constructed on a larger former, which likely contributes to
its reduced performance in the center.

Wiesinger and his colleagues also showed that if the preamplifier noise was allowed to
become significant, then the arrays do not reach 100% of the ultimate SNR even in the
center. Given that maintaining body noise dominance is difficult in small diameter elements,
which are loaded by a small volume of tissue, this effect is expected to place a limit on the
number of elements that are useful. The limit for Nch will be higher at high field strength
since body loading increases with the square of the frequency while preamplifier noise
figures are roughly equal at all frequencies.

Wiesinger at al. also examined the effect of accelerated imaging on his modeled array [35].
The “ultimate” array concept can also be expanded to include the noise enhancement of
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SENSE reconstruction in the metric for SNR [35,37,40]. This is often separated from the
unaccelerated SNR by plotting the “ultimate” g-factor for an object geometry. The noise
enhancement introduced by parallel imaging tends to be high for locations where the degree
of aliasing is high. This happens at the center of the spherical object. Thus, when the metric
is the SNR of the accelerated image, increasing the number of channels tends to benefit even
the central SNR beyond where the unaccelerated case suggests the asymptote should have
been reached. The effect is biggest when the acceleration induced noise amplification is big
enough to degrade the smaller array, but still be manageable for the larger array. For
example, Figures 4 and 5 compares a 32ch and 64ch brain array built on the same former.
The 64ch array shows a 1.2x gain in central image SNR compared to the size and shape-
matched 32ch for R=4 fold imaging while there was no gain for unaccelerated imaging [41].
This central SNR gain for accelerated imaging is in general agreement with Wiesinger’s
modeling results for arrays tiling spheres although his spherical models show a smaller
effect. Figure 6 shows his result for the R=4 accelerated imaging for the case of an array of
overlapped elements, a gapped array, and an array where the circular elements just touch. In
tiling strategies, the simulation assumes inductive coupling has been zeroed, either through
preamplifier decoupling or external decoupling structures. The gapped array shows an SNR
advantage for R = 4 accelerated SNR for low Nch, a result consistent with previous
observations [42,43]. But for Nch = 32 or above, interestingly, the overlapped array
produced the highest SNR for both accelerated and non-accelerated imaging.

In practice, array geometries tend to use overlaps in at least one direction (to keep the
couplings manageable.) Figure 7 shows a simulation comparison between two popular types
of brain array layouts [41,44–46] on the same geometrical head former. The arrays modeled
in this way are similar to (but not identical too) the commercial cases. The electromagnetic
fields were modeled using a full-wave FDTD simulation. The simulation included a
conductive load using a human-meshed model (Duke, Virtual Family, with 1mm isotropic
resolution) [47]. The overlapped coil showed a higher SNR for non-accelerated imaging in a
central ROI as well as higher head-average SNR. But the gapped array shows improved
SNR in a ring ROI at the periphery of the brain, consistent with its smaller loop diameters.
For accelerated images the gapped array had slightly improved central and overall brain-
average g-factor compared to the overlapped array. Putting these two factors together to
form the SNR of the accelerated image, the overlapped array outperformed the gapped array
for R= 1 to 3, for R=4 the two arrays were nearly identical and for R>5 the gapped array had
higher SNR in the accelerated image metric.

The ingredients to building a highly parallel array
The basic detection unit of a receiver coil array can be constructed out of any one of a
variety of different conductive resonant structures, such as striplines [3,4,48–51], or
transverse electromagnetic coils [52], or even from encircled coupled structures such as
birdcages [53–55]. However, the most common MR detectors in large Nch coil arrays are
loops. The use of this basic configuration of an LC tuned circuit dates back to Bloch’s
original experiment in that a loop coil can be viewed as a single-turn solenoid. The earliest
in vivo MR applications of the loop coil used as a surface coil was in the ‘70s [56]. By 1980
the loop surface coil was valued for both its high sensitivity and its ability to spatially
localize signal [57].

The loop coil forms a magnetic dipole reception pattern, which couples primarily to
magnetic fields in the near-field region. Namely, the alternating external flux produced by
the spins induces an EMF in the loop through Faraday’s law. An isolated coil element has
resistive losses from its conducting wires, solder joints, losses in the dielectric material of
the capacitors and eddy-current losses in any surrounding structures. For a coil near a
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conductive sample the losses arising from induced eddy currents (from dB/dt) and
displacement currents in the sample volume typically dominate all other losses. The fraction
of losses dissipated in the body relative to the components is easily measured by comparing
the unload Quality factor (Q) of the coil to the loaded Q. Since Q = L/R for an LCR circuit,
it is easy to show that Rbody/Rcomp= QUL/QL−1. Since body noise is detected through the
same mechanism and at the same frequency as the MR signal (Faraday detection at the
Larmor frequency), the two cannot be distinguished and efforts to improve the signal
detection will necessarily increase the noise level. In this respect, maximum body noise
means maximum MR signal with the added benefit that other loss (and therefore noise)
sources become negligible. For example, if a QUL/QL = 6 is achieved, then component
losses are 5 fold smaller than the body losses and eliminating them completely will improve
the image SNR by less than 10%. If QUL/QL = 10, elimination of the component losses (e.g.
through super conductors etc) improves SNR by a factor of 1.005. This gives the coil
engineer a clear picture of when s/he can stop worrying about component losses. The eddy
currents and capacitive coupling to the body also produce shifts in resonance frequency
upon loading. The principal method for controlling the resonance shifts is to distribute the
capacitors around the loop, using multiple large capacitors rather than a single small one.

During RF excitation, assumed to be provided by a uniform body transmit coil, the receiver
coil must be detuned to reduce the power transmitted into the Rx chain during Tx. In
addition to potentially damaging sensitive electronic components, large currents induced in
the Rx coil could also create SAR hotspots of their own and cause heating and injury. Thus,
the receiver coil must be “transparent”, i.e., it must not distort the B1

+ profile of the volume
excitation coil during Tx. This can be achieved by limiting the induced currents to negligible
levels by switching on high impedance elements in the coil loop [58,59]. In the most
common configuration an detuning trap circuit under active control is incorporated into the
loop. This comprises a PIN diode and a series inductor which resonates at the Larmor
frequency across one of the capacitors from the loop. The diode acts as a switch connecting
the parallel resonant trap to the coil, thus, inserting a high impedance parallel LC circuit in
series in the loop. As a redundant safety feature, passive elements are often also employed
incase the active system fails. One popular passive device is to bridge a second LC trap with
passive crossed diodes [59–61] or to use an RF fuse in the loop. At the output port of the
loop coil an impedance transformation network is needed to couple power out of the
resonator into the preamplifier. As will be seen in the next section, we do not transform the
impedance of the coil with a view toward achieving a power match with the preamplifier (no
reflected power), but the less limiting constraint of presenting the preamplifier with the load
that minimizes its noise figure. Thus if the input impedance of the preamplifier is Zpreamp_in,
this does not require the coil element to be transformed to Zpreamp_in* which is the “power
match” which eliminates reflected power, but to Znoise_fig_opt, which can be considerably
different.

While MR coil engineers typically prefer to work with arrays with little or no mutual
coupling, there is some evidence that modest decoupling is relatively unimportant if the
image is combined with either the cov-rSoS or optimal-SNR method [62]. These methods
already utilize the noise covariance matrix, as do accelerated image reconstruction methods
like SENSE which also utilizes coil sensitivity maps that would describe the coupling [52].
The greatest fear of the beginning coil builder is that the coupling will perturb the resonance
frequency of the carefully tuned high-Q resonators rendering them insensitive to the Larmor
frequency. We show below that this fear is ungrounded when preamplifier decoupling is
used. Nevertheless, coupling between multiple elements makes it difficult to transform the
impedance of the element to Znoise_fig_opt. In addition, noise in the preamplifier can project
back into the coil and then couple to other elements. This added noise appears on the
diagonals of the noise covariance matrix and is therefore not mitigated with inclusion of the
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matrix [63,64]. Finally we note that at some point, if all the elements are coupled enough to
give identical profiles, parallel MRI reconstructions will become highly ill-conditioned; i.e.
the sensitivity patterns contain less distinct spatial information than the uncoupled coils
would.

Several strategies have been proposed for removing the effects of mutual inductance. First,
the overlap of adjacent coil elements may be carefully adjusted to the “critical overlap” so
that the shared flux between adjacent coils is zero [65,66]. For circular loops in a plane, the
critical overlap is achieved with a distance between centers of 0.75 times the diameter.
While convenient, this strategy restricts the geometrical layouts of the coil elements; only
certain repeating symmetry patterns can be used to tile a given geometry. For example, the
critical overlap allows a hexagonal tiling pattern of 6 loops surrounding 1 to tile a plane or
cylinder with all nearest neighbors decoupled or a soccer ball (“buckyball”) type pattern of
hexagons and pentagons (one pentagon surrounded by 5 hexagons) for a sphere.
Alternatively, capacitive or inductive connections or even networks may be built between
coils that can exactly cancel the mutual inductance between them [67–69].

Preamplifier decoupling, as described by Roemer and colleagues [8] has become one of the
most important tools in constructing large arrays. It deftly exploits a degree of freedom
created when the array is receive-only. Namely, the coil element does not need to be power
matched to the input impedance of the preamplifier. Instead, the element needs to present a
load that minimizes the preamplifier’s noise-figure; a condition that can be different from
the power match condition. This frees the coil tuner from being a slave to 50 Ohm systems
and coupling power out of the resonator using critical-coupling. Prior to Roemer,
practitioners would construct an impedance transformation circuit (at its simplest a capacitor
voltage divider) that would transform the small residual resistance in the LC circuit to 50
Ohms. For example, in Fig. 8a the capacitors C1 and C2 are chosen to transform the
impedance of the resonant loop, r, to present a 50 Ohm impedance to the preamplifier,
which itself has a 50 Ohm input impedance. The preamplifier should be designed to have a
minimum noise figure when loaded with 50 Ohms. A 50 Ohm transmission line (not shown
in Fig. 8) could bring the power coupled out of the resonator to the preamplifier. The power
matching condition insures critical-coupling. In this case half the energy stored in the
resonator is removed every cycle and the Q of the system is decreased by a factor of 2 when
the preamplifier is added. The impedance matching ensures no reflected wave returns power
back into the coil. Because Q is only lowered by a factor of 2, the Q involved is still
relatively high, and a perturbation that shifts the resonance of the coil off the Larmor
frequency could be catastrophic. For example, if the coil loop is bent the inductance and thus
resonant frequency is shifted, or if a neighbor inductively couples with it a split-resonance is
formed. In these cases, the resonance frequency can be shifted by its half-width or more,
reducing the detection efficiency by 2x or more.

The preamplifier decoupling scheme protects us from these scenarios. It does not directly
reduce the mutual inductance (like the critical overlap method). Instead, it alters how the
measurement of the electromotive force (emf) induced by the spins is made, choosing a
measurement strategy that naturally suppresses the effects of mutual inductance. The two
most basic types of electrical measurements are either a voltage measurement or a current
measurement. In the former, a high impedance is inserted in the circuit containing the
electromotive force and the voltage across this impedance is measured. Alternatively, a
current measurement can be used whereby a galvanometer with low impedance is inserted
into the circuit loop containing the emf and the current is measured. Power, of course, is the
product of V and I, and choosing an impedance (such as 50 Ohms) for the measurement,
basically determines the mixture between these two extremes of measurement (voltage or
current). For example choosing 50 Ohms guarantees the ratio; V/I = 50 for any given power.
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In the preamplifier decoupling strategy, we do not blindly accept a 50 Ohm impedance but
make this choice with a view to its effect on coupling. In analogy, a power plant producing a
given amount of power P = VI can choose to step up or step down its voltage to transmit it
to the city with either a high voltage and low current or vice-versa. The power engineer
takes advantage of this degree of freedom to choose high voltage (low current) transmission
lines, because Ohmic losses (given by I2R) are the foremost fear. For highly parallel array
builders, inductive coupling is the foremost fear. This suggests a voltage measurement
(placing a high impedance in the coil loop) should be chosen, since the reduced current also
reduces the effect of inductive coupling.

Thus, instead of choosing the some-what arbitrary 50 Ohm matching condition, the
preamplifier/coil circuit is designed so that the preamplifier performs a voltage measurement
across the loop. Thus the output circuitry (e.g. match + coax + preamplifier) forms a series
high impedance in the tuned loop reducing current flow and thus reducing inductive
coupling with other loop elements. Figure 8b shows the desired configuration. Here a high
input impedance preamplifier is used and L and C12 are chosen to resonate leaving only real
impedances in the loop at the Larmor frequency. For this to work well, the high impedance
preamplifier would need a good noise figure when loaded with the low impedance load (r at
the Larmor frequency). It is more practical to construct a preamplifier that has a very low
input impedance and a noise match of around 50 Ohms. In this case, the circuit in Figure 8c
provides the needed transformations. Working back from the preamplifier, the 1Ω input
impedance creates a near short connecting the inductor L1 across C2. If these two
components are chosen to resonant at the Larmor frequency, they form a parallel LC circuit
in series in the loop. A very low loss LC parallel circuit has a high impedance on resonance.
Thus for the Larmor frequency signals of interest, this configuration places a high
impedance in series in the loop reducing the currents induced by neighboring loops and
reducing the effective inductive coupling. Working forward from the coil, the capacitors C1
and C2 are chosen so that together with L1, the coil’s impedance is transformed to a value
which minimizes the preamplifer noise figure. Typically the preamplifier is still constructed
to have minimum noise for a 50 Ohm load, but sometimes a higher impedance is used.

The preamplifier decoupling circuit changes how we look at the basic coil element in ways
that effect how highly parallel array coils are constructed. For example, the measurement
can now be viewed as a pseudo-wideband device since it “spoils” the Q of the circuit. As
mentioned, if a traditional high-Q loop critically coupled into a preamp is mis-tuned, it
quickly loses its ability to detect signals. For a Q of 100, at a Larmor frequency of 125MHz,
a shift of 1.25MHz shifts the operating point 3dB down from the peak response, losing half
the signal. Sadly, the ionic noise currents are present at all frequencies, and thus their power
is not diminished. In the preamplifier decoupling case, a mis-tuning of the coil has very little
effect on the signal level, thanks to the high impedance nature of the measurement. If the
coil is detuned by a few MHz, almost no loss of SNR is detected. It is very informative to try
this experiment either on the bench using a rigidly placed loop probe as a “signal source”
and the output of the preamplifier routed into the other port of a vector network analyzer
setup for S12 measurement. Place the cursor at the Larmor frequency and adjust a trimming
capacitor in the loop. The power output at the Larmor frequency does not change. Note that
if the coil tuning is changed too much, other effects crop up. For example, if the loop is mis-
tuned by more than a few MHz, then its impedance is changed enough so that the
preamplifier no longer feels the proper load for minimum noise figure and the image SNR
will degrade. Also note that the measurement is not truly broad-band. The preamplifier
decoupling itself is highly frequency dependent, and if the Larmor frequency is changed, the
whole system falls apart. But the tuning of the loop coil itself is not of critical importance.
Thus, in the highly parallel array, we strive firstly to obtain a high- quality preamplifier
decoupling using high Q components for C2, L1 which are carefully tuned to be on-
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resonance at the Larmor frequency and to choose very low input impedance preamplifiers.
The second most important tuning step is to adjust the C1 to C2 ratio (and L1) so that the
preamplifier noise figure is minimum when the coil is loaded on the body. The loop itself
must be tuned within a few MHz of the Larmor frequency, but it can actually be
advantageous to have a distribution of center-frequencies present, as further reduces
inductive coupling [70].

Steps in building and decoupling a large array
The high degree of parallelism requires systemized design, construction and testing in order
to implement the large number of tuned receive circuits and optimize their mutual
interactions. This has altered the workflow for how we construct receive arrays. The plan for
even the final steps, such as the placement of the preamps and the routing of their outputs to
the coil plugs, needs to be in place from the beginning. The final bench-tests need to be
under conditions similar to those in the scanner bore requiring a coil interface simulator and
body-shaped loading phantom. We find that little is gained by testing individual elements
separated from the array; the troublesome effects come from neighboring elements and
output wiring.

The first step is the design of the close-fitting coil former. A well-implemented design for
the former constitutes half the battle. Digital 3D meshing programs allow body shapes to be
brought into a CAD program, allowing the physical layout of the array to be performed with
precise knowledge of the location of the elements relative to the anatomy of interest (Figs.
9a). The tiling pattern can be laid out on the former, guiding construction (Figs. 9b). After
the location of the loops is marked, the locations for the preamplifier connections are
decided. Preamps must be orientated in z-direction to minimize Hall effect issues [71–73].
Furthermore the output cable routing must be planned so that these coaxes do not pass near
another preamplifier’s input in order to eliminate oscillations. If an output cable length
exceeds about 1/8 of the wavelength, a cable trap must be used to eliminate common-mode
currents induced by the body RF transmit. Similarly bias lines for the PIN diode detuning
must be broken up with either chokes or traps. Ideally, the stands for each preamp and cable
trap are integrated into the former model and fabricated as a single unit (e.g. using 3D
printing, which is now readily available through online services.)

The geometry and material of the conductors for the loop elements can have a large effect
on the highly parallel array. To first approximation, the lowest loss conductors are desired so
that body losses significantly out weigh component losses. Kumar and colleagues have
attributed an effective noise figure to each component and analyzed the tradeoffs of
introducing more series capacitors to the loop [74]. They also noted that while the largest
copper trace widths have the lowest loss in a single isolated loop, this was not necessarily
best for the array. Namely, a given loop experiences losses in its own conductors and eddy
current losses in the surrounding copper. This second, typically overlooked mechanism,
meant that using thinner traces, or small diameter wire can be a better strategy for the array.
This observation has also been empirically born out when testing a 96 channel brain array
[39]. Although it would seem that using wire over printed circuit-board would constitute a
fabrication nightmare, we find its relatively easy to stamp out curved wire loop-sections
(Fig. 10), including pre-bended the needed bridges to allow one conductor to pass under the
other.

Early in the process, test loops are constructed (Fig. 11b) to determine the values of the
needed components for tuning, matching, preamplifier decoupling, and active and passive
detuning traps. The critical overlap ratio of a pair of loops should be checked to guide the
layout. After the loop component values are known, we build up the array on the former. We
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find it impractical to mass-produce elements and then mount them on the former. Better is to
build up the elements on the former, checking the active and preamp detuning, tuning,
matching and nearest neighbor decoupling as we go. But some components can be mass-
produced. For example the circuit board containing the output and active detuning circuitry
can be assembled and the PIN diode trap be tuned. Similarly the circuit board section for the
tuning capacitors can be pre-constructed and placed on the former. Next, the loop
conductors (e.g. copper wire, or circuit board traces) are cut, bent and assembled over the
whole array (Fig 9c, Fig. 10, and Fig. 11d). Then, the preamplifier mounting boards are
attached and the bias tee circuitry for the PIN diode detuning is wired to the coil plugs (Fig.
9e and Fig 11e). This allows complete control of the active detuning by the coil interface
simulator while the coil is being tuned on the bench.

Since the first test loops should have provided us with a good guess of the critical overlap
ratio and capacitor values, the loops should be near their proper tune and match as well as
decoupling. At this stage, however, its best to go through each loop with all other loops
actively detuned by their PIN diode traps, checking the active detuning of each loop through
and S21 measurement between two inductive probes lightly coupled to the coil loop
(achieving >35dB difference between these states). Then the same S21 probe is used to tune
of each loop (with all other loops detuned). Next we replace the preamplifier with a dummy
preamp board to allow a direct S11 measurement of the load seen by the preamp. Using two
such connections, we reduce inductive coupling by measuring S21 between coil pairs (with
all other loops detuned) and adjusting the overlap while watching S21 (Fig 9f). For wires
loops, the final critical overlap can be easily adjusted by slightly bending the wire (or just
manually bending the crossing bridges on the loops). After this adjustment, the impedance
of the loop is often altered. The same test set-up is used to readjust to the desired 50 Ohm
noise-match.

This optimization of all next neighbors is one of the most time consuming adjustment
procedure during phased array construction. After completing all combinations of elements,
a second decoupling go-thru is highly recommended. After this step, the array coil should
look and functioning like a proper decoupled array and is ready for a final bench touch up.
Here we re-test the active detuning and preamplifier decoupling. This is done with the array
plugged into the simulator (controlling PIN diode biases and supplying DC power to each
preamp). The active detuning and preamplifier decoupling are checked and when needed the
coil matching or cable length is adjusted so that the “preamp dip” is exactly at the Larmor
frequency on the S21 measurement of the loop in the receive state and the active detuning
achieves >35dB detuning. Either the two loosely coupled probes can be used for this final
S21 measurement, or better still, a single probe connected to the attenuated output port of the
network analyzer and held near the loop. The output of the powered preamplifier is
connected to the detector port of the network analyzer and S12 is measured. Finally the
cable traps are checked with an S12 current injection probe measurement.

Experience with massively parallel arrays
The early success with 16, 24 and 32-channel brain arrays [17,44,46,48,49,75–81] has lead
to commercial 32-channel brain arrays and experimentation with 64, 90 and 96-channel
brain arrays [39,41,82,83]. Similarly, cardiac/chest coils with 32 elements have been
established in experimental settings [76,84–89] and have been followed up with 128-channel
arrays [90,91]. Several highly parallel detectors have been constructed for 129Xe and 3He
hyperpolarized gases where the acceleration capability is important for efficiently utilizing
the polarization [92–95]. Increased reliance on the array as a primary device for image
encoding, will likely lead to considerably higher numbers of detectors than would be
contemplated from sensitivity arguments alone. In this scenario, the role of the MR detector
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array begins to more resemble the electroencephalography (EEG) or
magnetoencephalography (MEG) detector, where all of the spatial information is derived
from the detector geometry. While we continue to think of the gradient coil as the principal
“encoder” of the MR image, that view is becoming outdated. With acceleration in two
directions, acceleration factors of above 10 fold can be achieved. Thus, the gradients
account for as little as 10% of the encoding; the rest of the burden being placed on the
receive array. While the “ultimate” g-factor theory tells us there are limits to the ability of
arrays to encode, primarily from the fundamental smoothness of solutions to Maxwell’s
equations as you penetrate deeply into the object [34,35,37], planar 64-channel arrays in the
very near field show that there is virtually no limit to using the spatial information of the
arrays to encode [96–98]. Figure 12 shows a high resolution (1mm × 1mm × 2mm) spin
echo EPI brain image acquired with a 96-channel array at accelerations of R=4,5,6, and 8×,
demonstrating the ability of the array to achieve its expected acceleration in one dimension
(R~6), which is relatively near the expected limit of 1-D acceleration. Figure 13 shows the
benefit of acceleration for clinical imaging, where the sensitivity and acceleration gains of a
64-channel brain array are used for detailed, high-resolution, T1 and T2 full brain
anatomical imaging at reasonable scan times (Fig. 13a/b: MPRAGE, 3.38 min, 1mm iso;
Fig. 13c/d: T2-SPACE, 2.19 min, 0.47×0.47×0.6mm3). Figure 14 shows the benefit of
accelerating via simultaneously acquired slices for functional brain imaging. Here the
acquisition speed is accelerated 10-fold by exciting and simultaneously reading out 10
slices, and then the aliased images are unaliased with the array information [99–101]. In this
case, no k-space lines are left out so there is no (10) penalty; only a g-factor penalty. This
method has essentially removed the temporal sampling barrier from functional MRI [102].
Finally, Fig. 15 shows an extreme example of accelerating the encoding in each of 2 spatial
directions. Here, Mansfield’s original proposal [103] of fully encoding the 3D head after a
single excitation is realized due to the acquisition of only 1/20th of the phase encoding lines.
This allowed 3.4mm resolution whole brain acquisitions as fast as 10 frames per second
[104,105].

Conclusions
With 32-channel array coils now widely available, massively parallel array detection
appears to be the future for high sensitively, rapidly acquired clinical and research MR
imaging. They have changed the way we think about MR detection; for example by
extending our SNR analysis to correctly account for the channel combination effects and the
need to consider both accelerated and non-accelerated imaging SNR. They have also caused
a deviation from the standard way of thinking about the receive element as a resonator with
critical coupling transferring power to the preamplifier without reflections. Practical
experience shows that the biggest barrier to going beyond 128 channels is the ability to keep
the ever-smaller array elements body-load dominated. Higher fields, flexible formers and
perhaps cooled components will aid here. Analysis of the ceiling imposed by Maxwell’s
equations shows that paradoxically, the center of the body is the easiest location for arrays to
fulfill their theoretical potential. Nonetheless these analyses show that at the periphery of the
body we still have significant progress to be made, especially at 7T and for highly
accelerated acquisitions. The synergy between field strength and highly parallel detection
and accelerated imaging will likely ensure that these two methods will continue to evolve
together in a productive way. Realization of the potential of massively parallel arrays is in
its infancy, but has already shown its potential in improving clinical imaging and enabling
encoding-limited applications.
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Highlights

• We show the theoretical and experimental basis for the trend towards higher
channel counts.

• We show how to optimally combine array data for maximum signal-to-noise
ratio.

• The ingredients to building a highly parallel array.

• Needed changes in radio-frequency methodology for constructing massively
arrays.

• Examples of state-of-the-art for highly accelerated imaging with highly parallel
arrays.
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Figure 1.
Magnitude detection biases the SNR calculation increasingly with larger coil arrays and
increasingly at lower SNR.
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Figure 2.
Maps of intrinsic SNR efficiency for different numbers of coil elements at field strength 1.5
T and 7.5 T. The ultimate SNR is most nearly achieved in the center of the sphere and that at
lower fields as little as 8 elements are needed to achieve the best possible detection in the
center. At the periphery of the phantom, the sensitivity grows approximately linearly with
number of elements. At higher field strength (7.5T), the shortfall of the discrete arrays
compared to the ultimate SNR becomes larger and more coil elements are needed to achieve
a high percentage of full potential even in central regions. (Image courtesy of F. Wiesinger,
ETH Zuerich, now at GE Global Research, Munich).
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Figure 3.
Comparison of in-vivo SNR map for a 96-channel coil, a 32-channel coil and a commercial
12-channel coil. Small gains in the center are likely mainly attributable to the tighter fitting
geometries of the 32- and 96-channel arrays. Nearly a 10x SNR increase is gained in the
distal cortex (Image courtesy of G.C. Wiggins, MGH; now at NYU).
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Figure 4.
Measured SNR in non-accelerated (R = 1) and one-dimensional accelerated (R = 3 to R = 5)
cases for the 64-channel coil (top row) 32-channel coil (bottom row) in a transversal
midbrain slice. The 64-channel coil increasingly outperforms the 32-channel coil with
higher acceleration factors in both central and peripheral SNR. The scans were accelerated
in anterior–posterior direction.
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Figure 5.
Relative SNR gain of a 64-channel array coil over a size matched 32-channel coil as a
function of acceleration. The higher peripheral SNR of the 64-channel coil and the reduced
g-factors, mainly obtained in the center of the 64-channel coil, show substantial better SNR
performance in all brain areas with higher accelerated acquisitions compared to the 32-
channel array coil.
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Figure 6.
Impact of coil overlap on SNR performance in an 4-fold accelerated parallel imaging case
on tiles spherical geometry. The numbers in brackets indicate the SNR in the center (left)
and the overall image SNR (right) as percentages relative to the case of an 8-channel coil
using a touching geometry (red brackets numbers). Large arrays appear to generally favor
coil overlap, both for conventional and parallel imaging. (Image courtesy F. Wiesinger, ETH
Zuerich; now at GE Global Research, Munich).
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Figure 7.
Simulation geometries for time-domain finite element computations for two popular 32-
channel brain coil (overlap and partially overlap-gap design). The numbers in brackets
indicate the SNR in the center (left) and the overall image SNR (right) as percentages
relative to the 32-channel overlapped design without acceleration (red brackets numbers).
SNR simulation of a transverse mid-brain slice show higher SNR for non and moderate
acceleration cases for the overlapped array geometry, while for higher acceleration factors
(R>4), the gapped array better performs.
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Figure 8.
Preamplifier schematics for array imaging. a) shows the standard non-array strategy where
the coil is tuned and matched to 50 Ohms and connected to a preamplifier with a 50Ohm
input impedance and a 50 Ohm noise match. b) shows an idealized configuration where a
high impedance preamplifier is inserted in the tuned loop. For optimal performance this
preamplifier would have optimal noise figure with the low-impedance (r) load presented by
the loaded coil on resonance. c) shows the standard configuration for array coils. The coil is
tuned to the Larmor frequency and matched by C1 and C2 to present the desired load which
minimizes the preamps noise figure (noise match). The low impedance of the preamplifier
(typically 1–2 Ohms) essentially short-circuits the inductor L across C2. Since L and C2 are
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tuned to resonate at the Larmor frequency, this forms a high impedance in series in the loop.
The result is effectively equivalent to (b).
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Figure 9.
Steps in array coil design and construction of a 64-channel head-neck coil array. The helmet
shape is taken by dilating the 95th percentile contour of aligned 3D MRI scans (a). Given
the geometrical constraints of the split-able anatomical shaped former and knowledge of the
anatomical coverage, loop pattern (hexagons/pentagons) can be laid out (b) and engraved
directly onto the helmet (c). Loop conductors are cut, bent and assembled over the whole
array (d). After preamplifier placing and cabling, the coil is ready for tuning, matching, and
decoupling procedures (e).
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Figure 10.
Loop conductor fabrication. Bridges are bend into the loop wire to allow the coil conductors
to crossover one another without touching (a). Wires are pre-formed to semicircles with the
needed diameter (b).
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Figure 11.
Some captured details of coil array construction. Starting with a well-designed helmet (a),
constructed test loops (b) deliver the needed component values for all next array elements.
After assembling the array (c), it is time for carefully adjusting the detuning traps of each
element in order to isolate loops under test for proper tuning, matching, decoupling etc.
Then, preamplifier boards are attached and the bias tee circuitry for the PIN diode detuning
is wired to the coil plugs (e). Using a coil plug simulator, loops can be individually
controlled and adjusted. After a detuning check of all elements, neighboring coils are
adjusted for critical overlap (f), followed by fine-tuning/matching and preamp decoupling.
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Figure 12.
High resolution single-shot gradient-echo EPI images with GRAPPA acceleration factors
from R=3 to R=8 in anterior-posterior direction, obtained with the 96-channel coil array.

Keil and Wald Page 33

J Magn Reson. Author manuscript; available in PMC 2014 April 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 13.
Fully encoded highly accelerated anatomical brain images. Top row: transversal (a) and
sagittal (b) 1mm isotropic MPRAGE images with GRAPPA acceleration factor of R = 4 and
an acquisition time of 3:38 minutes for whole head coverage. Bottom row: sagittal T2-
SPACE images with highly 2D-GRAPPA acceleration of R=6 (R=3 in-plane and R=2
through-plane) and an in-plane resolution of 0.47×0.47mm2, and 0.9 mm slice thickness.
Acquisition time was 2:19 minutes for whole head coverage
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Figure 14.
Whole brain EPI images acquired with 10 slices accelerated simultaneously and then
unaliased using the 64-channel brain array’s spatial information. This “simultaneous multi-
slice” or “multi-band” method allows the temporal resolution of the fMRI acquisition to be
increased, in this case by an order of magnitude allowing the 60 slices needed to cover the
brain for this 2mm isotropic resolution image set to be obtained in about 0.5s. (Image
courtesy of K. Setsompop, MGH).
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Figure 15.
Whole-brain single-shot 3T Echo Volume Image (EVI). The whole brain image is encoded
in a single shot in less a 77.3 ms echo-volume trajectory allowing a temporal resolution of
120ms. Image volume reformatted in axial, coronal and sagittal planes. The matrix was
64×64×56 using a 24cm FOV, resulting in 3.4 mm nominal spatial resolution. The fully
encoded 64×56 = 3584 lines of k-space was curtailed by a factor 16x acceleration (4x in
each of the two phase encode directions), and by the 6/8 partial Fourier acquisition yielding
a readout of 168 lines with a 77.3 ms duration. The effective echo-spacing in the slowest
phase encode direction was 1.38 ms resulting in relatively high distortions compared to 2D
EPI. (Image courtesy of T. Witzel, MGH).
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