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Purpose: Breast CT is an emerging imaging technique that can portray the breast in 3D and improve
visualization of important diagnostic features. Early clinical studies have suggested that breast CT
has sufficient spatial and contrast resolution for accurate detection of masses and microcalcifications
in the breast, reducing structural overlap that is often a limiting factor in reading mammographic
images. For a number of reasons, image quality in breast CT may be improved by use of an energy
resolving photon counting detector. In this study, the authors investigate the improvements in image
quality obtained when using energy weighting with an energy resolving photon counting detector as
compared to that with a conventional energy integrating detector.
Methods: Using computer simulation, realistic CT images of multiple breast phantoms were gener-
ated. The simulation modeled a prototype breast CT system using an amorphous silicon (a-Si), CsI
based energy integrating detector with different x-ray spectra, and a hypothetical, ideal CZT based
photon counting detector with capability of energy discrimination. Three biological signals of interest
were modeled as spherical lesions and inserted into breast phantoms; hydroxyapatite (HA) to repre-
sent microcalcification, infiltrating ductal carcinoma (IDC), and iodine enhanced infiltrating ductal
carcinoma (IIDC). Signal-to-noise ratio (SNR) of these three lesions was measured from the CT re-
constructions. In addition, a psychophysical study was conducted to evaluate observer performance
in detecting microcalcifications embedded into a realistic anthropomorphic breast phantom.
Results: In the energy range tested, improvements in SNR with a photon counting detector us-
ing energy weighting was higher (than the energy integrating detector method) by 30%–63% and
4%–34%, for HA and IDC lesions and 12%–30% (with Al filtration) and 32%–38% (with Ce filtra-
tion) for the IIDC lesion, respectively. The average area under the receiver operating characteristic
curve (AUC) for detection of microcalcifications was higher by greater than 19% (for the different en-
ergy weighting methods tested) as compared to the AUC obtained with an energy integrating detector.
Conclusions: This study showed that breast CT with a CZT photon counting detector using energy
weighting can provide improvements in pixel SNR, and detectability of microcalcifications as com-
pared to that with a conventional energy integrating detector. Since a number of degrading physical
factors were not modeled into the photon counting detector, this improvement should be considered as
an upper bound on achievable performance. © 2013 American Association of Physicists in Medicine.
[http://dx.doi.org/10.1118/1.4813901]
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1. INTRODUCTION

Mammography is the most commonly used method to screen
women for breast cancer, and is thought to greatly reduce
the breast cancer mortality rate.1, 2 Even though mammogra-
phy has saved many lives, it is far from perfect. One of its’
major limitations is that mammography is a 2D imaging de-
vice, and the superposition of the 3D breast structure onto the
2D imaging plane makes it difficult for radiologists to visu-
alize important diagnostic structures. In an effort to reduce

this structural overlap, a number of researchers are investigat-
ing the feasibility of dedicated breast CT systems.3–10 Sev-
eral experimental breast CT prototypes have been constructed
and testing is currently underway. Most of these early pro-
totypes image the breast in the prone position using a half-
cone-beam acquisition geometry and use an a-Si/CsI:Tl flat-
panel detector. Although results from early clinical testing
have been promising,11, 12 there are limitations of this technol-
ogy that might result in lower image quality than desired. In
particular, there appears to be difficultly in visualizing some
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microcalcification clusters,11, 13 as well as some low-contrast
lesions. Thus, it is hypothesized that any improvements in
breast CT technology could be greatly beneficial.

Photon counting CT detectors that can individually count
each x-ray, and estimate its’ energy hold great promise for im-
proving image quality in breast CT. Historically, it has been
difficult to operate CT in photon-counting mode in the pres-
ence of a high x-ray flux incident on the detector. However,
owing to recent technological improvements in room temper-
ature semiconductor based detectors, it is now feasible for
photon counting detectors to be used for CT applications with
moderate x-ray flux requirements. Given that the dose to the
breast is typically constrained to approximately that of the
dose given for mammography, one of these applications is
breast CT. Photon counting detectors for breast CT promise
to provide a number of advantages as compared to current
energy integrating detectors. Some of these include; the re-
duction of electronic and Swank noise,14 increased dynamic
range, the capability of spectral CT for material decompo-
sition without multiple exposures, and improved signal-to-
noise ratio (SNR) through energy weighting. The goal of this
study was to investigate this last advantage, energy weighing
for improving the performance of breast CT.

Through the conversion of x-rays to secondary quanta, en-
ergy integrating detectors inherently weigh detected photons
proportional to their energy. This weighting scheme is sub-
optimal because breast tumor contrast is higher when imag-
ing with lower energy x-rays. Photon counting detectors in-
herently weigh each detected photon equivalently, and thus
provide an improved weighting scheme over energy integrat-
ing detectors. Tapiovaara and Wagner15 developed an opti-
mal weighting scheme that gives more weight to lower en-
ergy photons, thus maximizing the SNR in x-ray projection
data. This approach of applying weights to projection data
is referred to as projection-based (PB) weighting. Previous
computer simulation and experimental studies have investi-
gated the use of optimal projection-based weights and showed
improved SNR is obtainable.16–19 Another photon weight-
ing approach that has been suggested is image-based (IB)
weighting,16 where weights are applied to separate recon-
structions computed from projections acquired in each energy
bin, followed by their summation. Schmidt16 has recently pro-
posed an image-based weighting scheme in which weights are
analytically calculated to maximize the contrast-to-noise ratio
(CNR) in the summed reconstruction.16

Previous computer simulation studies that investigated
projection-based and image-based energy weighting schemes
for breast CT (Refs. 16, 18, 20, and 21) performed evalua-
tions using cylindrical phantoms with composition of 50%
adipose tissue and 50% glandular tissue with lesions (sig-
nals) modeled as CaCO3 and iodine (to model microcalcifi-
cation and iodinated contrast enhanced breast tumor). Projec-
tion data were simulated into various energy bins using 90 and
120 kVp tungsten anode spectra. The study performed here
also describes computer simulations to evaluate and compare
projection-based and image-based weighting to that of an en-
ergy integrating detector, however, we use lower kVp spectra
ranging from 50 to 80 kVp, more pertinent for breast CT. A

number of studies have reported that kVp settings in the range
of 50–60 kVp give better performance for breast CT using en-
ergy integrating detectors so it is likely that this kVp range
would also perform better for breast CT with photon count-
ing detectors.22, 23 Although energy weighting is a promising
approach for improving image quality, it has also been sug-
gested that improved performance can be obtained with en-
ergy integrating detectors by filtering the x-ray tube output to
generate a “quasimonochromatic” spectra.22, 24–26 We explore
this further by comparing performance of energy weighting
methods (with and without the use of a quasimonochromatic
spectrum) to that obtained with an energy integrating detector
using a quasimonochromatic x-ray spectrum.

In addition to using a SNR figure-of-merit obtained from
a simple cylindrical phantom containing spheres of different
clinically relevant materials, we also evaluate the accuracy
of microcalcification detection using computer simulated im-
ages with an anthropomorphic breast phantom. In this evalu-
ation, human observer performance in detecting small micro-
calcifications embedded into realistic breast CT images was
evaluated both with reconstructions obtained from a photon
counting detector with energy weighting and reconstructions
obtained with an energy integrating detector.

Section 2 reviews the theory of energy weighting for both
the projection-based and image-based methods. Section 3 de-
scribes two studies to evaluate and compare energy weighting
using a CZT based photon counting detector to that of a CsI
based energy integrating detector. The first study uses a sim-
ple SNR figure-of-merit, and the second study assesses ob-
jective performance in detecting microcalcifications using re-
ceiver operating characteristic (ROC) analysis. In Sec. 4, we
discuss results from these studies, and in Sec. 5 we provide
some conclusions.

2. THEORY

2.A. Projection-based weights

Given an unknown object characterized by its spatial and
energy dependent linear attenuation coefficient μ(l, E), the log
normalized line integral along a path l through the object can
be expressed as

l = − ln

⎛
⎜⎜⎝

∫
w (E) · Io (E) e− ∫

μ(l,E)dldE∫
w (E) · Io(E)dE

⎞
⎟⎟⎠ , (1)

where, Io is the x-ray fluence incident on the detector with
no object present (otherwise referred to as a blank scan), and
w(E) is an energy dependent weighting function. For en-
ergy integrating detectors, this weight is inherently propor-
tional to the photon energy deposited, whereas for photon
counting detectors, this weighting function is simply equal
to 1. One of the advantages of photon counting detectors
is that user-defined weights can be applied. Given a sim-
ple object model with a contrast element of diameter d em-
bedded in a uniform background region, it can be shown15
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FIG. 1. Flowchart describing the projection-based weighting method.

that the weights at discrete energies Ei required to maximize
SNR are

wPB(i) =
[

1 − e−(μs (Ei )−μb(Ei ))d

1 + e−(μs (Ei )−μb(Ei ))d

]
, (2)

where μs and μb are energy-dependent linear attenuation co-
efficients for the signal and background tissues, respectively.
In the typical use of photon counting detectors, recorded pho-
tons are separated into multiple energy bins, thus the linear
attenuation coefficients used in Eq. (2) become the weighted
average over the energy range of the ith energy bin expressed
as

μeff
i =

∫
Ei

μ (E) Io(E)dE

∫
Ei

Io(E)dE

. (3)

Assuming that the detector is capable of measuring photons
into N energy bins, Fig. 1 illustrates a flow chart describing
the steps of the projection-based weighting method. The log
normalized projection data in energy bin “i” with projection-
based weights can be expressed as

pPB = − ln

⎛
⎜⎜⎜⎜⎜⎝

∑
i

wPB(i)
∫
Ei

Io (E) e− ∫
μ(l,E)dldE

∑
i

wPB(i)
∫
Ei

Io (E) dE

⎞
⎟⎟⎟⎟⎟⎠

,

(4)

where wPB(i) are the normalized projection-based weights
corresponding to an energy bin “i.” Thus the measured pro-
jection data in each energy bin are weighted by the optimized
weights of Eq. (2), summed, and then log-normalized before
reconstruction.

FIG. 2. Flowchart describing the image-based weighting method.

2.B. Image-based weighting

The image-based weighting scheme is performed post re-
construction and involves the application of weights to re-
constructions of individual energy bins.16, 20 The normalized
image-based weights are given as

wIB (i) =
Ci

σ 2
i∑M

i=1

(
Ci

σ 2
i

) , (5)

where Ci represents the signal contrast in the reconstruction
of energy bin “i,” and is given as

Ci = ∣∣μsig,i − μbkg,i

∣∣ . (6)

The linear attenuation coefficients for signal and back-
ground were obtained from lookup tables obtained as de-
scribed in Sec. 3.A.2. The noise (σ 2) in Eq. (5) was estimated
by computing the variance of voxel values within a back-
ground region-of-interest (ROI) in each reconstructed dataset.
A generalized expression describing the reconstructed image
with IB weights is given as

RecIB =
n∑

i=1

wIB(i)

× FBP

⎛
⎜⎜⎜⎜⎜⎝
− ln

⎛
⎜⎜⎜⎜⎜⎝

∫
Ei

Io (E) e− ∫
μ(l,E)dldE

∫
Ei

Io (E) dE

⎞
⎟⎟⎟⎟⎟⎠

⎞
⎟⎟⎟⎟⎟⎠

, (7)

where, RecIB is the final image weighted reconstruction,
wIB(i) are the normalized image-based weights correspond-
ing to an energy bin “i,” and FBP represents filtered back pro-
jection reconstruction.27 Figure 2 shows a generalized flow
chart illustrating the steps for implementation of the image-
based weighting scheme (IB) for a photon counting detector
with N energy bins. The N energy bin projection sets are log
normalized and then individually reconstructed using FBP.

3. METHODS

3.A. Simulation study

To evaluate and compare the performance achieved with
the different energy weighting schemes to that of an
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Aluminum Filtered Spectra
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FIG. 3. Aluminum filtered spectra: 50–80 kVp.

energy integrating detector, a computer simulation study
was conducted. A previously described breast CT simulation
methodology28 that generates realistic projection datasets by
modeling our prototype bench-top BCT system using a half-
cone-beam geometry was used.

3.A.1. Geometry and x-ray spectra

The x-ray tube was modeled as a point source and x-ray
spectra of 50, 60, 70, and 80 kVp at 1 keV intervals were gen-
erated using the tungsten anode spectral model (TASMIP) de-
veloped by Boone and Seibert.29 Two different filtration ma-
terials were modeled, 0.2 and 0.56 mm of Ce and; 0.9 mm of
Al. The x-ray fluence of these TASMIP spectra were scaled
using previously determined Monte Carlo based normalized
glandular dose coefficients30 to provide a 10 mGy mean glan-
dular dose (MGD) to the breast-like phantom over 360 pro-
jection angles. Figures 3–5 show x-ray spectra using Al and
Ce filtration.

Cerium Filtered Spectra
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FIG. 4. Cerium filtered spectra: 50–80 kVp.

Cerium Filtered Spectra (60 kVp) Compared For Varying Filter Thickness
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FIG. 5. 60 kVp spectra filtered with 0.2 and 0.56 mm Cerium filter.

3.A.2. Phantoms

Two different digital phantoms were used, one to assess
SNR using spherical lesion models of different material com-
position, and another for use with an observer performance
study to assess microcalcification detection accuracy.

The first phantom was of a cylindrical shape with three
embedded spheres composed of different material types (see
Fig. 6). The dimensions of the cylinder were 14 cm in
diameter, 10 cm in height with 20% fibro-glandular, and
80% adipose tissue composition modeling an average breast
composition.31 The cylindrical phantom was sampled using
200 μm3 cubic voxels. The embedded spheres were posi-
tioned in the center slice of the cylinder (i.e., 5 cm from
the chest wall) at a radius of 4 cm, with each sphere sepa-
rated by 120◦. The material composition of the spheres was
microcalcification modeled as calcium hydroxyapatite (HA),
infiltrating ductal carcinoma (IDC), and iodine enhanced in-
filtrating ductal carcinoma (IIDC). The diameters of these
spheres were 6 mm (HA) and 10 mm (IDC, IIDC). The en-
ergy dependent linear attenuation coefficients of the back-
ground medium (i.e., adipose and fibroglandular tissue), and
IDC were modeled based on previous experimental tissue
measurements.31, 32 The linear attenuation coefficients of adi-
pose, glandular tissue, IDC were calculated as a weighted
combination of the attenuation coefficients of aluminum and

FIG. 6. Diagram showing the dimensions of the cylindrical phantom. A
cross section of the central slice of the cylindrical phantom showing the lo-
cation of lesion inserts (HA, IDC, IIDC) is shown on the right.
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FIG. 7. (a)–(c) Diagram showing three random microcalcification templates used to generate the test images. Microcalcifications were randomly inserted at
positions on a 5 × 5 grid. These microcalcifications were then placed in the breast phantom partly in adipose and partly in glandular tissues.

lucite,32 respectively, expressed as

μcarcinoma (E) = 0.8411∗μlucite (E)

+ 0.0343∗μaluminum (E) , (8a)

μadipose (E) = 0.8289∗μlucite (E)

− 0.0075∗μaluminum (E) , (8b)

μglandular (E) = 0.8382∗μlucite (E)

+ 0.0299∗μaluminum (E) . (8c)

Iodine contrast agent is typically administered intravenously
and perfuses through the breast vasculature. The attenuation
property of the iodine enhanced sphere was modeled as a
weighted combination of the linear attenuation coefficients of
iodine and IDC given as

μIIDC = ρiodineμiodine + (1 − ρiodine)μcarcinoma, (9)

where ρ iodine is the density of iodine in the blood taken to be
0.0025 g/ml.33

The second phantom used for the observer performance
study was selected from an ensemble of previously devel-
oped anthropomorphic voxelized breast phantoms. These
phantoms were generated based on CT reconstructions of
fresh surgical mastectomy specimens as described previously
by O’Connor.34 The voxelized breast phantom that was
selected for the study herein had a volume of 366.7 cubic
centimeters and an approximate tissue composition of 78%
adipose tissue/22% fibroglandular tissue. The phantom voxel
size was 200 μm3. Microcalcifications (i.e., spheres) of
diameter 240 μm were placed at locations defined by a small
5 × 5 grid enclosed within a 1 cm3 cubic ROI. At each of the
positions in the 5 × 5 grid, a “coin flip” determined whether
the calcification was present or not (for example, Fig. 7 shows
three random microcalcification arrays that were used). The
5 × 5 microcalcification array was placed within a cubic
ROI of size 500 × 500 × 500, where each voxel was 20 μm
voxels. Thus the region of the breast phantom containing
calcifications was subsampled to have voxels that were ten
times smaller than the background of the breast phantom (see
Fig. 8). This subsampling provided more accurate ray-tracing
of the small microcalcifications. The 5 × 5 microcalcification
arrays were randomly inserted into the breast phantom such
that they were embedded partly in adipose and partly in

glandular tissues and they were oriented in a manner such
that a transverse reconstructed slice would show one set of
microcalcifications. The linear attenuation coefficients used
to model fibroglandular and adipose tissue were based on
the experimental tissue measurements of Johns and Yaffe,32

and the attenuation coefficient of microcalcifications were
modeled as HA.

3.A.3. Generating projections and detector
response modeling

To generate projection data, we used our previously de-
scribed simulation methodology.28 There are two stages in
the simulation program; (1) determining the x-ray transmis-
sion through the breast object, and (2) modeling the sig-
nal and noise transport through the detector. The fraction of
x-rays transmitted through the voxelized breast phantom
along a ray connecting the x-ray source and each projection
pixel was computed using Siddon’s ray-tracing algorithm35

and can be expressed as

dm (En) =
∑

i

∑
j

∑
k

μ (i, j, k, En)lm (i, j, k), (10)

where, μ represents the energy dependent linear attenuation
coefficient at voxel location (i, j, k) for energy En, and lm is
the line segment passing through voxel element (i, j, k) along

FIG. 8. Diagram illustrating x-ray tracing through the anthropomorphic
breast phantom and microcalcification voxels. The dimensions of the breast
phantom voxel, microcalcification voxel, and the microcalcification sphere
(comprising several microcalcification voxels) are 200, 20, and 240 μm, re-
spectively.
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the ray connecting the x-ray point source to the detector pixel
m. Compton scatter within the breast was not modeled. Using
Eq. (10), the x-ray fluence on each detector pixel at each dis-
crete energy was then computed as

Im (En) = Io (En) e−dm(En), (11)

where, Io represents the energy dependent x-ray fluence inci-
dent on the detector with no object present.

Two different detectors were modeled; (1) an a-Si/CsI
based flat-panel, energy integrating detector modeling the
Varian PaxScan 2520 (Varian Medical Systems, Palo Alto,
CA), and (2) a hypothetical CZT based photon counting de-
tector. Both of these detectors were modeled as having 1920
× 1536 pixels with pixel pitch of 127 μm, and operated in a
2 × 2 binning mode to provide 960 × 768 pixel projection
images with a pixel pitch of 254 μm. Both the CsI and CZT
were modeled with 600 μm thickness. Below we describe the
formation of the simulated projection data using each detector
model.

3.A.3.a. Modeling of a-Si CsI based detector. The mod-
eling of the a-Si/CsI energy integrating detector involved
three stages; (1) interaction of x-rays within the scintilla-
tor, (2) amplification factor within the scintillator, and (3)
additive electronic noise. Due to stochastic variations in
x-ray tube emission and x-ray transport through the breast, the
x-ray fluence incident on the detector was modeled using a
Poisson distribution. Absorption of x-rays within the scintil-
lator is a binomial process, and a Poisson random variable
that is passed through a binomial selection process still fol-
lows a Poisson process.36 Thus instead of simulating a bino-
mial selection process, the mean quantum detection efficiency
ηCsI(En) of the CsI scintillator was multiplied by the incident
x-ray fluence at each discrete energy level (En), and then Pois-
son noise was introduced by selecting a random deviate from
a Poisson distribution. Thus, the x-ray fluence absorbed by the
scintillator was modeled as

Q1
m(En) = Poisson{ηCsIIm(En)}. (12)

The second stage modeled the CsI conversion gain (ψ) using
a deterministic assumption of 58 optical photons produced per
keV of absorbed energy, and the optical collection efficiency
(OCE) which models the fraction of optical quanta incident
on the imaging array and the coupling efficiency of the pho-
todiode. Here it was assumed that 65% of optical quanta are
incident on the imaging array and that 80% of incident opti-
cal photons are converted to electrons, giving an OCE of 52%.

Thus the quantum fluence after the second stage was modeled
as

Q2
m(En) = OCEψQ1

m(En). (13)

Finally, the total quanta at each pixel m was estimated by sum-
ming over all discrete energies in the input spectrum

QTot
m =

∑
n

Q2
m(En). (14)

After summing over energy, the noise no longer has a Poisson
distribution. Additive electronic noise was then introduced us-
ing a Gaussian process with standard deviation of 3308 elec-
trons (modeling a Varian 2520 flat-panel detector). Note that
spreading of optical quanta in the scintillator was not modeled
here.

3.A.3.b. Modeling of CZT based detector. Only one
stage was used in modeling of the CZT photon counting de-
tector, the interaction of x-rays within the CZT crystal. Thus
Eq. (12) was used with quantum detection efficiency for CZT
material. Photon counting detectors typically have multiple
thresholds that can be set by the user to accumulate counts in
different energy windows. Thus the total quanta at each pixel
m and each energy bin i can be expressed as

Qmj =
τj∑

n=τj−1

Q1
m(En), (15)

where i = 1,. . . . . . N represents the energy bin and {τ i} repre-
sents the set of threshold energies separating the energy bins.
In this study, the total quanta were computed at 1 keV en-
ergy intervals starting at a lower threshold of 20 keV. These
1 keV interval projection sets were then summed appropri-
ately to simulate imaging with three energy bins. Tables I–III
indicate the optimal energy bins that were determined for each
material (HA, IDC, IIDC).

In addition, although not currently feasible, imaging with
1 keV wide bins was also studied. The total MGD used in gen-
erating the projection data in all energy bins was equivalent
to that delivered with the corresponding polychromatic spec-
trum. Note that the detector blur caused by charge sharing and
characteristic x-rays was not modeled here. In addition, a low
x-ray flux was assumed so that pulse-pileup was negligible.

Energy bins for the projection-based and image-based
weighting methods were optimized using analytical expres-
sions for the maximum SNR given by Shikhaliev37 with re-
quired parameters generated from a breast CT model. This
model includes a definition of the particular task of interest, so

TABLE I. PB and IB energy bins for the HA signal using 50–80 kVp.

Projection-based weighting Image-based weighting

Energy (kVp) Bin 1 (keV) Bin 2 (keV) Bin 3 (keV) Bin 1 (keV) Bin 2 (keV) Bin 3 (keV)

50 20–33 34–38 39–50 20–30 31–36 37–50
60 20–33 34–45 46–60 20–34 35–42 43–60
70 20–37 38–56 57–70 20–33 34–45 46–70
80 20–37 38–62 63–80 20–35 36–63 64–80

Medical Physics, Vol. 40, No. 8, August 2013
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TABLE II. PB and IB energy bins for the IDC signal using 50–80 kVp.

Projection-based weighting Image-based weighting

Energy (kVp) Bin 1 (keV) Bin 2 (keV) Bin 3 (keV) Bin 1 (keV) Bin 2 (keV) Bin 3 (keV)

50 20–29 30–36 37–50 20–29 30–36 37–50
60 20–33 34–45 46–60 20–33 34–42 43–60
70 20–36 37–56 57–70 20–33 34–45 46–70
80 20–37 38–55 56–80 20–37 38–63 64–80

the K-edge of iodine was considered. Optimal energy bins for
projection-based and image-based weighting differ because
the former weighs the raw projection data, whereas the latter
weighs the projection data after log normalization.

3.B. Image reconstruction

Simulated projections were log-normalized, and re-
constructed using Feldkamp’s filtered backprojection
algorithm.27 Pixels with zero counts in the 1 keV energy
bin projections were assigned a value of 0.000001 prior to
negative log normalization. In all cases, no windowing was
applied to the ramp filter, and the reconstructed voxel size
was 200 μm3.

3.C. SNR

For each method, the SNR was computed as

SNR = μ̄sig − μ̄bkg

σ
, (16)

where μ̄sig represents the mean voxel value within a cu-
bic volume-of-interest (VOI) of size 30 × 30 × 30 voxels
(15 × 15 × 15 voxels for the case of the HA sphere) within
each reconstructed sphere, and μ̄bkg represents the mean back-
ground similarly computed from a VOI in a nearby back-
ground region where the influence of the signal was not
present The denominator of Eq. (16) represents the standard
deviation (σ ) of voxel counts within the same background
VOI.

3.D. Comparison of methods for SNR analysis

The SNR for each of the three materials was computed for
the following:

1. Energy integrating detector (EID), using 50, 60, 70,
and 80 kVp with 0.9 mm Al filtration (EID-Al).

2. EID using 50, 60, 70, and 80 kVp with 0.56 mm Ce
filtration [EID-Ce (0.56 mm)].

3. Photon counting detector with PB energy weighting
using 1 keV energy bins (PB 1 keV) with aluminum
filtration.

4. Photon counting detector with PB energy weighting
using three energy bins (PB 3 EW) with aluminum fil-
tration as defined in Tables I–III.

5. Photon counting detector with IB energy weighting us-
ing 1 keV energy bins (IB 1 keV) with aluminum fil-
tration.

6. Photon counting detector with IB energy weighting us-
ing three energy bins (IB 3 EW) with aluminum filtra-
tion as defined in Tables I–III.

Additional simulations were performed to examine SNR of
the IIDC signal using spectra filtered with 0.2 mm Ce [10th
value layer (VL)] for both photon counting and energy inte-
grating detectors. In addition, SNR was computed assuming
a monoenergetic source, ranging from 20 to 50 keV with a
MGD of 10 mGy at each 1 keV energy. Although this scenario
is not technically feasible, it is revealing in that it provides an
upper bound on SNR performance.

3.E. Observer performance study

Central reconstructed slices of the anthropomorphic breast
phantom containing the 5 × 5 microcalcification array were
extracted and used to assess observer performance in detect-
ing microcalcifications. Shown in Fig. 9 are examples of re-
constructed slices demonstrating noise-free (a) and noisy (b)
images containing the 5 × 5 microcalcification array. Three
observers (medical physicists) were asked to give a confi-
dence rating on whether a microcalcification was present or
absent at each of the 5 × 5 locations indicated by grid lines

TABLE III. PB and IB energy bins for the IIDC signal using 50–80 kVp.

Projection-based weighting Image-based weighting

Energy (kVp) Bin 1 (keV) Bin 2 (keV) Bin 3 (keV) Bin 1 (keV) Bin 2 (keV) Bin 3 (keV)

50 20–33 34–38 39–50 20–31 32–37 38–50
60 20–33 34–45 46–60 20–31 32–42 43–60
70 20–37 38–56 57–70 20–40 41–49 50–70
80 20–37 38–62 63–80 20–44 45–64 65–80
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FIG. 9. An example of noise-free (a) and noisy (b) reconstructed slice of
phantom with embedded microcalcifications. A magnified ROI indicating the
possible locations of the microcalcifications is displayed to the bottom right
side of these images.

demonstrating possible locations (see Fig. 9). Observers were
asked to view the image and rate the presence of a microcal-
cification using a 1–4 grade scale, where 1 implied that the
calcification was definitely absent, 2 implied probably absent,
3 implied probably present, and a rating of 4 suggested that
the calcification was definitely present.

Prior to the reader study, a training session was conducted
in which the observer viewed 25 possible microcalcification
locations (i.e., one 5 × 5 cluster), followed by a presenta-
tion of the true calcification locations. After the training ses-
sion, each observer viewed 150 microcalcifications (i.e., six 5
× 5 clusters) for each of five processing methods simulated
with a MGD of 6 mGy; (1) EID with 0.9 mm Al filtering, (2)
EID with 0.56 mm Ce filtering, (3) PB energy weighting with
1 keV energy bins ranging from 20 to 50 keV, (4) PB energy
weighting with three energy bins as defined in Table I and
(5) IB energy weighting with three energy bins as defined in
Table I. In all cases of energy weighting, the CZT detec-
tor model with an Al filtered (0.9 mm) 50 kVp spectra was
simulated.

The University of Iowa’s DBM MRMC ROC program (ver-
sion 2.33 beta) (Refs. 38 and 39) was used to analyze mul-
tiuser, multicase confidence scoring data. Results from the
ROC analysis were used to compare microcalcification de-
tection accuracy for the three users and for the five dif-
ferent methods. The confidence data for each observer was
analyzed and ROC curves were generated using the “PRO-
PROC” (semiparametric) curve fitting option in the DBM

MRMC software.38 The area under the ROC curve (AUC) was
calculated using the “Trapezoidal/Wilcoxon” (nonparametric)
curve fitting option in the DBM MRMC software.38

4. RESULTS

4.A. X-ray spectra

Figures 3–5 show the scaled aluminum and cerium filtered
spectra used in the experiment. The scaled spectrum corre-
sponds to the total photon fluence that is used to generate
a 360 angle projection set for the given dose. As compared
to the aluminum filtered spectrum, the cerium filtered beam
is quasimonoenergetic (spread approximately over 13 keV).
Most of the x-ray fluence in the Ce spectra lies within the
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FIG. 10. Normalized projection-based weights (1 keV energy bins) for the
60 kVp spectra.

28–41 keV range, with a sharp cutoff near the K-edge of
Ce (40.4 keV). Studies have shown that quasimonoener-
getic spectra can provide improved performance in breast
CT.22, 24–26

Figure 5 compares the 0.2 mm (10th VL) and 0.56 mm
(100th VL) Ce-filtered spectra. It is observed that the thinner
Ce is observed to pass more x-rays with energies above the
K-edge of Ce (40.4 keV).

4.B. Weighting functions

Figures 10 and 11 show normalized projection-based
weights for a 60 kVp spectra as calculated using Eq. (3)
for 1 keV energy bins and three energy bins as defined in
Tables I–III. Normalized projection-based weights for other
kVp settings were observed to have a similar trend (not
shown).

PB Weights for 3 Energy Bin - 60kVp 
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FIG. 11. Normalized projection-based weights as a function of energy for
three energy bins (given in Table I) for the 60 kVp spectra.
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IB Normalized Weights for 1keV Energy Bins - 60 kVp
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FIG. 12. Normalized image-based weights (1 keV energy bins) for the 60
kVp spectra.

Each graph shows weights for each of the three signal ma-
terials. For materials HA and IDC, the weights decrease with
increasing energy, whereas the iodine signal demonstrates
similar behavior except there is an increase in weight at the
K-edge of iodine. In general, the PB weights follow a similar
trend as the energy dependent linear attenuation coefficient of
the material.

Figures 12 and 13 show normalized image-based weights
for a 60 kVp spectra for 1 keV energy bins and three energy
bins as defined in Tables I–III. A similar trend follows for
both 1 keV and 3 energy bin window normalized image-based
weights for 50, 70, 80 kVp. By observing Figs. 3 and 12, it
can be seen the IB weights for the 1 keV bins have a similar
dependence on energy to that of the input energy spectrum,
suggesting that there is a strong correlation between x-ray flu-
ence (i.e., noise) and IB weights.

Figure 13 shows the IB weights for the three energy bin
case. For the weights of the IDC and iodinated contrast en-
hanced IDC signals, the middle energy bin has the highest

IB Weights for 3 Energy Bin - 60kVp 

Energy Bins

Bin1 Bin2 Bin3

N
or

m
al

iz
ed

 W
ei

gh
t

0.1

0.2

0.3

0.4

0.5

0.6

Hydroxyapatite
Carcinoma
IodoCarcinoma

FIG. 13. Normalized image-based weights for three energy bins—60 kVp
spectra.

Profile comparison through hydroxyapatite sphere
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FIG. 14. Profile through hydroxyapatite sphere for EID, PB 1 keV, and PB
3 EW.

weight, whereas for the HA signal, weights decrease with
increasing energy bin. These trends can be explained by
examining Eq. (5) that shows the weights are dependent on
the ratio of signal contrast and noise in the image. Specifically,
the HA weights have a different trend then the iodinated IDC
and IDC signals because the contrast of HA is substantially
higher than the IDC and iodinated IDC signals at lower ener-
gies. The weighting trends for HA and iodinated IDC signals
are similar to those previously reported by Le et al.18

It is also interesting to note that PB and IB weights
have different trends with energy. The primary reason for
this is that IB weights are applied to reconstructions of log-
normalized projection data, whereas PB weights are applied
to non-normalized projection data. This normalizing proce-
dure eliminates any inherent weighting due to photon fluence
at each energy bin.

4.C. Profiles through reconstructed images

Figures 14 and 15 show profiles through the center of
the reconstructed HA sphere obtained with PB (Fig. 14) and
IB (Fig. 15) weights. As compared to the reconstruction ob-
tained with the energy integrating detector, the average recon-
structed voxel value in the HA sphere obtained with energy
weighting is higher by 32% with PB weighting and 50% with
IB weighting.

4.D. SNR analysis

4.D.1. SNR with monoenergetic spectrum

The SNRs for the three materials; HA, IDC, and iodi-
nated contrast enhanced IDC using a monoenenergetic x-ray
source are shown in Figs. 16–18. For the case of HA, the
maximum SNR occurs at 23 keV, whereas the maximum oc-
curs at 31 and 34 keV for the IDC and IIDC signals, respec-
tively. The IIDC signal shows a sharp increase in SNR at
the K-edge of iodine. Although it is currently not feasible to
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Profile comparison through hydroxyapatite sphere
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FIG. 15. Profile through diameter of hydroxyapatite sphere for EID, IB
1 keV, and IB 3 EW.

Hydroxyapatite SNR for monoenergetic spectra
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FIG. 16. SNR of the HA lesion using monoenergetic spectra.

Carcinoma SNR for monoenergetic spectra
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FIG. 17. SNR of the carcinoma lesion using monoenergetic spectra.

Iodinated Carcinoma SNR for monoenergetic spectra
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FIG. 18. SNR of the iodinated carcinoma lesion using monoenergetic
spectra.

perform routine clinical imaging with a monoenergetic x-ray
source, these data do provide an upper bound on the maxi-
mum SNR that can be achieved with a polyenergetic x-ray
source.

4.D.2. HA and IDC lesions

The SNR for the different methods tested, and for the three
signal materials are shown in Figs. 19–21. For HA and IDC
signals (Figs. 19 and 20), energy weighting gave higher SNR
than that achieved with energy integrating detectors. For the
HA lesion, the SNRs with energy weighting methods were

Hydroxyapatite SNR
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FIG. 19. SNR of the hydroxyapatite lesion as a function of the energy com-
pared for: (1) EID-Al (EID with aluminum filtered spectra), (2) EID-Ce (EID
with cerium filtered spectra), (3) projection-based weighting with 1 keV en-
ergy windows (PB 1 keV), (4) projection-based weighting with three energy
windows (PB 3 EW), (5) image-based weighting with 1 keV energy win-
dows (IB 1 keV), (6) image-based weighting with three energy windows (IB-
3 EW).

Medical Physics, Vol. 40, No. 8, August 2013



081923-11 Kalluri, Mahd, and Glick: Investigation of energy weighting with CZT for breast CT 081923-11

Carcinoma SNR
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FIG. 20. SNR of the carcinoma lesion as a function of the energy compared
for: (1) EID-Al (EID with aluminum filtered spectra), (2) EID-Ce (EID with
cerium filtered spectra), (3) projection-based weighting with 1 keV energy
windows (PB 1 keV), (4) projection-based weighting with three energy win-
dows (PB 3 EW), (5) image-based weighting with 1 keV energy windows (IB
1 keV), (6) image-based weighting with three energy windows (IB- 3 EW).

approximately 30%–63% higher than that with an energy in-
tegrating detector using the Al filtered spectra. For the IDC
signal, SNR improvement with energy weighting methods
was 4%–34%. Use of the EID detector with Ce filtration
(0.56 mm) improved the SNR by 2%–22% as compared to
the EID detector with Al filtration (with the highest improve-
ment of 22% occurring at 60 kVp). It was observed that for

both HA and IDC signals, the highest SNR was achieved at
50 kVp for all cases, with a gradual decrease in SNR with in-
creasing kVp setting. Among all the methods compared, the
highest percentage improvement over energy integrating de-
tectors occurred at 60 kVp, where improvements were 41%–
50% and 6%–24% for HA and IDC lesions, respectively. It
was observed that for both HA and IDC lesions and energy
weighting using 1 keV energy bins, the PB weighting method
provided higher SNR than the IB weighting method (PB1 keV

> IB1 keV by 0.3%, 2.8%, 1.6%, and 9.9% for 50, 60, 70, and
80 kVp, respectively). However, this result was reversed when
comparing weighting methods using three energy bins for the
HA signal (PB3 EW < IB3 EW by 8.3%, 7.3%, 6.5%, 7.7% for
50, 60, 70, 80 kVp, respectively). For the HA signal, many
pixels in energy bins less than 25 keV exhibited photon star-
vation, that is a very small number of x-rays were incident
on many pixels for these low energies. Photon starvation was
observed to penalize the SNR for the image-based weighting
using 1 keV bins, and explains why better performance was
observed with energy weighting using three energy bins as
compared to 1 keV energy bins.

It was also observed that as kVp increases, the percentage
improvement in SNR for the IDC lesion gradually increased.
For example, at 50 kVp PB energy weighting with 1 keV bins
provided an approximately 24% increase in SNR, whereas at
80 kVp PB energy weighting gave an approximately 34% in-
crease in SNR. The improvement in SNR for the IDC signal
for the energy integrating detector with 0.56 mm Cerium fil-
tered spectrum was in the range of 4%–41%, the maximum
occurring at 60 kVp.

Iodinated Carcinoma SNR
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FIG. 21. SNR of the iodinated carcinoma lesion as a function of the energy compared for: (1) EID-Al (EID with aluminum filtered spectra), (2) EID-Ce (EID
with 0.56 mm cerium filtered spectra), (3) EID-Ce (EID with 0.2 mm cerium filtered spectra), (4) PB-Ce (projection-based weighting with 1 keV energy windows
with 0.2 mm cerium filtered spectra), (5) projection-based weighting with 1 keV energy windows (PB 1 keV), (6) projection-based weighting with three energy
windows (PB 3 EW), (7) image-based weighting with 1 keV energy windows (IB 1 keV), (8) image-based weighting with three energy windows (IB- 3 EW).
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FIG. 22. Comparison of test images with the magnified ROI shown on the bottom. Shown here are noisy test images used in the observer study. The possible
locations of the microcalcifications were indicated by the hash marks. (A magnified ROI indicating the possible locations of the microcalcifications is displayed
to the bottom right side of these images).

4.D.3. Evaluation using iodine enhanced IDC lesion

Shown in Fig. 21 is a comparison of SNR for the iodine
enhanced IDC lesion using 50–80 kVp tube voltage for eight
cases. For the iodine enhanced IDC lesion, the energy inte-
grating detector with 0.56 mm Ce filtered x-ray spectra pro-
vided the best performance at 50 and 60 kVp with approx-
imately 25% improvement over energy weighting methods
(with Al filtering) and 42%, and 35% higher than that with
an energy integrating detector using the Al filtered spectra (at
50 and 60 kVp, respectively), however this advantage falls off
at higher kVp settings. The reason for this increased perfor-
mance can be explained by observing the Ce filtered x-ray
spectra in Fig. 4, where the range of x-ray energy of the Ce
filtered spectrum straddles the K-edge energy for iodine of
33.2 keV. As discussed below, use of 0.56 mm thick (100th
VL) Ce to filter the x-ray beam would stress the heat load-
ing capacity of the x-ray tube in most prototype breast CT
systems. Use of 0.2 mm of Ce (10th VL) was also shown to
improve performance when used with both energy integrat-
ing and photon counting detectors with energy weighting. For
50 and 60 kVp, projection-based weighting with the 0.2 Ce
spectra provided the second highest performance (behind the
EI detector with a 0.56 mm Ce filtered spectrum), and for 70
and 80 kVp this case provided the best performance.

From Fig. 18, it can be seen that the best performance for
imaging the IIDC lesion would occur with a monoenergetic
spectrum just above the K-edge of iodine (i.e., 33.2 keV) giv-
ing a SNR of approximately 15. Thus even the best perform-
ing case for the IIDC lesion, the EI detector with 0.56 Ce
filtered spectra, gave performance that was 34% below that
achieved with a hypothetical monoenergetic source.

The percentage improvement in SNR for the iodinated IDC
signal was observed to increase with energy weighting for
both Ce and Al filtration. It was observed that energy weight-
ing methods with Al filtration provided approximately 12%–
30% improvement, while energy weighting with Ce filtration
provided 32%–38% improvement over use of an energy inte-
grating detector with Al filtered x-ray spectra.

4.E. Observer performance study

Shown in Fig. 9 are noise-free [Fig. 9(a)] and noisy
[Fig. 9(b)] reconstructed breast CT images from projection

data simulated with an energy integrating detector. Shown in
the inset are magnified regions containing the 5 × 5 grid po-
sitions where a microcalcification signal might be located, as
well as the hash-marks (grid lines) used to indicate possible
signal locations. Shown in Fig. 22 are three images of the
noisy reconstructed slices with microcalcifications inserted in
them. Magnified ROIs are shown on the bottom right side for
each slice.

The average ROC curves for the three human observers
for the five methods are shown in Fig. 23. The PB-1 keV and
IB-3 EW ROC curves have the highest area followed by the
PB-3 EW curve and the EID curves. The average AUC for the
five methods and three users are compared in Table IV. The
average AUCEID-Al, AUCEID-Ce, AUCPB-1 keV, AUCPB-3 EW,
and AUCIB-3 EW are 0.732 (±0.051), 0.744 (±0.041), 0.878
(±0.03), 0.871 (±0.001), and 0.893(±0.013), respectively.
Operating points on both the PB and IB ROC curves have
higher TPF for a given FPF as compared to the EID-
Al ROC curve. Compared to the AUCEID-Al, the percent-
age improvement of AUCEID-Ce, AUCPB-1 keV, AUCPB-3 EW,
and AUCIB-3 EW were 1.70%, 19.94%, 19.02%, and 21.98%,
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FIG. 23. Comparison of average ROC curves for the three human observers
for: (1) EID-Al (EID with aluminum filtered spectra), (2). EID-Ce (EID with
0.56 mm cerium filtered spectra), (3) projection-based weighting with 1 keV
energy windows (PB 1 keV), (4) projection-based weighting with three en-
ergy windows (PB 3 EW), (5) image-based weighting with three energy win-
dows (IB- 3 EW).
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TABLE IV. Average AUC for the three observers and five imaging methods.

Observer EID-Al EID-Ce PB-1 keV PB 3 EW IB 3 EW

1 0.675 0.754 0.880 0.871 0.887
2 0.774 0.780 0.876 0.873 0.908
3 0.747 0.700 0.878 0.870 0.884
Average AUC 0.732 0.744 0.878 0.871 0.893
Std. deviation ±0.04 ±0.03 ±0.03 ±0.001 ±0.013

respectively. The null hypothesis of the study was that all
treatments (i.e., methods) studied were equal. The test for null
hypothesis was rejected with an “F value” of 8.86 and a p
value = 0.0000. Table V lists the treatment mean differences,
p-values, significance, and 95% confidence intervals. The sig-
nificance column displays whether the treatment differences
are significant (i.e., yes if the p value is less than 0.05 and no if
p value is greater than 0.05). Compared to the AUCEID-Al, the
AUCPB-1 keV, AUCPB-3 EW, and AUCIB-3 EW were significantly
better with a p-value of 0.002, 0.004, and 0.001, respectively
(at a significance level of 0.05). Compared to the AUCEID-Ce,
the AUCPB 1 keV, AUCPB 3 EW, and AUCIB 3 EW were signifi-
cantly better with a p-value of 0.007, 0.0013, and 0.002, re-
spectively. The DBM analysis38 suggests that the AUCEID-Al

and AUCEID-Ce are not significantly different. Similarly,
the AUCPCD (photon counting detector methods) are not
significantly different within the different weighting methods
tested in the study.

5. DISCUSSIONS AND CONCLUSIONS

Several experimental dedicated breast CT systems have
been developed and are currently undergoing clinical testing.
These systems have great potential for improving the visu-
alization of masses and microcalcifications without the over-
lapping structure that sometimes limits mammography. Most
of the current prototype BCT systems use energy integrating
detector technology. These detectors inherently weight each
x-ray in proportion to its’ energy. Unfortunately, this inherent
weighting scheme is contrary to the information content in

the recorded image, primarily because breast lesion contrast
decreases with increased energy.

As can be observed by comparing monoenergetic SNR
results of Figs. 16–18 to SNR achieved with polyenergetic
spectra (Figs. 19–21), imaging with a monoenergetic x-ray
source provides a theoretical upper limit for each lesion ma-
terial type. Unfortunately, all clinical x-ray sources produce
a polyenergetic spectra, thus the achievable SNR is some-
what lower than the ideal SNR obtained with a monoenergetic
source. One technique for approaching this ideal SNR with a
polyenergetic source is the use of energy weighting which be-
comes feasible with use of a photon counting detector.

Photon counting detectors using room temperature semi-
conductor material, such as CdTe or CZT, are currently
being developed for BCT (Refs. 8, 18, and 21) and hold
great promise for improving image quality. Tapiovaara and
Wagner,15 as well as others have shown that energy weighting
of projection data measured with a polyenergetic source can
improve lesion SNR. In this study, we have further evaluated
energy weighting as it applies specifically to BCT systems.

Using computer simulation, two weighting schemes; pro-
jection based and image based, were evaluated and compared
to performance achieved with an energy integrating detec-
tor. Three different materials, HA, IDC, and IIDC were used
to model lesions represented as spheres in a uniform back-
ground. A tungsten anode x-ray source was modeled with
three different filtration materials; 0.9 mm of Al, 0.2 mm of
Ce, and 0.56 mm of Ce. In general, it was observed that en-
ergy weighting provides improved SNR over an energy in-
tegrating detector. Improvement was greatest for HA (30%–
63%), whereas improvement for the IDC signal was 4%–34%
and for the IIDC signal was 12%–30% with Al filtration and
32%–38% with Ce filtration, respectively.

Photon counting detectors typically use a number of com-
parators with user controlled threshold voltages, thus provid-
ing the capability of collecting image data in different energy
bins. Figures 19–21 show the improvement in SNR that can
be achieved with PB energy weighting using different energy
binning, including the use of 1 keV bins, as well as three en-
ergy bins as defined in Table I. From these data, it appears as
if there is little penalty in using three energy bins as compared

TABLE V. Confidence intervals for treatment mean differences where treatments 1–5 correspond to: EID-Al, EID-Ce, PB 1 keV, PB 3 EW, IB 3 EW, respectively,
df: degrees of freedom, t: T-test statistic, S: Significant, NS: Not significant, CI: confidence interval.

Treatment Treatment mean difference Std. err. df t Pr > t Significance 95% CI

1–2 − 0.0125 0.03732 56.29 − 0.33 0.7395 NS − 0.087,0.062
1–3 − 0.146 0.03732 56.29 − 3.91 0.0002 S − 0.221,−0.071
1–4 − 0.1392 0.03732 56.29 − 3.73 0.0004 S − 0.214,−0.064
1–5 − 0.1609 0.03732 56.29 − 4.31 0.0001 S − 0.236,−0.086
2–3 − 0.1335 0.03732 56.29 − 3.58 0.0007 S − 0.208,−0.059
2–4 − 0.1268 0.03732 56.29 − 3.4 0.0013 S − 0.202,−0.052
2–5 − 0.1484 0.03732 56.29 − 3.98 0.0002 S − 0.223,−0.074
3–4 0.0068 0.03732 56.29 0.18 0.857 NS − 0.068,0.082
3–5 − 0.0149 0.03732 56.29 − 0.4 0.691 NS − 0.090,0.060
4–5 − 0.0217 0.03732 56.29 − 0.58 0.5639 NS − 0.096,0.053

Medical Physics, Vol. 40, No. 8, August 2013



081923-14 Kalluri, Mahd, and Glick: Investigation of energy weighting with CZT for breast CT 081923-14

TABLE VI. SNR improvement obtained using energy weighting compared to the energy integrating detectors (reported in previous studies) for CaCO3 and
Iodine contrast agent.

CaCO3
a Iodine

Projection weighting Image weighting Projection weighting Image weighting

Shikhaliev (Ref. 40) 1.35 . . . 1.33 . . .
Le et al. (Ref. 18) 1.57 1.29 1.55 1.28
Schmidt (Ref. 16) 1.33 1.31 1.31 1.27
This paper 1.31 1.41 1.17 w/Al 0.9 mm

1.32 w/Ce 0.2 mm
1.15

aIn this study (this paper), Hydroxyapatite was used to model microcalcifications.

to using very fine 1 keV energy bins. This is an encouraging
finding in that due to space considerations on the application
specific integrated circuit (ASIC), the number of energy bins
is usually limited.

Previous reports have also used simulation studies to
report improved performance with breast CT when us-
ing energy weighting and photon counting detectors.16, 18, 40

Table VI summarizes the improvement in SNR as compared
to energy integrating detectors as reported by different au-
thors. Generally, good agreement with previously published
data is observed, however, it is somewhat difficult to com-
pare quantitative results herein with previous studies, because
there are a number of differences between the studies. First,
lower kVp settings of 50–80 kVp were used here, whereas
previous studies used greater than 90 kVp. This decision was
based on a number of reports that have demonstrated that op-
timal kVp settings for breast CT are 50–60 kVp.9, 23, 41 In fact,
as observed from Figs. 19–21, the 50 kVp setting gave the
best performance for photon counting detectors with energy
weighting. Another difference is in the detector modeling. In
this study, the gain mechanisms and electronic noise in the en-
ergy integrating CsI detector were modeled, and the quantum
efficiency was modeled in the photon counting CZT detec-
tor (these detectors typically have negligible electronic noise),
whereas previous studies did not model these factors. Another
difference from previous studies was the radiation dose to
the breast. Schmidt modeled a 4 mGy MGD, approximately
equivalent to the dose for two-view screening mammogra-
phy. The study here modeled a 10 mGy MGD to approxi-
mate the dose given for a typical diagnostic mammographic
workup. Other differences between studies include variations
in the phantom size, chemical composition of microcalci-
fications, and iodine concentration (Le: 8 mg/ml, Schmidt:
2.5 mg/ml).

Previous studies have shown that use of certain x-ray filters
(including Ce) with BCT can provide quasimonochromatic
spectra with improved performance as compared to x-ray fil-
tration with Al.9, 22, 24–26 In this study, simulations using two
different thicknesses of Ce were evaluated, 0.2 mm (10th VL),
and 0.56 mm (100th VL). The 10th VL thickness was selected
to represent the approximate maximum thickness of Ce that
can be used in current breast CT prototypes without excessive
heating of the x-ray tube, whereas the 100th VL thickness was
chosen to represent an extreme case that could only be imple-
mented with a high-powered x-ray tube produced for CT.

Results from this study using both the 0.2 and 0.56 mm
thick Ce filtered x-ray source confirm that improved perfor-
mance of breast CT can be achieved with these filters. In
fact, for the iodine enhanced lesion IIDC material, the en-
ergy integrating detector with a 0.56 mm Ce filtered 50 or
60 kVp spectra, outperformed photon counting detectors us-
ing energy weighting methods with Al filtered x-ray spectra.
Performance was reduced but still higher when a thinner but
more practical 0.2 mm Ce filter was used with the energy in-
tegrating detector. Use of the 0.2 mm Ce filter was also bene-
ficial for imaging the iodine lesion when used with the photon
counting detector and projection based energy weighting pro-
viding the second highest SNR (with the best performance
achieved using the 0.56 mm Ce filtered spectra with the en-
ergy integrating detector).

Although in theory, Ce filtered spectra can provide good
SNR performance, there might be practical limitations of us-
ing Ce filtration. For one, Ce is hygroscopic, oxidative, and
flammable and hence must be sealed. Modifying the physical
geometry of the filter, i.e., packaging of the Ce filter between
more stable and nonreactive materials is thus required.

In order to achieve a suitable x-ray fluence for breast CT
when using the 100th VL thickness, tube current must be in-
creased substantially, thereby stressing x-ray tube heat load-
ing limits. However, these limitations may be overcome by
using Ce with a 10th VL thickness. The percentage reduction
in the SNR by choosing a 10th VL thickness of Ce as opposed
to a 100th VL thickness was approximately 14%.

This study as well as previous studies have shown that en-
ergy weighting provides improved SNR performance for HA
microcalcifications. However, the SNR figure-of-merit might
not necessarily correlate with human observer performance
for detecting microcalcifications in breast tissue. To further
study performance in detecting microcalcifications with en-
ergy weighting, an objective assessment of observer perfor-
mance was conducted using ROC analysis. For this observer
performance study, realistic simulated reconstructions were
generated using 240 μm HA spheres embedded into an an-
thropomorphic 3D voxelized breast phantom generated from
a surgical mastectomy tissue specimen. It was observed that
the area under the ROC curve (AUC) for the both the PB
and IB energy weighting methods were significantly higher
than that achieved with the energy integrating detector us-
ing either the Al or Ce filtration. It was also observed that
there was no statistical difference in performance with energy
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weighting using 1 keV bins compared to using three energy
bins. Furthermore, there was also no statistical difference in
performance between PB and IB energy weighting methods.
This finding could be clinically significant because one of the
first studies reported using an experimental breast CT system
suggested that visualization of microcalcifications in breast
CT is inferior to that of mammography.11 Visualizing micro-
calcifications in x-ray breast imaging systems is important for
the detection of ductal carcinoma in situ (DCIS). It has been
estimated that DCIS represents 20%–30% of all breast cancer
detected in a screening program.1 Since at least 30%–50% of
all DCIS eventually becomes invasive if not treated,1 early
detection and diagnosis of DCIS probably contributes to a de-
creased breast cancer mortality rate. Thus to compete with
conventional mammography, it is important that radiologists
are able to accurately detect and diagnose microcalcifications
on BCT imaging devices.

Although this study suggests that energy weighting with
photon counting detectors can provide improved performance
in comparison to that achieved with energy integrating detec-
tors, the results should be taken with caution in that there were
a number of limitations in this study. In order to provide a fair
comparison, blurring produced by emission secondary quanta
within the detector was not modeled for either the CsI based
or the CZT based detector. In particular, neither the spread-
ing of optical photons in CsI with the energy integrating de-
tector, or the blurring due to characteristics x-rays or charge
sharing in the CZT detector were modeled. Furthermore, the
CZT detector was assumed to have ideal energy resolution,
and degradations due to count-rate limitations, such as pulse
pileup and polarization, were not modeled. The inclusion of
these additional physical factors in the simulation will be the
subject of future work.

Although the ROC study performed here provided an ob-
jective assessment of microcalcification detection, the simu-
lated detection task could be made more realistic by using
realistic microcalcification clusters rather than single spher-
ical models. One interesting recent study that could help in
this effort is the development of 3D microcalcification cluster
models generated by imaging breast biopsy specimens with
micro-CT.42 Although simulation studies are useful in pre-
dicting performance with energy weighting, ultimately ob-
server performance studies using patient images acquired on
photon counting breast CT systems will be needed to fully
assess clinical significance.
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