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Abstract

Emerging hypotheses suggest that efficient cognitive functioning requires the integration of separate, but inter-
connected cortical networks in the brain. Although task-related measures of brain activity suggest that a fronto-
parietal network is associated with the control of attention, little is known regarding how components within this
distributed network act together or with other networks to achieve various attentional functions. This review con-
siders both functional and structural studies of brain connectivity, as complemented by behavioral and task-
related neuroimaging data. These studies show converging results: The frontal and parietal cortical regions are
active together, over time, and identifiable frontoparietal networks are active in relation to specific task demands.
However, the spontaneous, low-frequency fluctuations of brain activity that occur in the resting state, without
specific task demands, also exhibit patterns of connectivity that closely resemble the task-related, frontoparietal
attention networks. Both task-related and resting-state networks exhibit consistent relations to behavioral mea-
sures of attention. Further, anatomical structure, particularly white matter pathways as defined by diffusion ten-
sor imaging, places constraints on intrinsic functional connectivity. Lastly, connectivity analyses applied to
investigate cognitive differences across individuals in both healthy and diseased states suggest that disconnection
of attentional networks is linked to deficits in cognitive functioning, and in extreme cases, to disorders of atten-
tion. Thus, comprehensive theories of visual attention and their clinical translation depend on the continued in-
tegration of behavioral, task-related neuroimaging, and brain connectivity measures.
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Introduction (Corbetta and Shulman, 2002; Fan et al., 2005; Kastner and

Ungerleider, 2000; Li et al.,, 2010; Pessoa and Ungerleider,

SINCE THE ADVENT OF neuroimaging, this family of tech-
niques has been used to investigate the structural and
functional neuroanatomy of cognitive abilities such as per-
ception, memory, and attention (Buckner, 2003; Cabeza and
Nyberg, 2000; D’Esposito et al., 1999; Pessoa et al., 2003; Pri-
chard and Rosen, 1994; Raichle and Mintun, 2006). Compared
with sensory/motor functions, complex cognitive abilities
such as attention have a widely distributed representation in
the brain (Buckner, 2010; Gitelman et al., 1999; LaBerge,
2000; McIntosh, 2000; Nobre et al., 1997; Posner and Rothbart,
2007). An initial and continuing trend in neuroimaging re-
search is the estimation of the mean level of activation
for brain regions that are associated with experimental con-
ditions, which is valuable for identifying the nodes of task-
relevant networks. Research from the last decade, in particular,
has revealed a broadly distributed network of frontal and pa-
rietal regions that is active during attention-demanding tasks

2004). However, since task-related data are typically averaged
across trials, the relations among network regions are not al-
ways clear. Different components of the network could be ac-
tive on the same or different trials, and the activations of such
components could be independent of each other or have a pat-
tern of causal influence within the network. Thus, the develop-
ment of valid and informative theories of networks of
cognition and, specifically, attention will require exploration
of the concept of connectivity.

In this review, we are concerned with the neural architec-
ture of attention, particularly within the visual modality.
We consider the complementary roles of behavioral studies,
which define the components of visual attention, and task-
related neuroimaging studies (using magnetic resonance im-
aging [MRI]; and positron emission tomography [PET]),
which define the relevant brain regions. The critical issue
that we consider here is brain connectivity, and the ways in
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which recent studies of brain connectivity extend and ad-
vance task-related studies of mean activation, in the context
of defining functional and structural networks of attention
in the brain. These studies include both functional connectiv-
ity, in terms of different regions of activation that covary
across time (or trials), and structural connectivity, in terms
of the anatomic constraints on functionally connected re-
gions. Of critical importance here is how patterns of connec-
tivity relate to behavioral measures of attention, and how
such patterns vary in relation to individual differences and
disease. We propose that data from both task-related and
resting-state measures of functional connectivity will contrib-
ute to improved theories of the brain networks that are asso-
ciated with visual attention. We consider the potential
contribution of diffusion tensor imaging (DTI) of cerebral
white matter, in particular, to define the anatomical proper-
ties of the white matter pathways that are relevant for cortical
networks of attention. In addition, the concept of disconnec-
tion among these network components has long been applied
to the interpretation of neurological disorders (Catani and
ffytche, 2005; Geschwind, 1965a, 1965b), and, more recently,
to the interpretation of developmental differences (Bartzokis,
2004; Bartzokis et al., 2004; Bennett and Rypma, 2013; Buck-
ner et al.,, 2008; Carmichael and Lockhart, 2012; Madden
et al.,, 2010, 2012; Salat, 2011; Stevens et al., 2009b). Thus,
we propose that the connectivity of attentional networks
may vary systematically, across individuals, in a manner
that will be informative for understanding human develop-
ment and the effects of brain injury and disease. Across this
review, an emerging theme is that connectivity reflects the
functional parcellation of separate, but interconnected corti-
cal networks that interact to mediate cognitive function.

Components of Visual Attention
Feature selection and attentional allocation

The human cognitive system is limited and can support the
conscious awareness of only a small portion of visual infor-
mation. A fundamental assumption of many laboratory-
based, behavioral investigations of visual attention, over the
last several decades, is that object identification, while seem-
ingly instantaneous, extends over time (though often at a
millisecond scale) and relies on the extraction of basic visual
features such as size, color, and orientation (Schweickert,
1993; Shiffrin, 1988; Theeuwes, 1993; Wolfe and Horowitz,
2004). This extraction of featural information leads to the
binding or conjunction of individual features and the priming
or partial activation of associated perceptual and behavioral
responses (Eriksen and Schultz, 1979; Quinlan, 2003; Treis-
man, 2006). Since information gradually leads to perception
of one or more specific objects, response priming becomes
increasingly selective. Competition between perceptual re-
sponses continues until priming for a particular response rea-
ches a threshold level (which varies with context), ultimately
leading to visual object identification and the selection of the
associated response.

The cognitive resources available for this sequence of
visual information processing stages are limited (e.g., Broad-
bent, 1958; Kahneman, 1973). When the visual environment
comprises multiple objects, these objects compete for selective
access to the finite pool of processing resources. Thus, pro-
cessing should be biased in some manner in order for some
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objects and not others to be selected for access to conscious
recognition (Desimone and Duncan, 1995; Duncan, 1984;
Luck et al., 1996). This selection process is the core of the con-
cept of attention. Computationally, attentional biasing may
be viewed as increased weighting for some dimensions
(e.g., color, orientation) or feature values (e.g., red, vertical),
rather than others, during the process of object identification
(Bundesen, 1990; Gramann et al., 2010; Miiller et al., 1995;
Miiller and Krummenacher, 2006a; Wolfe and Horowitz,
2004). This variation in the computational weighting may
involve either the enhancement of a target signal (Carrasco
et al., 2000; Luck et al., 1996) or the suppression of distractor
noise (Lavie et al., 2004; Leber and Egeth, 2006), or both, with
the end result being a higher signal-to-noise ratio for attended
events than for non-attended ones. The sources of attentional
biasing may be categorized, broadly, as either bottorn-up influ-
ences related to the physical salience of local contrasts within
the display (Theeuwes, 2010), or fop-down influences related
to the observer’s goals and expectations (Wolfe, 1994).
Beyond the specific task of visual object identification, the
allocation of limited-capacity resources also provides a
boundary condition for the efficiency of information process-
ing at a more global level of task control. That is, attentional
selection is required for the coordination of task components
and response selection as well as for object identification. For
example, the requirement to switch between two tasks (e.g., se-
mantic categorization and size discrimination), across trials,
typically leads to worse performance in either task, relative
to the performance of that task in isolation (Meiran et al.,
2000; Monsell, 2003). These task-switching costs are evident
both at a global level (i.e., performance decrements within
a dual-task context relative to a single-task context) and at
a local level (i.e., decrements on switch trials relative to non-
switch trials). Task-switching costs reflect the attentional
demands related to updating task-set information for the ap-
propriate task and establishing the appropriate rules that
map between an object and a response (Logan and Bundesen,
2003; Monsell and Mizon, 2006; Rogers and Monsell, 1995).

Spatial orienting and visual search

A complete survey of behavioral measures of attention and
associated theoretical models is beyond the scope of this re-
view (Knudsen, 2007; Kramer et al., 1996; Luck and Vecera,
2002; Pashler, 1998). Virtually all behavioral investigations
of attention rely on some form of cognitive subtraction, in
which the attentional demands of a task are inferred from
the differences in reaction time (RT), or error rate, across
task conditions that vary in the stimuli presented or responses
required (Gottsdanker and Shragg, 1985; Nickerson, 1972;
Pachella, 1974; Sternberg, 1969). Particularly relevant for
attention are RT cost/benefit analyses, in which a cue or
task-relevant signal is presented before the display requiring
a response. By subtracting the RT associated with a neutral
cue condition, the improvement in performance (benefit) as-
sociated with an informative cue and the performance decre-
ment (cost) associated with an incorrect or misleading cue can
be measured (Posner, 1980; Posner et al., 1980). For example,
when an arrow cue indicates the probable spatial location of
an upcoming visual target, participants respond more quickly
and accurately relative to trials in which a cue occurs but does
not provide any spatial information. These changes in
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behavior reflect the benefit of orienting attention to a relevant
location in space. Once a specific spatial location has been
attended, however, subsequent responses to items at that lo-
cation are typically slowed as compared with other locations
in the visual field (an effect termed “inhibition of return”)
(Klein, 2000; Posner and Cohen, 1984). Focusing on accuracy
rather than RT as a measure of performance, investigators
have also used computational models to develop quantitative
indices of the information processing components of atten-
tion, such as speed, working memory capacity, the spatial
distribution of attention, and top-down control (Bundesen,
1990; Bundesen et al., 2005; Finke et al., 2005).

These methods of behavioral research have been applied
not only to the detection and identification of individual
items, but also to more complex attentional issues that are as-
sociated with locating and identifying objects in multi-item
displays. A widely investigated laboratory task is visual
search, which measures an observer’s ability to detect or dis-
criminate a target item among one or more nontarget (distrac-
tor) items (Duncan and Humphreys, 1989; Eckstein, 2011;
Miiller and Krummenacher, 2006b; Schneider and Shiffrin,
1977; Shiffrin and Schneider, 1977; Wolfe, 1998). A useful
index of the overall attentional demands or difficulty of target
detection is the degree to which RT or error rate increases
with the number of items in either the display presented or
the set of search targets. In a feature search task, for example,
the target differs from all of the distractors by a single feature
(e.g., a black T among white, rotated Ts and Ls), the bottom-
up salience of the target is high, and search is efficient, as
reflected in RT that is independent of the number of display
items. In a conjunction search task, in contrast, the target is a
conjunction of features in the distractor items (e.g., a black
T among black, rotated Ts and Ls), and RT increases as a func-
tion of increasing display size, implying a less efficient search
that depends on top-down attention. Currently, competing
models of visual search rely on the general framework illus-
trated in Figure 1, in which target identification occurs as
the result of a match between a target template held in mem-
ory and the features selected from the visual input. Theories
of attention are concerned with characterizing aspects of the
selection process, in terms of the emphasis (weighting)
given to different features of the display, the relation between
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target and distractor features, and the relations between the
top-down and bottom-up sources of biasing.

A central theme of current research on visual search is that
attentional selection involves the interaction of bottom-up
and top-down effects. Top-down attention is necessary dur-
ing conjunction search, because the target search object is de-
fined by a particular combination of features, and featural
salience is comparable across individual items. The observer’s
internal representation or template of target features is the
basis of attentional guidance to the target (Wolfe, 1994,
2007). Increasing the salience of a conjunction search target,
however, can improve search efficiency (Proulx, 2007). Con-
versely, top-down attentional guidance can facilitate target
identification when search is highly efficient (e.g., during a
feature search) (Wolfe et al., 2003). The stage at which the in-
teraction between top-down and bottom-up processing oc-
curs is under debate. Evidence suggests that top-down
selection biases visual processing only after selection of the
most salient item (i.e., after an initial sweep of stimulus-
driven processing) (Hickey et al., 2006; Theeuwes, 2010;
Theeuwes et al., 2006), whereas other findings indicate that
the initial sweep of visual processing is modulated by top-
down effects (Folk et al., 1992; Miiller et al., 1995; Tollner
et al., 2012). Lavie (1995, 2004) proposed that these disparate
views reflect differences in the perceptual load imposed by
relevant information. Specifically, Lavie suggested that per-
ceptual processing is capacity limited, but proceeds automat-
ically until no processing resources are available. When
processing resources are exhausted (i.e., when perceptual
load is high), non-selected objects are not fully processed.
Conversely, when relevant objects do not require all available
attentional capacity (i.e., when perceptual load is low), the
remaining attentional resources are allocated to the irrelevant
objects, resulting in their full perceptual processing. Active
inhibition of distractors may, thus, only be necessary in this
latter case.

Priming, working memory, and executive function

As previously noted, behavioral investigations of visual at-
tention typically involve a series of measurements across dif-
ferent types of displays, or trials, that vary in their physical

Top-Down
Attention

FIG. 1. The architecture of
the Guided Search Model of
human visual search perfor-
mance. Attention is guided to
the most highly activated
combination of features.
Attentional biasing may re-
flect bottom-up sources re-
lated to the salience of local
contrasts within the display,
and/or top-down sources re-
lated to the observer’s goals
and expectations. Modified
from Wolfe (1994) and repro-
duced with permission from
Kramer and Madden (2008).
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structure and response assignment. The identification of a vi-
sual target, within any individual trial, will be enhanced by
the selective weighting of target-relevant features, whereas
target identification will also be enhanced by repetition prim-
ing. That is, if the current target is repeated from a recent
presentation, this repetition may prime individual features
independently of any attentional allocation (Geyer et al.,
2010; Kristjansson et al., 2002; Maljkovic and Nakayama,
1994). Research on priming suggests that top-down attention
contributes to target identification independently of repeti-
tion priming (Wolfe et al., 2003), but the sequence of trials
leading to a response to the current target and the associated
reward history (Awh et al., 2012; Hutchinson and Turk-
Browne, 2012) are also important determinants of target iden-
tification performance.

Similarly, the role of attention in visual object identification
cannot be easily separated from memory. In a feature search
task, the detection of any local contrast is sufficient for a tar-
get identification response, whereas a conjunction search task
relies on some internal template, maintained over time, which
defines the constellation of target features (e.g., a bar that is
both red and vertical). Working memory, the maintenance
and organization of items in current awareness, is, thus, inti-
mately related to attentional processes, leading Baddeley
(1993) to introduce the concept of working attention. Visual
search performance is significantly impaired, for example,
when working memory is engaged, illustrating the close de-
pendence between memory and attention (Woodman and
Luck, 2004). The processes of rehearsal, task preparation,
scheduling of task components, inhibition of irrelevant infor-
mation, and response selection are referred to as executive
functioning, which interacts closely with working memory
(Baddeley, 2002; Gopher, 1996, Hartley and Speer, 2000;
Miyake et al., 2000). Further, the memory status of a display
item (e.g., previously studied or new) as compared to that of
temporally surrounding items influences the duration of at-
tentional dwell time on that item during search (Parks and
Hopfinger, 2008), and the repetition of priming effects in vi-
sual search interact with memory load (Kristjansson et al.,
2013). Within the domain of memory retrieval, Cabeza and
coworkers (2008) proposed that the distinction between top-
down and bottom-up processing that was developed in atten-
tional theories is also relevant for understanding memory
retrieval. That is, memory retrieval may be guided by either
the salience of the individual memory, which is analogous
to bottom-up attentional selection, or by goals and expecta-
tion, which are analogous to top-down attentional selection.
Thus, although here we focus primarily on attention in the
context of visual object identification, attentional processes
contribute to a wide range of cognitive abilities, including
memory and decision making.

Task-Related Activation in Neuroimaging Studies
of Attention

Neuroimaging studies of attention complement the behav-
ioral research by identifying the brain networks that are rele-
vant for attention-related processes, such as top-down and
bottom-up forms of biasing, enhancement of relevant sensory
information, the inhibition of irrelevant information, the
binding of stimulus features, and priming. Early neuroimag-
ing studies of attention relied on PET measures of mean
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changes in task-related activation, in conjunction with cuing
paradigms, to determine brain regions that are responsive
during attention-demanding tasks. These studies defined ac-
tivation as the difference between task conditions that were
designed to isolate component processes of attention, using
the cognitive subtraction methodology from behavioral re-
search (D’Esposito et al., 1999; Friston et al., 1991; Price
et al., 1997). Since the measurement of activation from PET
depends on the half-life of the radionuclide used to measure
cerebral blood flow, the minimum time scale for PET is in the
order of minutes, and subtractions between task conditions
are conducted between blocks of trials containing many indi-
vidual events. By subtracting PET activity recorded during a
central detection task, Corbetta and colleagues (1993) local-
ized the brain regions associated with spatial shifts of atten-
tion. Activity in the bilateral dorsal frontal and parietal
cortex, in particular, was greater when attention was shifted
than when maintained at fixation. The dorsal frontal and pa-
rietal cortical regions were later associated with other atten-
tion-demanding tasks, such as visual search (Corbetta and
Shulman, 1998; Corbetta et al., 1995). The parietal component
of these brain responses, in particular, was activated during
search, requiring the conjunction of two target features, but
not during efficient search driven by the bottom-up salience
of a target (Corbetta et al., 1995).

It is difficult to define the time course of specific attentional
mechanisms, from PET, with the relatively coarse time scale.
Event-related functional MRI (fMRI), in contrast, which is
sensitive to changes in the blood oxygen level dependent
(BOLD) hemodynamic response, has a time scale of seconds
rather than minutes. As a result, the development of the
event-related fMRI methodology provided the opportunity
to measure regional brain activity at the level of individual
trials and to apply subtraction techniques to attention, mem-
ory, and other cognitive abilities (D’Esposito et al., 1999). In
particular, it has been possible, from event-related fMRI, to
more clearly distinguish the sources of attention (i.e., the net-
works of attention-related activation) from the sites of atten-
tion (i.e., the sensory processing that is modulated by
attention) (Hopfinger et al., 2000; Kastner et al., 1999; Kastner
and Ungerleider, 2000).

Converging evidence from single cell recordings, fMRI,
and transcranial magnetic stimulation (TMS) points to the
dorsal frontoparietal attention network, including the intra-
parietal sulcus (IPS) and the frontal eye fields (FEFs), as spe-
cific sources of top-down attentional effects (Corbetta and
Shulman, 2002; Giesbrecht et al.,, 2003; Hopfinger et al.,
2000; Kastner et al., 1999; Moore and Armstrong, 2003; Ruff
et al., 2006, 2009; Shulman et al., 2003). Results from a
meta-analysis of 31 fMRI and PET studies suggest that a com-
mon set of frontoparietal brain regions is active in diverse ex-
ecutive control operations, including attentional shifting and
working memory processes (Wager et al., 2004). Shulman and
associates (1999, 2003) demonstrated that the dorsal fronto-
parietal activation related to the onset of attention-directing
cues could be distinguished from target-related activation,
which allowed the discrimination of attentional orienting
from the subsequent effect of attention on sensory processes.
Later fMRI work replicated these findings and further dem-
onstrated that the target-related activation of occipital cortex
was largely independent of that activated by directional cues
(Corbetta and Shulman, 2002; Hopfinger et al.,, 2000).
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Additional studies revealed that the frontoparietal regions
are activated during both covert shifts of attention (without
eye movements) and overt eye movements, suggesting that
attentional and oculomotor processes are tightly linked at
the neural level (Corbetta et al., 1998). Kastner and colleagues
(1999) demonstrated that a covert shift of attention led not
only to activation of frontoparietal cortical regions but also
to extrastriate cortex, even in the absence of visual stimula-
tion. This result supports the role of the frontoparietal net-
work as a source of top-down attention that enhanced
activation at the site of target-relevant processing, in extrastri-
ate cortex, independently of actual target identification.

In addition to the dorsal frontoparietal attention network
for top-down attention, a more ventral component, including
the temporoparietal junction (TPJ) and the ventral frontal cor-
tex, operates as a source of bottom-up attentional effects.
When, for example, a salient or unexpected item occurs in
the visual environment, the ventral network may act to inter-
rupt current top-down attention to reorient attention to the
novel item or event (Corbetta et al., 2000, 2008; Corbetta
and Shulman, 2002). Efficient attentional processing, thus,
relies on the interaction of the dorsal and ventral attention
networks. For example, Shulman and associates (2003) used
a go/no-go version of search tasks, in which a target display
could appear at a particular time point within a series of se-
quentially presented displays. Changes in fMRI regional acti-
vation, across the time course of search and target detection,
illustrated the interaction of the dorsal and ventral attentional
networks. Both the FEF and IPS were found to be activated
during search through nontargets, which is consistent with
a role of these regions in maintaining attention-related signals
during search. However, unlike the FEF, the IPS also showed
stimulus-related activations, and, therefore, may act to com-
bine signals related to sensory and task-dependent compo-
nents of salience. The IPS was active from the onset of the
search display, whereas the ventral component of the net-
work, in particular the TPJ, was recruited only when the tar-
get was detected, indicating a bottom-up interruption of
search, from a detection process. Shulman and colleagues
suggested that the TPJ acts as a circuit breaker that interrupts
ongoing processes when a target is detected, and that a filter,
possibly set by the dorsal frontoparietal attention network,
determines the range of stimuli which can activate the TP]J.
Thus, the frontoparietal network, in conjunction with the
TPJ, acts to enhance task-relevant activation, while inhibiting
task-irrelevant activation.

Further defining the role of the parietal cortex in attentional
selection, Wei and colleagues (2011) compared activation
across different forms of target detection, including feature
search and three types of conjunction search. These authors
found that parietal activation was enhanced in response to
conjunction relative to feature search, suggesting that the pa-
rietal cortex represents a “master map” for binding individual
features coded in distinct feature maps by a common location.
Findings from TMS also support a critical role of the parietal
cortex in the feature binding process required by conjunction
search (Beck et al., 2006; Muggleton et al., 2008; Rosenthal
et al., 2006). However, other evidence indicates that the pari-
etal cortex, and in particular the IPS, is also related to the at-
tentional set for external information even within a feature
search (Imaruoka et al., 2003). The role of parietal cortical re-
gions, particularly the IPS, in the integration of spatial and
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feature-based information (Egner et al., 2008), in the suppres-
sion of irrelevant distractors (Humphreys et al., 2004; Melloni
et al., 2012), and in the grouping of visual elements (Xu and
Chun, 2007) has also been highlighted. Further, several find-
ings suggest functional distinctions within other regions of
the parietal cortex. Pollmann and associates (2003), for exam-
ple, proposed that during visual search, one region within the
parietal cortex, the superior parietal lobule (SPL) mediates the
selection biases against old stimuli to benefit the selection of
new objects. Activation of the TPJ, in contrast, was associated
with target detection, which is in line with the results of Shul-
man and colleagues (2003).

Within visual search and other experimental tasks, activity
in the frontal and parietal cortex has been associated with the
allocation of attention to goal-relevant objects. Less is known,
however, with regard to how the processing of relevant ob-
jects is enhanced under conditions of distraction, when the
processing of irrelevant objects should be inhibited. To
begin addressing this issue, de Fockert and colleagues
(2004) correlated behavioral measures of interference induced
by distractors in a visual search task with the neural activity
related to those distractors (i.e., between RT and fMRI signal
specific to distractors). Search for a shape singleton target was
disrupted by the presence of an irrelevant, color singleton dis-
tractor, and this disruption was paralleled by an increase in
frontoparietal activation (the bilateral SPL and the left lateral
precentral gyrus). Critically, there was a significant negative
correlation between activity in the frontal region and the
magnitude of the distractor interference in RT, indicating
that greater frontal activity was associated with attenuated
distractor interference. Lawrence and associates (2003)
revealed similar findings using a rapid serial visual presenta-
tion (RSVP) task designed to isolate sustained attention (vig-
ilance) effects. Weissman and associates (2005) argued that, in
the context of a cued global/local selective attention task,
fMRI activation in the dorsal anterior cingulate cortex
(ACQ) is critical for enhancing attention to relevant objects
when behavioral goals are threatened by distracting events.
Thus, although the different behavioral tasks elicited different
patterns of activation overall, increased activation within
frontal cortical regions appears to correlate with selective at-
tention when distraction is present.

More generally, the frontal and parietal cortical regions
may also be involved in “resetting” executive control systems
in preparation for a switch in task demands. Using a cued cat-
egorization task for single word targets, Braver and associates
(2003) compared switch and non-switch trials and found that
switch trials produced activation in the dorsolateral prefron-
tal cortex (dIPFC) and ventrolateral PFC and the superior, pri-
marily left, parietal cortex. During the instructive cue interval
before target onset, increased activation in these prefrontal re-
gions was associated with faster semantic categorization re-
sponses to target words for both switch and non-switch
trials. In contrast, left superior parietal activations during
this interval were selectively associated with faster responses
in switch trials, revealing a possible role for this region in
switch costs. Braver and colleagues also examined global
switch costs (comparing sustained activations for dual-task
switch blocks to single-task blocks), and found that anterior
regions within the frontoparietal network demonstrated
greater sustained activation during dual-task blocks, relative
to single-task blocks. Similarly, across trials within a feature
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search task, Kristjansson and associates (2007) found that re-
peating either the location or the color of a singleton target led
to decreased activation (i.e., repetition suppression) in re-
gions of the frontoparietal network (the FEF and IPS). Thus,
data from both switching across tasks and stimulus repetition
within tasks suggest that frontoparietal activation corre-
sponds to the degree to which perceptual systems require
resetting in preparation for upcoming visual demands.

In sum, neuroimaging studies measuring task-related acti-
vation have revealed widely distributed networks of brain re-
gions in the frontal and parietal cortex that are associated
with attentional functioning, including the enhancement of
sensory processing, the inhibition of irrelevant information,
the binding of stimulus features, and aspects of task control.
These regions act to modulate visual feature processing re-
gions in the occipital cortex, and several lines of evidence sug-
gest that the parietal cortex serves as the primary source of
this top-down biasing, as well as feature binding. Still in ques-
tion is how the spatially distinct regions within the frontopar-
ietal network act together to orchestrate attentional selection,
and how these processes differentially represent top-down
versus bottom-up mechanisms that interact with other cogni-
tive functions such as memory, executive function, and cogni-
tive control. Of further interest is how “sources” of attention
(e.g., the frontoparietal network) modulate the neural “sites”
at which attention acts (e.g., visual cortex), and, thus, modu-
late visual perception.

Task-Related Functional Connectivity
of Attentional Networks

In contrast to studies of task-related differences in mean ac-
tivation, discussed in the previous section, investigations of
functional connectivity take the additional step of attempting
to define which regions are active together, over the time
course of the fMRI hemodynamic response (Friston, 2009;
Friston et al., 1993, 2003). When spatially remote brain re-
gions demonstrate strongly correlated patterns of BOLD sig-
nal, these regions are considered functionally connected. Such
coordinated fluctuations are hypothesized to reflect a history
of co-activation that leads to the strengthening or reorganiz-
ing of frequently utilized connections (i.e., Hebbian connec-
tivity) and the removal of unused connections (i.e., synaptic
pruning) (Hebb, 1949).

Several methods for measuring functional connectivity
have emerged to quantify the degree of co-activation
among brain regions, each varying in the types of assump-
tions required and the types of conclusions that may be
drawn. One technique, introduced by Rissman and col-
leagues (2004), measures inter-regional correlations during
distinct stages of a cognitive task. To estimate stage-specific
activity, this approach adapts a standard general linear
model such that separate parameter estimates (beta values)
are determined for each individual trial and then used as
the dependent measure in a correlation analysis. The corre-
lated fluctuations in the time series beta values imply func-
tional connectivity.

Other techniques focus more explicitly on effective connec-
tivity, that is, the directional influence between the spatiotem-
poral covariation in regional brain activity. Granger causal
modeling (GCM), for example, defines connectivity in terms
of the temporal dependence between regional activations
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over time (Deshpande and Hu, 2012; Goebel et al., 2003).
This dependence, for example, the statistical conclusion that
activation of Region A reliably precedes the activation of
Region B, refers only to data sets comprising the fMRI hemo-
dynamic responses. Further, this form of Granger causality
does not directly incorporate the experimental task as an
input and, thus, does not reveal whether functional connec-
tivity is caused by the task demands (Friston, 2009). Instead,
GCM identifies voxels that are sources or targets of directed
influence for any selected regions of interest (ROI), without
testing or contrasting hypotheses about neuronal inter-
actions. As an exploratory method, GCM explores directed
influences between neuronal populations without a priori
specification of an anatomically based model that contains
preselected regions and connections between them (Roebroeck
et al., 2005).

Using a different technique to explore effective connectiv-
ity, McIntosh and associates (1994) applied structural equa-
tion modeling and principal component analysis (PCA) to
PET data, obtaining path coefficients representing the magni-
tude of the influence of each directional path. The resulting
networks of interregional correlations, particularly in the
right hemisphere, indicated that in an object vision (face
matching) task, dominant path influences occurred along
ventral pathways extending from occipital to temporal
cortex; whereas in a spatial vision (dot-location matching),
dorsal interactions from occipital to parietal cortex were
stronger. McIntosh and colleagues later extended this ap-
proach to a more general analytic framework termed partial
least squares, which operates on the covariance between
brain voxels and experimental design (behavioral task condi-
tions) to identify latent variables that optimally relate the
brain data and behavioral data (McIntosh et al., 1996, 2004;
McIntosh and Lobaugh, 2004). Two related approaches, psy-
chophysiological interaction (PPI) (Friston et al., 1997; Gitel-
man et al, 2003) and dynamic causal modeling (DCM)
(Friston et al., 2003), address the causal role of neuronal and
behavioral events in the functional connectivity within the
fMRI data sets. In PPI, the goal is to estimate the modulation
of effective connectivity by the experimental or psychological
context (i.e., an interaction). The DCM approach relies on a
specific model of how this influence is mediated (based on
biophysical constraints), which yields parameter estimations
between regions based on Bayesian inference.

Using these methods, several fMRI studies have applied
functional connectivity analyses to measures of visual atten-
tion, examining how attention-related brain regions interact
to orchestrate top-down and bottom-up selection processes.
For example, Wen and colleagues (2012) recorded BOLD re-
sponses during a cued visual spatial attention task and corre-
lated measures of functional connectivity, based on GCM,
with task performance (Fig. 2). Stronger Granger causal
influences from the dorsal attention network to the ventral
attention network were correlated with improved task perfor-
mance, with the main source of these enhancements originat-
ing from the bilateral IPS and the right FEF. In addition,
stronger Granger causal influences from the ventral attention
network to the dorsal attention network were generally asso-
ciated with worse performance, primarily driven by the right
TPJ. Wen and associates concluded that signals from the
dorsal network to the ventral network suppress and filter
out unimportant distracter information, whereas signals in
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o DAN —->VAN - VAN- DAN FIG. 2. Behavioral performance varies with
e ju] g the direction of Granger causal influences be-
§ 1} R=072 ] I tween the dorsal attention network (DAN) and
N p=0 024 N ventral attention network (VAN). Linear fits
> ’ > 0.5 are shown, where R is the Spearman correla-
T 0 £y s 0 tion coefficient and p is the significance level.
2 3 Stronger Granger causal influences from the
? § 05! R=-0.92 DAN to the VAN were positively correlated
e < © -1t p=0.0013 - with improved task performance (red), while
] §.15 stronger Granger causal influences from the
o = ‘G B VAN to the DAN were negatively correlated
2 0 1 -1 0 1 with task performance (blue). Reproduced
Accuracy (z-score) RT (z-score)

the reverse direction (from ventral to dorsal) break the atten-
tional set maintained by the dorsal attention network to en-
able attentional reorienting.

Vossel and associates (2012) also investigated cued spatial
attention, but used a DCM approach, with Bayesian model
selection. This study, however, focused on the connections
between the visual cortex and the dorsal and ventral attention
networks, respectively. Their results suggest that top-down
(feedback) connections from dorsal parietal to visual cortex
were modulated by the spatial deployment of attention,
whereas invalid cueing led to changes in the bottom-up (feed-
forward) connections from visual areas to right TPJ. This lat-
ter effect, presumably reflecting attentional reorienting, is
consistent with the ventral connectivity pattern observed by
Wen and associates (2012). Prado and colleagues (2011)
used PPI to examine whether trial-by-trial RT variations in
a selective attention task also mirror fluctuations in functional
connectivity between attention-related brain regions. Increas-
ing RT was associated with reduced functional connectivity
between frontal and parietal regions and within frontal
regions, despite increases in the task-related activation of
these regions. Using DCM, Wang and associates (2010) fur-
ther characterized the functional relationship among fronto-
parietal regions during executive control processing: a
flanker task either with or without a pre-target cue. Based
on Bayesian selection procedures, the optimal model was
that in which the processing of unexpected targets (those
without anticipatory cues) mediated the influence of the IPS
over prefrontal cortical regions (ACC; and dIPFC), and the
conflict processing of incongruent flankers mediated the in-
fluence of these prefrontal cortical regions over the IPS.
Thus, the IPS may play a key role in the processing of unex-
pected targets, whereas the PFC may act to resolve conflict
through attentional modulation of the IPS. In conjunction
with the findings of Wen and associates (2012), Vossel and as-
sociates (2012), and Prado and associates (2011), these results
suggest that frontal and parietal regions are active together,
over time, during executive control processing, and that the
directional influence of these regions depends on whether
attentional demands are driven by bottom-up or top-down
influences.

Chica and associates (2013) further proposed that, within
the dorsal attention network, functional connectivity among
frontoparietal regions modulates the interaction between
spatial attention and conscious perception. These authors fo-
cused on the fMRI activity during the attentional orienting
period of a visual discrimination task in which near-threshold
targets were preceded by peripheral cues. The authors deter-

with permission from Wen et al. (2012).

mined whether different attentional processes (orienting ver-
sus reorienting) were associated with the subsequent
conscious perception of the near-threshold targets. The re-
sults indicated that frontoparietal regions demonstrated
higher connectivity for consciously perceived targets than
for unperceived targets at attended locations (i.e., when the
cues validly signaled the target location). However, connec-
tivity was lower for consciously perceived targets than for un-
perceived targets when reorienting was required (i.e., when
cues were spatially invalid). This pattern is consistent with
an effective orienting of spatial attention toward the cued lo-
cation. In other words, when a valid cue correctly guided at-
tention to the upcoming target location, higher frontoparietal
connectivity was associated with subjective reports of targets
as being seen. In contrast, when an invalid cue required a
reorientation of attention away from the incorrectly cued lo-
cation, higher connectivity was associated with subjective re-
ports of targets as being unseen. Thus, before the occurrence
of a target object, functional connectivity among frontoparie-
tal regions facilitates the access of the object to consciousness.

Attentional processing depends not only on efficient con-
nectivity within frontoparietal regions, but also on connectiv-
ity between these source regions and the sites of attentional
control in visual sensory cortex. For example, Imamoglu
and associates (2012) found that the conscious recognition
of objects is dependent on functional connectivity between
the dIPFC and the extrastriate visual cortex, as measured by
GCM. Connections between the frontal and visual cortical re-
gions have also been established during a visual search of nat-
uralistic scenes using DCM and independent component
analysis (ICA) in conjunction with PPI (Pantazatos et al.,
2012). In that study, task-related activations were isolated in
the ventro-medial PFC (vinPFC) and the lateral occipital cor-
tex (LOC). Functional connectivity between these regions,
based on temporal correlations between independent compo-
nents, was enhanced during visual search, with results from
DCM  suggesting bidirectional connections between
the vmPFC and the LOC that were positively modulated
by the task.

The studies described here investigate how patterns of
functional connectivity are related to behavioral measures
of attention. They provide initial evidence that frontal and pa-
rietal regions are active together, over time, during attention-
demanding tasks, and that the directional influence of these
regions depends on whether attentional demands are driven
by bottom-up or top-down influences. Analyses of functional
and effective connectivity suggest that signals from the ven-
tral to the dorsal network may act to interrupt the attentional
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set maintained by the dorsal attention network to enable at-
tentional reorienting. Variations in functional connectivity
between frontal and parietal regions may contribute to trial-
by-trial fluctuations in behavioral performance; and, further,
attentional modulation of the visual cortex by these regions
may depend on changes in functional connectivity. Overall,
these results indirectly support the view that efficient infor-
mation processing depends on the coordination of integrated,
yet distinct functional brain networks (e.g., dorsal frontopar-
ietal, ventral frontoparietal, visual processing networks, etc.).

Resting-State Functional Connectivity
of Attentional Networks

Examination of task-related changes in functional connec-
tivity has led to significant insights regarding how brain re-
gions activate together, over time, in response to attentional
demands. Recent findings also suggest, however, that brain
regions are functionally connected in the resting brain, in
the absence of any task, stimuli, or defined attentional de-
mands (Fox et al., 2006b; Raichle and Mintun, 2006; Yeo
et al., 2011). Activity in the resting brain is referred to as
intrinsic or resting-state activity and comprises spontaneous,
low-frequency oscillations (<0.1Hz) in the BOLD signal
that are highly correlated with concurrent fluctuations in neu-
ronal spiking (Shmuel and Leopold, 2008). Regional correla-
tions can be obtained either from pre-defined ROIs (Biswal
etal., 1995; Greicius et al., 2003) or from whole-brain methods
such as ICA (Greicius et al., 2004; McKeown et al., 1998).
Identification of brain regions demonstrating strong corre-
lations within the resting-state time-series helps define
functionally coherent brain networks (Biswal et al., 1995).
Resting-state data consistently suggest a default mode net-
work (DMN), which includes a set of brain regions (in partic-
ular, medial PFC [mPFC]; posterior cingulate cortex [PCC]J;
lateral parietal cortex; and parahippocampal cortex). These
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regions exhibit not only highly correlated brain activity dur-
ing resting state but also a reduced level of task-induced acti-
vation, with BOLD signal level often below baseline, across a
wide range of tasks (Biswal et al., 2010; Greicius et al., 2003;
Raichle and Mintun, 2006; van den Heuvel and Pol, 2010).
Activity in the DMN appears to represent self-referential
memory and spontaneous cognition that should be sup-
pressed to respond efficiently to external events (Anticevic
et al., 2012; Buckner et al., 2008; Buckner and Vincent, 2007;
Fransson, 2005).

Resting-state measures have revealed connectivity not only
within the DMN but also within the frontoparietal network
associated with task-related measures of visual attention.
Fox and colleagues (2005) demonstrated that resting-state
fluctuations within regions of the dorsal frontoparietal atten-
tion network (including the IPS, FEF, and a middle temporal
region [MT+]) were positively correlated. Thus, the atten-
tional network that is activated in a functionally connected
manner, during task performance, also exhibits connectivity
at rest, or at least in the absence of specific behavioral task de-
mands. The functional organization of the brain into dorsal
and ventral attentional systems consistently demonstrated
in task-related imaging studies (Corbetta and Shulman,
2002) is also present in intrinsic measures of connectivity
“at rest” (Fox et al., 2006a). Specifically, Fox and associates
(2006a) identified a bilateral dorsal attention system and a
distinct right-lateralized ventral attention system solely on
the basis of correlations between spontaneous fluctuations
in the BOLD signal. Resting-state activity of a prefrontal re-
gion correlated with both attentional systems, potentially
reflecting a mechanism by which the two systems interact.

Further, Fox and colleagues (2005) reported that time
course data within the dorsal frontoparietal attention net-
work correlate negatively with the DMN time course (Fig.
3), providing additional support for the functional separation
of attentional and DMN resting-state activity. Some degree
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FIG. 3. Resting-state functional connectivity data reveals two widely distributed, anticorrelated brain networks. Positive
nodes are significantly correlated with seed regions within the frontoparietal attention network (task-positive seeds) and sig-
nificantly anticorrelated with seed regions in the default mode network (DMN) that routinely deactivate during attention-
demanding cognitive tasks (task-negative seeds). Negative nodes are significantly correlated with task-negative seed regions
and significantly anticorrelated with task-positive seed regions. (Left) Lateral and medial views of left hemisphere. (Center)
Dorsal view. (Right) Lateral and medial views of right hemisphere. Reproduced with permission from Fox et al. (2005).
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of overlap between the DMN and attentional networks, how-
ever, has also been observed using both ROI-based (He et al.,
2009) and whole-brain (Tomasi and Volkow, 2011) analyses.
The magnitude of the negative correlation between the DMN
and attentional networks exhibits a continuous gradient across
network subcomponents (Anderson et al., 2011), and some ev-
idence suggests that switching between the DMN and atten-
tional networks may be controlled by specific brain regions
such as the right frontoinsula (Sridharan et al., 2008).

Resting-state connectivity and behavior

Although spontaneous fluctuations in the brain have been
identified in cortical regions associated with attention, the be-
havioral significance of the intrinsic functional connectivity is
less clear. Some authors have argued that functional connec-
tivity at rest may help functional systems to maintain an ac-
tive state that is primed to respond to unpredictable but
behaviorally relevant events (van den Heuvel et al., 2009).
Fox and associates (2006b), for example, demonstrated that
resting-state connectivity accounts for variability in event-
related BOLD signals: Spontaneous activity measured in the
right somatomotor cortex accounted for fluctuations in
BOLD responses in the left somatomotor cortex following a
right-hand button press. Further, fluctuations in the regional
resting-state connectivity correlated with trial-to-trial vari-
ability in a behavioral measure, button press force (Fox
et al., 2007). When resting-state activity in the somatomotor
cortex was low, participants pressed a button with more
force than when the intrinsic activity was high.

Resting-state connectivity also accounts for variability in
performance during cognitive tasks. For example, Baldas-
sarre and colleagues (2012) demonstrated that resting-state
functional connectivity in task-relevant networks, measured
before training, is predictive of subsequent performance in
a visual discrimination task (a visual conjunction search for
an inverted T among randomly oriented Ts). These authors
defined task fitness (search efficiency) by the first component
of a PCA combining the rate of performance improvement
and the amount of practice required to reach criterion. Baldas-
sarre and associates noted two patterns regarding the relation
between functional connectivity and subsequent visual task
fitness. First, stronger connectivity within visual cortical re-
gions (e.g., linking dorsal and ventral subregions) was associ-
ated with higher fitness. A high degree of coherence between
regions of the visual cortex, before any training, may facilitate
the dynamic reweighting of the functional connections that
occur with training, as a skill is acquired. The second pattern
was an inverse correlation between spontaneous activity
in the visual cortex and regions of the DMN and the task-
positive network, for those individuals with better task per-
formance; that is, enhanced anticorrelation of functional
connectivity between visual cortex and DMN, and between
visual cortex and a task-positive region previously associated
with executive control processes (e.g., anterior insula). Bal-
dassarre and associates concluded that this latter pattern,
while complex, may represent a contribution of the DMN to
distractor filtering, which becomes less important as target
selection becomes more automatic.

Recently, Meier and associates (2012b) developed a novel
analytic method to further investigate the association be-
tween fluctuations in resting-state networks and behavior.
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This method, termed parallel ICA, identifies complex rela-
tionships between resting-state fMRI networks and behav-
ioral data by simultaneously performing ICA on each data
set and finding the mutual information between the data
sets. In a sample of 24 healthy younger adults, these authors
identified the relation between several resting-state networks
and neuropsychological test performance. In particular, the
precuneus (a region previously implicated in visuospatial
attention) exhibited increased connectivity with a ventral
attention network when visual discrimination was relatively
efficient (Stroop congruent trials) and decreased connectiv-
ity with this network when discrimination was inefficient
(Stroop incongruent trials).

In addition to variability in behavior, resting-state connec-
tivity also accounts for variability in task-dependent func-
tional connectivity. Mennes and associates (2010), for
example, explored the relationship between resting-state
and task-dependent functional connectivity, in the context
of an attention-demanding Eriksen flanker task (responding
to the direction of an arrow flanked by same- or differently-
oriented arrows). These authors used independently defined
seeds for DMN and task-positive networks (from Fox et al.,
2005) and found that resting-state connectivity with these
seeds exhibited a network-dependent pattern of correlation
to overall task-related activity. Specifically, resting-state
connectivity with the task-positive network seed regions
(left IPS, left MT +, right FEF) was related positively to overall
task-induced activity, whereas DMN connectivity (left lateral
parietal, mPFC, PCC) was related negatively to overall task-
induced activity. That is, the more strongly a region was
either connected to the task-positive network or segregated
from the DMN network, the greater the magnitude of task-
related activity. Mennes and colleagues found that the task-
related activity associated with the congruency effect (i.e.,
activation for differently-oriented arrows minus same-
oriented arrows) was positively correlated with resting-state
connectivity with the task-positive network seed regions.
This relationship was primarily driven by the incongruent tri-
als, suggesting that resting-state connectivity may be particu-
larly relevant when task demands are high.

Across these studies, a common theme is that although
connectivity exists within both the DMN and task-positive
networks, these networks are also segregated from each
other and differentially relate to behavior. Functional dissoci-
ations have also been identified within the task-positive
network. For example, one task-positive network, termed
the cognitive control network, has been associated with
more broadly defined attentional functions involved in exec-
utive control processes (Cole et al., 2010). Analysis of high-
resolution resting-state data revealed that this network
represents a set of regions that are contiguous, yet anatomi-
cally distinct from those of the dorsal frontoparietal attention
network (Vincent et al., 2008). Seeley and associates (2007)
demonstrated that interhemispheric intrinsic connectivity
within a similar, ICA-derived control network is positively
correlated with enhanced executive functioning, as measured
by the Trail Making test (a visuomotor search task). This con-
nectivity pattern may reflect attentional control operations
that act to incorporate context and changing task demands.

In addition to the overlapping control networks mentioned
here, a network known as the cinguloopercular network has
been linked to another form of top-down control. Specifically,
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graph theory analysis of resting-state data revealed that the
cinguloopercular network contains signals that provide sta-
ble “set-maintenance” throughout an attentionally demand-
ing task; whereas the frontoparietal attention network acts
to initiate and adjust control on a trial-to-trial basis (Dosen-
bach et al.,, 2007). Further, graph theory analyses suggest
that the cinguloopercular and frontoparietal networks exhibit
a small-world architecture of dense short-range connections
within networks and weaker long-range connections between
networks (Dosenbach et al., 2008), which is consistent with
other resting-state analyses (Achard and Bullmore, 2007;
Shen et al., 2012). The development of a comprehensive the-
ory of attention should consider how these networks both
co-engage and interact to mediate the various cognitive func-
tions highlighted across differing experimental paradigms.

In conclusion, although resting-state connectivity exists
within both task-positive and task-negative brain networks
(leading to functional integration within a network), these
sets of networks are also functionally distinct from each
other (leading to functional segregation between networks).
Intrinsic connectivity within distinct networks has been dif-
ferentially related to task-dependent functional connectivity
and to behavioral task demands. However, research is
needed to determine the degree to which specific cognitive
tasks are related to resting-state functional connectivity
strength within and between brain networks.

FIG. 4. Diffusion tensor imaging
(DTI)-based structural connectivity
overlaps functional connectivity in
the default mode network (DMN).
(A) Intrinsic functional connectivity
in the DMN in a group of six par-
ticipants. The sagittal view depicts
the posterior cingulate cortex/ret-
rosplenial cortex (PCC/RSC) and
medial prefrontal cortex (mPFC)
clusters. Prominent bilateral medial
temporal lobe (MTL) clusters are
visible in the coronal image. (B) DTI
fiber tractography in a single subject
demonstrates the cingulum bundle
(blue tracts) connecting the PCC/
RSC to the mPFC. (C) Schematic
representation of the structural and
functional connections between
these three nodes of the DMN.
Modified from Greicius et al. (2009)
and reproduced with permission
from Damoiseaux and Greicius
(2009).
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Anatomical Constraints on Attentional Networks

The studies discussed in the preceding sections have estab-
lished that functional connectivity occurs between widely dis-
persed brain regions, both during attention-demanding tasks
and at rest. The cortical regions within the DMN and task-
positive networks are anatomically separated, whereas their
fMRI time series are highly correlated. It is likely that the in-
tegrity of white matter pathways is critical for the support of
functional connectivity, both task-related and resting-state.
Evidence suggests that the specialization of cortical neurons
is predominantly determined by their connective inputs
(Sharma et al., 2000), and that increased functional connectiv-
ity between regions may reflect increased myelination (Giedd
et al.,, 1999). DTI and related techniques for assessing the mi-
crostructural properties of white matter tracts have contributed to
an improved characterization of the anatomical constraints on
functional connectivity in humans (Beaulieu, 2002; Jones, 2011;
Mori and Zhang, 2006). It is important to note, however, when
interpreting the relation between fMRI and DTI data, that DTI-
related measures reflect the displacement of water molecules,
which, in turn, reflect the combined influences of many variables
(e.g., number and orientation of axons, myelination). Thus, DTI
is informative regarding relevant anatomical constraints but
does not directly yield a measure of structural connectivity
(Jones et al., 2013; Wheeler-Kingshott and Cercignani, 2009).

1
t-score

== Functional connection
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The first study to directly compare anatomical and func-
tional connectivity demonstrated that when structural con-
nectivity was high, as defined by the probability that DTI
would identify a tract between two voxels, resting-state func-
tional connectivity between those voxels also tended to be
high (Koch et al., 2002). Only along the central sulcus, how-
ever, was there a significant positive correlation between
functional and anatomical connectivity in this study. Later
work focused on the relationship between structural and
functional connectivity within a specific network, namely
the DMN, rather than across all voxels within a hemisphere
(Greicius et al., 2009) (Fig. 4). Using DMN seed regions
obtained from intrinsic functional connectivity maps identi-
fied with an ICA, DTI tractography analysis revealed that
the cingulum bundle connected the PCC and the mPFC
seed regions, and that the descending cingulum bundles con-
nected the PCC and the medial temporal lobe. Van den Heu-
vel and associates (2009) employed a similar method, but
identified a bilateral resting-state network, including the su-
perior parietal and frontal cortical regions, that closely over-
lapped the task-related frontoparietal attention network. By
combining the resting-state functional connectivity map for
this network with DTI-based fiber tracking, these authors
demonstrated that the superior longitudinal fasciculus (SLF)
serves as a structural bridge between the parietal and frontal
regions identified in the resting-state data. The tight relation
between functional and structural connectivity observed in
these studies provided initial evidence for the critical role of
white matter pathways in the support of efficient, coordi-
nated processing between distant brain regions.

While results from the multi-modal imaging approaches
described earlier suggest that DTI-measured structural net-
works were consistent with resting-state functional networks,
no direct comparisons across modalities were conducted. Van
den Heuvel and colleagues (2008) directly compared a DTI
measure of the directionality of water diffusion (fractional an-
isotropy [FA]) within the cingulum bundle to the functional
correlation between these regions at rest. In a sample of
healthy young adults, a positive correlation between the
structural and functional measures was evident, such that in-
creasing FA was associated with enhanced functional connec-
tivity at rest.

Honey and colleagues (2009) later combined fMRI, diffu-
sion spectrum imaging tractography of white matter, and
computational modeling, to investigate the way in which
the properties of anatomical networks can account for the
systems-level properties of functional brain networks. These
authors found that although resting-state functional connec-
tivity is variable and frequently present between regions
without direct structural linkage, the large-scale anatomical
structure of the brain constrained the strength, persistence,
and spatial statistics of functional connectivity. Similarly,
Damoiseaux and Greicius (2009) reviewed eight studies that
directly compared intrinsic functional and structural connec-
tivity and concluded that the results exhibited largely conver-
gent findings, which is consistent with a positive correlation
between white matter tract integrity and functional connec-
tivity. Parallel findings were also observed in the primate
brain using a more direct measure of anatomical connectivity:
axonal tract tracing (Shen et al., 2012). Shen and associates
also noted, as did Honey and associates (2009) and Damoi-
seaux and Greicius (2009), that structural mediation of the
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functional connectivity between two regions may be indirect
(i.e., dependent on a third region).

In addition to this general relation between anatomy and
functional connectivity, a more specific relation also exists,
which is relevant for visual attention: Networks for the sour-
ces of attention (i.e., frontal and parietal cortex) and the sites
of attention (i.e., visual sensory cortex) are dependent on the
integrity of relevant white matter tracts. Greenberg and asso-
ciates (2012), for example, correlated fMRI-based measures of
attentional modulation with the strength of structural connec-
tivity between the posterior IPS and subregions of the visual
sensory cortex, during a visual discrimination task. Structural
connectivity was based on a method combining high-direc-
tion reconstruction of the orientation distribution function
(from high angular resolution, diffusion spectrum imaging)
and deterministic fiber tracking. Participants viewed RSVPs
presented across the visual field, but attended to only one
RSVP location at a time. Using this approach, Greenberg
and associates found that attentional modulations in the vi-
sual cortex (i.e., increasing effects of attention from V1 to
V3) were positively correlated with structural connectedness
to the posterior IPS, indicating that white matter tracts be-
tween the parietal and visual cortex may mediate the atten-
tion signals that resolve competition among stimuli for
representation in visual cortex. Bennett et al. (2012) further
demonstrated that DTI-based measures of white matter
tract integrity within the frontoparietal network (e.g., FA
along the genu, SLF, and inferior longitudinal fasciculus;
ILF) predict visual search performance during both feature
and conjunction search tasks. This brain-behavior relation-
ship did not significantly differ across younger and older
adults despite age-related declines in conjunction search per-
formance and in FA along the ILF and genu. Thus, the integ-
rity of white matter within the frontoparietal attention
network provides an anatomical foundation for attentional
performance in younger and older adults.

In sum, intrinsic functional connectivity between widely
dispersed brain regions, comprising both the DMN and the
frontoparietal attention network, is constrained by the integ-
rity of white matter structures as characterized by DTI and
other related techniques. Although resting-state functional
connectivity is variable and may occur between regions with-
out direct structural linkage, the large-scale anatomical struc-
ture of the brain constrains the characteristics of functional
connectivity. Recent evidence suggests that the degree of
structural connectivity within attentional networks (e.g., oc-
cipital to parietal, and frontal to parietal) facilitates the task-
related allocation of attention. Whether the integrity of
white matter structures also constrains task-dependent func-
tional connectivity is unknown.

Individual Differences in Attentional
Network Connectivity

As we have emphasized in the preceding sections, a central
theme of several recent studies of functional connectivity,
using both resting-state and task-dependent measures, is
that connectivity reflects separate but interrelated networks
with distinct functional goals, ranging from the coordination
of search and detection processes in individual trials to the
maintenance of a stable task set across trials (Dosenbach
et al., 2007, 2008; Fox et al., 2006a). The successful clinical
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translation of functional connectivity measures requires that
these measures vary in a reliable manner with developmental
and neuropathological conditions, and several recent investi-
gations suggest that connectivity measures are in fact sensi-
tive to these types of individual differences.

Child developmental differences in brain connectivity

Fair and colleagues (2007) investigated developmental
changes in the frontoparietal and cinguloopercular networks
(Dosenbach et al., 2007) between adolescence and adulthood
(Fig. 5). These authors analyzed the regional correlations of
the fMRI resting-state, time-series data, across three age
groups: 7-9, 10-15, and 20-31 years of age. The frontoparie-
tal and cinguloopercular networks were clearly distinguish-
able in the adults” data, but the children’s data exhibited
three noteworthy differences from the adult layout. First,
although regions within the frontoparietal network were
connected, additional connections were evident in the
children’s data between the frontoparietal and cingulooper-
cular networks. Second, a close relation was present be-
tween a part of the cinguloopercular network and the
frontoparietal network in children. Finally, additional
links between frontal and parietal regions developed with
increased age. Overall, the data demonstrated that with
age, there was segregation of the two networks and inte-
gration of regions within each network. Fair and associates
suggested that this developmental pattern may represent a
learning mechanism by which precursors to adult task
sets are originally derived from more available signals
generated by regions of the more rapidly adaptive control
network (frontoparietal).

This general theme of the developmental segregation
of networks, with concomitant integration of connectivity
within networks, derived from resting-state data, is consis-
tent with other studies that have focused more directly on
the relation between functional connectivity and behavioral
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measures of attentional control. Stevens and associates
(2007) used DCM, with a go/no-go task, to define three re-
sponse inhibition-related functional networks related to
response inhibition, forming a hierarchical, inter-dependent
system. A frontoparietal circuit exerted a top-down influence
over a mediofrontal-striatal-parietal network in adult partici-
pants, but this relationship was absent in adolescents. Fur-
ther, the ability of the frontoparietal network to influence
the other circuit was inversely correlated with the percentage
of false alarm errors on the go/no-go task errors in adoles-
cents, but not adults, suggesting that maturation of top-
down attentional control is associated with behavioral im-
provement on executive tasks.

Focusing more specifically on network engagement during
error processing, Stevens and colleagues (2009a) found evi-
dence for multiple error-processing networks in the brain in
an ICA of task-dependent fMRI data. One of these networks,
associated with greater activity during error responses,
comprised anterior temporal lobe, limbic, and pregenual
cingulate cortex, possibly reflecting an affective response to
errors. This latter network, which was more active in adults
than in adolescents, may reflect the increased ability to
guide ongoing behavior on the basis of a learned emotional
response. More generally, these investigations suggest that
the development of executive ability depends on the ability
of anatomically late-maturing PFC regions to exert control
over other systems (Luna and Sweeney, 2004; Stevens, 2009).

Adult developmental differences
in brain connectivity: resting-state

Investigations of both resting-state and task-based connec-
tivity have also exhibited age-related differences over the
course of adult development, in relation to attention and cog-
nitive functioning. To date, the most consistent finding from
resting-state studies is a decline, during increasing adult
age, in the connectivity within individual networks. In a

B Adults

" precuneus

FIG. 5. The development of two proposed adult control networks involves both the segregation and integration of the brain
regions that comprise them. Graphs formed from putative task-control regions in children and adults. Regions of interest (ROI)
locations are drawn to correspond to topographic brain locations. Right-sided ROIs are displayed on the right and anterior
ROIs at the top of each graph. Resting-state functional connectivity revealed a significant deviation between children and
adults in two previously described control networks (Dosenbach et al., 2007). (A) The top 75 connections in children revealed
that the two control networks were connected by a bridge connection: anterior prefrontal cortex—dorsolateral prefrontal cortex
(aPFC-dIPFC). The dorsal ACC/msFC region was incorporated into the frontoparietal network. Children lacked connections
from the dIPFC to intraparietal sulcus (IPS) and inferior parietal lobule (IPL). (B) In adults, resting-state functional connectivity
revealed two separate control networks. Modified with permission from Fair et al. (2007).
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seminal study of 93 healthy adults who were 18-93 years of
age, Andrews-Hanna and colleagues (2007) examined rest-
ing-state connectivity within both the DMN and dorsal fron-
toparietal networks, using an ROI approach, with primary
visual cortex as a control region. The low-frequency fluctua-
tions were obtained by filtering task-related fMRI data asso-
ciated with a semantic classification task. These authors also
investigated the correlation between the strength of resting-
state connectivity and both behavioral performance and the
integrity of white matter (from DTI).

Across both the DMN and dorsal frontoparietal attention
networks, Andrews-Hanna and colleagues (2007) found
that significant age-related decline was evident in the
strength of connectivity, whereas the connectivity of the vi-
sual cortical regions did not vary substantially with age.
For a group of 40 of the older adult participants who had
completed neuropsychological testing, decreasing DMN con-
nectivity was associated with decreasing performance in tests
representing the domains of memory, perceptual speed, and
executive functioning. Further, within the older adult group,
decreasing DMN connectivity was associated with decreas-
ing white matter integrity, averaged throughout a wide re-
gion, including corona radiata, SLF, and cingulum bundle.
Chen and colleagues (2009) also found that, within a
group of healthy older adults, decreasing white matter in-
tegrity within the genu of the corpus callosum (connecting
left and right PFC) was correlated with decreasing resting-
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state connectivity of a prefrontal network (centered on the
inferior frontal gyrus). Overall, Andrews-Hanna and associ-
ates (2007) concluded that aging is associated with wide-
spread disruption of the DMN and dorsal frontoparietal
attention systems, with minimal disruption within the vi-
sual system. This pattern complements the sequence noted
in the studies of child development, in which the higher-
order systems associated with attentional control are the lat-
est to exhibit functional and structural connectivity (Fair
et al., 2007; Luna and Sweeney, 2004; Stevens, 2009). Thus,
aging may lead to some degree of disconnection of the
structural and functional networks that emerge during the
course of healthy development (Bartzokis et al., 2004;
Davis et al.,, 2009; Madden et al., 2012; O’Sullivan et al.,
2001; Sullivan and Pfefferbaum, 2011).

The trend of age-related decline in resting-state connectiv-
ity has appeared in several other investigations (Biswal et al.,
2010; Damoiseaux et al., 2008; Esposito et al., 2008; Grady
et al., 2010; Tomasi and Volkow, 2012). Most notably, Biswal
and associates (2010) combined the resting-state data sets
from 35 international centers and a total of 1414 research par-
ticipants (the 1000 Functional Connectomes Project), thus
allowing a fine-grained analysis of individual difference ef-
fects. Analysis of these data also revealed an age-related de-
cline in the strength of DMN connectivity, but a new trend
was the presence of an age-related increase in connectivity,
in some regions outside of the DMN (e.g., premotor cortex).
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FIG. 6. Analysis of 913 healthy participants
reveals both age-related increases and de-
creases in resting-state functional connectiv-
ity. Normal aging is associated with
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pronounced decreases (A, left panel) in long-
range functional connectivity density that
map into the default mode network (DMN)
and dorsal frontoparietal attention networks
(B, light blue pattern) and with increases (A,
right panel) that map into somatosensory and
cerebellar networks (B, orange pattern).
Reproduced with permission from Tomasi
and Volkow (2012).
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Tomasi and Volkow (2012) extended these findings, in an
analysis of 913 participants from the 1000 Functional Connec-
tomes Project, using functional connectivity density map-
ping, and graph theory measures, which provided separate
estimation of the hubs (regions with high functional connec-
tivity density) for short-range and long-range functional con-
nections. With this approach, Tomasi and Volkow found that
aging was associated with a decline in connectivity for the
DMN and dorsal frontoparietal attention network (Fig. 6),
as previously observed (Andrews-Hanna et al., 2007; Biswal
et al., 2010; Damoiseaux et al., 2008; Esposito et al., 2008),
but that this decline was more pronounced for long-range
connectivity than for short-range connectivity. In addition,
Tomasi and Volkow found that age-related increases in con-
nectivity were evident for somatosensory and subcortical net-
works. Thus, given sufficient statistical power, both age-
related increases and decreases in resting-state functional
connectivity can be observed.

The Tomasi and Volkow data suggest that the later matur-
ing networks of attentional control (Fair et al., 2007; Luna and
Sweeney, 2004; Stevens, 2009) are among the most vulnerable
to decline with aging. Although the neurophysiological basis
for this adult developmental pattern is not clear, age-related
decline in both glucose metabolism, as measured by PET
(Madden and Hoffman, 1997; Volkow et al., 1998), and in
striatal dopamine D2 receptors (Backman et al., 2000; Volkow
et al., 2000), is most prominent in prefrontal and anterior cin-
gulate cortical regions, which are associated with the dorsal
frontoparietal attention network. The observed increased
connectivity was located in somatosensory regions, which
typically exhibit less age-related functional decline and,
thus, may be candidate regions for compensatory recruitment
for supporting cognitive function.

Meier and associates (2012a) demonstrated that an analytic
method involving the selection of independent variables to
predict the class membership of individual examples (i.e., a
technique termed support vector machine) could successfully
discriminate younger and older adults on the basis of resting-
state network data. The classification was 84% accurate in
classifying individual younger and older adults, and the ma-
jority of the connections used by the classifier came from seed
regions associated with the sensorimotor and cinguloopercu-
lar networks. Positive correlations within both the DMN and
cinguloopercular networks decreased with increasing adult
age, which is consistent with the previously reported age-
related trends (Andrews-Hanna et al., 2007; Biswal et al.,
2010; Damoiseaux et al., 2008; Esposito et al., 2008). Further,
the analyses revealed both an age-related weakening of
long-range connections (Tomasi and Volkow, 2012) and an
age-related strengthening of short-range connections, sug-
gesting that networks become less differentiated during
adult aging (Park et al., 2004).

As noted previously, age-related differences in the correla-
tion between intrinsic functional connectivity and cognitive
performance have been investigated (e.g., Andrews-Hanna
et al., 2007; Chen et al., 2009), but these investigations have
focused primarily on individual cognitive measures. More
complex, attentional tasks, however, typically comprise sev-
eral different task conditions, and a critical issue is the poten-
tial change in the relation between functional connectivity,
across task conditions, and the difference in this correlational
pattern with age. Few investigations addressing this issue
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have been conducted, but initial findings indicate that the
relation between functional connectivity varies reliably across
both adult age and the attentional demands of different task
conditions. Campbell and associates (2012) revealed reduced
intrinsic connectivity within a task-relevant frontoparietal
network for older relative to younger adults during a 1-
back working memory task that required the suppression of
distracting information. This decreased connectivity pattern
for older adults was associated with increased behavioral dis-
traction. Grady and colleagues (2010), however, found that
greater intrinsic connectivity with a frontal seed in the task
positive network (the right dIPFC) predicted improved per-
formance in older adults across four visual tasks represent-
ing: detection, perceptual matching, attentional cuing, and
working memory. Chou and colleagues (2013) recently iden-
tified sets of regions, spanning somatomotor, orbitofrontal,
and subcortical networks, for which increasing intrinsic func-
tional connectivity was associated with faster responding
(lower RT) in a visual search task. Relative to younger
adults, older adults exhibited a lower strength of this RT-
connectivity relation and greater disruption of this relation
by a salient but irrelevant display item (color singleton
distractor).

Adult developmental differences
in brain connectivity: task-dependent

Several studies of adult age-related differences in task-
dependent functional connectivity have also been conducted,
although the results are variable because different tasks en-
gage different networks of cognition. The majority of the find-
ings to date are more directly relevant to the cognitive
domain of memory than to attention. In a study of younger
adults, Gazzaley and colleagues (2007) reported that a visual
association cortex seed region was functionally connected to a
prefrontal region (left middle frontal gyrus) during a working
memory task for sequentially presented scenes. In a related
approach, Clapp and colleagues (2011) found that when a
delayed recognition task for scenes (the primary task) was
interrupted by a secondary task (face categorization), both
younger and older adults exhibited an attenuation of a
scene-relevant component of an occipital-prefrontal network
and an increase in a face-relevant component of the network.
Unlike younger adults, however, the functional connections
associated with the primary task remained weak in older
adults, after the interrupting stimulus onset, suggesting that
task re-engagement is decreased in aging. Other investiga-
tions, focusing more specifically on adult age-related differ-
ences in episodic memory, indicate that age-related declines
in functional connectivity, particularly in medial temporal
regions during encoding, are accompanied by increased
connectivity of prefrontal networks providing additional
top-down resources (Daselaar et al., 2006; Dennis et al., 2008).

Madden and colleagues (2010) addressed age-related dif-
ferences in executive control, by assessing functional connec-
tivity in a cued, task-switching paradigm that required
different forms of semantic categorization for words. From
interspersed cue-only trials, the functional connectivity of
the preparatory processing associated with the cue could be
distinguished from that associated with the target word.
Functional connectivity, within a distributed frontoparietal
network, differed for cue- and target-related processing.
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Critically, the functional connectivity of switch-related re-
gions, during cue processing, was higher for younger adults
than for older adults, whereas functional connectivity during
target processing was comparable across the age groups.
Further, individual differences in cue-related functional con-
nectivity shared a substantial portion of the age-related vari-
ability in the efficiency of target categorization response (drift
rate). This age-related difference in functional connectivity,
however, was independent of white matter integrity within
task-relevant regions. Although individual differences in
white matter integrity accounted for a substantial portion of
age-related variance in the categorization response in this
task (Madden et al., 2009), the mediating effects of functional
connectivity and white matter integrity, in this instance,
were independent of each other.

In a study of top-down visual attention that included both
fMRI and DTI measures, Madden et al. (2007) found that
older adults, but not younger adults, exhibited a significant
correlation between FA and parietal activation, such that
individuals with lower FA of frontal pericallosal white matter
exhibited greater activation of the SPL. Older adults also
exhibited a significant association between increasing parietal
activation and more efficient search performance (lower RT),
but the relation between FA and parietal activation, and
between RT and parietal activation, were independent statis-
tically. In contrast, Bennett et al. (2012) found that increasing
FA within frontoparietal white matter tracts was associated
with lower visual search RT for both younger and older
adults, but that no age-related difference in the FA-perform-
ance relation was evident.

Resolving these discrepant patterns in the initial investiga-
tions of age-related differences in task-dependent connectiv-
ity will require multi-modal investigations that combine
structural imaging, functional imaging, and behavioral meas-
ures of visual attention. In a review of recent studies that have
taken a multi-modal approach, Bennett and Rypma (2013)
have proposed that the relation between structural brain
integrity and functional activation may differ qualitatively
with age, reflecting neural efficiency in the case of younger
adults but neural compensation in the case of older adults
(cf. Davis et al., 2012). In light of previous studies reporting
a correlation between white matter integrity and resting-
state functional connectivity (Andrew-Hanna et al., 2007;
Chen et al., 2009), it is also possible that task-dependent func-
tional connectivity is less related to anatomical integrity than
is intrinsic functional connectivity.

From the studies of child and adult development, it is clear
that changes in the strength and composition of functional
and structural connectivity occur over time. The initial
findings have indicated that the development of efficient at-
tentional control is associated with the segregation of func-
tional networks and the integration of connections within
networks (Fair et al., 2007; Luna and Sweeney, 2004; Stevens,
2009). Some degree of decreased connectivity occurs during
the course of normal aging, although the pattern associated
with aging may not directly mirror the child developmental
pattern, and increased connectivity within and between net-
work components, with age, also occurs (Andrews-Hanna
et al., 2007; Biswal et al., 2010; Tomasi and Volkow, 2012).
Understanding the basis for age-related differences in connec-
tivity of attentional networks will require multi-modal stud-
ies that combine behavioral measures of attention with
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structural and functional indices of brain connectivity (Ben-
nett and Rypma, 2013; Davis et al., 2012; Madden et al,,
2012; Salat, 2011).

Brain connectivity in disorders of visual attention

A promising application of connectivity analyses is the com-
parison between groups of healthy participants and those with
neurological or psychiatric disease. Resting-state data, in par-
ticular, may provide a neuroimaging biomarker for diagnosis
and treatment of neurodegenerative diseases (Anticevic et al.,
2012; Buckner et al., 2005; Corbetta, 2012; Fox and Greicius,
2010; Palop et al., 2006). Greicius and colleagues (2004), for ex-
ample, demonstrated that functional connectivity of the DMN,
as defined by ICA, is decreased in patients with mild Alz-
heimer’s disease (AD) as compared with healthy age-matched
controls during a simple sensory-motor processing task. At the
individual subject level, goodness-of-fit analysis of the DMN
between the groups discriminated patients at a sensitivity of
85% and a specificity of 77%, suggesting that DMN connectiv-
ity may reflect a biomarker of incipient AD.

Investigation of other neurodegenerative diseases indi-
cates disease-specific targeting of functional brain networks.
Seeley and associates (2009) examined functional connectivity
profiles across distinct neurodegenerative syndromes: behav-
ioral variant of frontotemporal dementia (bvFID), semantic
dementia, progressive fluent aphasia, and corticobasal syn-
drome. The syndrome-associated regional degeneration pat-
terns mirrored the intrinsic functional network architecture
in the healthy brain identified with seed-based ICA (with
seeds placed in the cortical region most atrophied in patients
with that syndrome). Zhou and colleagues (2012) used graph
theoretical analyses to investigate how intrinsic connectivity
in health predicts region-by-region vulnerability to disease,
in this same set of syndromes. For each illness, these authors
identified regional “epicenters,” regions whose healthy con-
nectivity profiles most resembled the diseased-specific atro-
phy pattern. Regions that were highly interconnected (i.e.,
with higher “total connection flow”) and that were closer to
the epicenters (i.e., had shorter functional paths to the epicen-
ters) exhibited greater disease-related vulnerability, suggest-
ing that network damage may result from some toxic agent
propagating along network connections.

One of the disorders investigated in both Seeley and col-
leagues (2009) and Zhou and colleagues (2012), bvFTD,
has been associated with functional connectivity disruptions
in a recently identified network known as the “salience net-
work.” Intrinsic coactivations within this network, includ-
ing the ACC, orbito-frontal-insular cortex, and subcortical
structures, are dissociable from an executive control net-
work (within the dorsolateral frontoparietal cortex) and
are related to individual differences in a measure of anxiety
(stressor-associated anticipatory anxiety) (Seeley et al.,
2007). Using ICA, Filippi and colleagues (2012) reported
that resting-state connectivity in bvFTD is decreased in the
salience network, primarily within the anterior cingulum,
as compared to patients with probable AD and healthy con-
trols. Within a right-lateralized network previously associ-
ated with attention and working memory processes, a
divergent connectivity pattern was also observed in
bvFTD versus controls, with decreased connectivity in the
dIPFC and enhanced connectivity in the precuneus. Finally,
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as compared with controls, bvFTD was characterized by de-
creased connectivity between a dorsal attention network
and the DMN, and also an executive control network. Intrin-
sic functional abnormalities present in diseases such as
bvFTD may, thus, represent altered interactions among
many resting-state networks.

Relating these functional connectivity differences to alter-
ations in a relevant behavioral variable is critical for the clin-
ical application of resting-state data. He and colleagues
(2007), for instance, investigated longitudinal functional con-
nectivity changes in stroke patients who exhibited right-
hemisphere lesions leading to spatial neglect, relating these
changes to behavioral disease symptoms (e.g., RT in a spatial
attention task) and severity. Resting-state functional connec-
tivity was estimated by regressing out the deterministic
task-related responses associated with event-related fMRI ac-
tivity in a cued visual target detection task. The authors found
that lesioned areas within the ventral (bottom-up) frontopar-
ietal attention network displayed an expected pattern of dis-
rupted connectivity in patients at both acute and chronic
stages of neglect. The structurally intact dorsal (top-down)
attention network also exhibited reduced connectivity as
compared with age-matched controls in the acute stage, al-
though this effect disappeared with recovery (i.e., in the
chronic stage). Further, the degree of disruption positively
correlated with the ability to reorient attention toward the
neglected visual field in the acute, but not the chronic stage
of neglect. Thus, in line with behavioral evidence (Snow
and Mattingley, 2006), neglect may represent a transient im-
balance between top-down and bottom-up attention mecha-
nisms that can be observed through measures of functional
connectivity.

Structural disconnection of attention-related networks may
also parallel aberrant patterns of brain activation and perfor-
mance. Bonnelle and associates (2012), for example, examined
impairments in inhibitory control during a stop-signal task in
patients with traumatic brain injury. Unlike healthy controls,
patients failed to deactivate the DMN during the task, and the
extent of this effect was predicted by the amount of white
matter damage in a tract within the cognitive control network
(i.e., in a tract connecting the right anterior insula to the pre-
supplementary motor area and the dorsal ACC). Attenuation
of white matter integrity within several tracts (the SLF, the
ILF, and the inferior fronto-occipital fasciculus) has also
been demonstrated in patients with another attentional disor-
der, simultanagnosia (Chechlacz et al., 2012).

Measures of connectivity applied to investigate cognitive
differences across individuals suggest that disconnection of
attentional networks contributes to attenuated cognitive
functioning, and, in extreme cases, to disorders of attention.
A network-based perspective should, therefore, be helpful
in the development of biomarkers which are relevant for
the diagnosis of neurodegenerative disease and the identifica-
tion of healthy networks that may support recovery and reha-
bilitation.

Conclusions

Investigations of brain connectivity have confirmed and
extended task-related studies of mean activation by defining
functional and structural networks of attention. The task-
related studies have revealed a distributed network of fron-
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tal and parietal cortical regions, with separable but interact-
ing patterns of functional connectivity between dorsal and
ventral frontoparietal regions. The directional influence
among regions of the dorsal and ventral components of
the attentional network depends on whether the task-rele-
vant attentional demands are relatively top-down (i.e., dor-
sal) or bottom-up (i.e., ventral). These attention-dependent
patterns of brain activity, however, are also distinguishable
during resting-state measures of the spontaneous, low-
frequency fluctuations in the fMRI signal, obtained in the
absence of a specific behavioral task. That is, intrinsic func-
tional connectivity among attention networks is both reli-
able and distinct from the intrinsic connectivity among
other (default-mode) regions whose activity is suppressed
during attentional processing. A constraint on functional
network connectivity is anatomical connectivity, and indi-
vidual differences in the integrity of white matter pathways
appear to converge with the predicted anatomical connec-
tivity for intrinsic functional networks. A critical challenge
for future research is defining the relative roles for structural
and functional (task-related and intrinsic) connectivity in
different forms of attention.

Research on individual differences in connectivity has
demonstrated that the development of efficient attentional
control throughout childhood and adulthood is associated
with the segregation of intrinsic functional networks and
the integration of connections within networks. With increas-
ing age in adulthood, some degree of decreased connectivity
occurs, although this pattern may not directly mirror the child
developmental pattern, and increased connectivity within
and between network components is also evident with
aging. Individual differences in the integrity of white matter
pathways may contribute to these age-related effects. Simi-
larly, in the context of neurodegenerative disease, intrinsic
functional connectivity networks appear to interact in a
reliable manner with different attentional demands, and
neuropathology appears to lead to disconnection among net-
works identified in normative studies. Thus, understanding
brain connectivity of visual attention may contribute to im-
proved biomarkers for diagnosis and treatment. The success
of this clinical translation, however, will require continued
advances in understanding the relation between structural
and functional indices of brain connectivity, in relation to
visual attention performance.
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