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Abstract
Biomarkers are the measurable characteristics of an individual that may represent risk factors for a
disease or outcome, or that may be indicators of disease progression or of treatment-associated
changes. In general, the process by which biomarkers, once identified, might be translated into
clinical practice has received scant attention in recent psychiatric literature. A body of work in
diagnostic development suggests a framework for evaluating and validating novel biomarkers, but
this work may be unfamiliar to clinical and translational researchers in psychiatry. Therefore, this
review focuses on the steps that might follow the identification of putative biomarkers. It first
addresses standard approaches to characterizing biomarker performance, followed by
demonstrations of how a putative biomarker might be shown to have clinical relevance. Finally, it
addresses ways in which a biomarker-based test might be validated for clinical application in
terms of efficacy and cost-effectiveness.
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Introduction
Recent reports highlight the profound limitations of existing treatments in psychiatry, as
well as the challenges faced in the development of novel treatment.1-4 As a means of
speeding the development and study of new interventions, there has been growing
enthusiasm for the application of biomarkers, defined as features of an individual or
organism that may be measured objectively and that indicate a normal biological process, a
pathogenic process or an indicator of response to an intervention.5 Biomarkers may
represent risk factors for a disease or outcome, or they may represent indicators of disease
progression or treatment-associated changes. Biomarkers may also be considered in the
framework of mediators and moderators of treatment response.6-7 In this context, a mediator
is part of the causal link between an intervention and an outcome—it explains how or why
an intervention mediates an outcome. A moderator affects the relationship between
intervention and outcome. Although biomarkers are usually taken to refer to explicitly
‘biological’ markers such as genomic or proteomic variation, or imaging or other
physiologic measures, in principal, survey measures or rating scales could also represent
candidate biomarkers.
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To date, in neuropsychiatric disorders, much of the focus has been on biomarkers as
surrogate outcome measures—most notably in Alzheimer’s disease, where clinical trials are
typically large, long and expensive because of the modest effect sizes with current
therapeutics. Rather than a 6-month study relying on batteries of cognitive tests, a shorter
study might be possible that examines changes in particular cerebrospinal fluid markers of
Alzheimer’s disease—if such markers could be demonstrated to be surrogates for, and
potentially mediators of, clinically meaningful outcomes.8

Other potential applications of biomarkers lie in the confirmation of diagnosis and in the
prediction of treatment outcomes. Such tools might reduce the uncertainty prevalent in
clinical practice, ensuring that patients receive treatments that are most likely to be safe and
effective for them. In doing so, they might also facilitate more efficient and reliable clinical
trials and speed the development of new treatments, for example, by allowing trials to focus
on patient groups that are most likely to benefit from a particular intervention. These
applications for diagnosis and prediction represent the focus of this review.

Notwithstanding this recent renewal in enthusiasm, the notion of biomarkers is not new in
medicine or psychiatry in particular. Experience with the dexamethasone suppression test
three decades ago, however, suggests the need for a careful consideration of consequences
when biomarkers are translated into practice. In brief, after initial reports that increases in
cortisol levels following a dose of dexamethasone (the ‘challenge’) were associated with
major depressive disorder, or with a resolution of symptoms,9 the dexamethasone
suppression test rapidly became an accepted diagnostic procedure in clinical settings.
Remarkably, there was little initial consideration of its reliability, validity or utility: Did it
consistently measure anything? Was that measure truly associated with depression? Was its
information ‘actionable’ in clinical practice? A subsequent back-lash underscored the
profound limitations of this much-heralded biomarker,10 even though evidence has
continued to accumulate that hypothalamic-pituitary-adrenal (HPA) axis abnormalities may
well be implicated in the pathophysiology of mood disorders.11-12

In general, the process by which biomarkers, once identified, might be translated into
clinical practice has received scant attention in recent psychiatric literature. Notably absent
from the discussion is consideration of how a biomarker might be validated and shown to be
clinically useful. Beyond the lessons of the dexamethasone suppression test, the slow pace
of clinical change in disorders such as Huntington’s disease, in which robust biomarkers
have already been identified, argues that translation into clinical practice is not always
straightforward. On the other hand, more than 40 Food and Drug Administration (FDA)-
approved medications currently include labeling that refers to biomarker testing, with many
more under review.13

A body of work in diagnostic development suggests a framework for evaluating and
validating novel biomarkers; however, this work may be unfamiliar to clinical and
translational researchers in psychiatry. Therefore, this review focuses on the steps that might
follow the identification of putative biomarkers. It first addresses standard approaches to
characterizing biomarker performance. Next, it discusses how a putative biomarker might be
shown to have clinical relevance. Finally, it addresses ways in which a biomarker-based test
might be validated for clinical application—that is, how a tool might be shown to impact
clinical outcomes—in terms of efficacy and cost effectiveness.

Approach to biomarker-based tests: discrimination and calibration
When two groups such as treatment responders and non-responders are compared, the notion
of statistical significance does not necessarily imply clinical significance. The former
describes differences, on average, between groups, which may be greater than that expected
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by chance, but reveals nothing about whether the observed differences are likely to be
clinically useful. (Of course, small differences could still be scientifically useful and could
lead to the development of measures or interventions that are clinically useful). A better
metric familiar to clinical investigators is effect size—what is the magnitude of the
difference between groups? This measure may be standardized (for example, divided by
standard deviation) to indicate the size of the effect relative to the variability across a
population and to facilitate comparison of studies that utilize different measures. (Another
measure of effect, that is, the number needed to treat (NNT), is discussed further below). In
the context of genetic studies, effects are often expressed in terms of odds ratios or
population attributable risk—that is, the proportion of cases in a population that would be
eliminated in the absence of a particular variant. However, these two measures of effect
have important differences: the latter is dependent upon the prevalence of the risk marker in
a population. Population attributable risk is commonly used to examine public health
implications of a particular environmental risk.14 In complex genetic diseases, even the most
successful investigations of common variance have, to date, yielded modest estimates of
attributable risk, a phenomenon referred to as the problem of missing heritability.15 Finally,
biomarkers may be described in terms of variance explained—the proportion of variation in
a measure (for example, of disease risk) explained by a biomarker or by a model
incorporating biomarkers.

Discussions about how large an effect is ‘enough’ in the abstract are unlikely to be helpful
because they isolate a biomarker from its possible application. An instructive example is the
test for Stevens–Johnson Syndrome risk among Asian patients treated with carbamazepine,
which is referenced in the package insert for this drug.16 Among Asian individuals who test
positive for the HLA-B*1502 allele, only ~10% will develop serious rash.17 However, even
though the risk of rash is low in objective terms in the test-positive group, the test was still
held to be valid enough in identifying individuals who can be safely treated with
carbamazepine.

As the example suggests, it is often more useful to describe biomarkers in terms of their test
properties, which could then be used to estimate their potential utility. When characterizing
the performance of a diagnostic measure, most studies emphasize discrimination—that is,
how well does a test distinguish between those with and without an outcome of interest?
Even when a test yields a continuous measure, a threshold is typically applied to distinguish
those in the normal versus abnormal range; although statisticians may complain about loss
of precision when a continuous variable is dichotomized, medicine often requires such
Boolean logic.

The traditional means of examining discrimination is in terms of a 2 × 2 table considering
the test result (positive or negative) and true status (disease positive or disease negative). For
tests that yield a continuous outcome (such as probability of an event), results are
dichotomized according to a predefined threshold. For example, for hemoglobin, a particular
threshold might be defined as ‘normal’ versus ‘low’ for the purpose of constructing a 2 × 2
table. This table yields four groups: the ‘true-positive’, ‘false-positive’, ‘true-negative’ and
‘false-negative’ groups; by relating the four groups, various indices of test performance can
be derived. Of these, the most commonly considered are sensitivity—proportion of true
positives labeled as positive—and specificity—proportion of true negatives labeled as
negative. More interpretable in a clinical context is positive predictive value (PPV)—that is,
the proportion of individuals with a positive test who actually have the disease—and
negative predictive value—that is, the proportion of individuals with a negative test who do
not have the disease. The example of carbamazepine and Stevens–Johnson syndrome
reflects a PPV of 10% and a negative predictive value close to 100%; the latter
characteristic, as much as the former, contributes to its clinical relevance.
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However, a key distinction from sensitivity and specificity is that PPV and negative
predictive value are dependent on the prevalence of the outcome being predicted. In this
context, a relatively specific test for a disorder may still yield a low PPV if the disorder is
rare in a particular population—for example, a problem with early human
immunodeficiency virus (HIV) testing in low-risk groups. More generally, all these
parameters refer to the performance of a particular test in a particular population. A test may
yield poor results in an unselected population but demonstrate better discrimination in a
more focused (for example, high risk) population. Notably, sensitivity and specificity also
represent a trade-off. A test developer might select a threshold value on the basis of the
test’s desired application—for example, focusing on sensitivity when the consequence of a
false negative is particularly great, such as prediction of a serious adverse effect.

To describe the overall performance of a test across a range of cutoffs, and using a single
measure, sensitivity can be plotted against 1—specificity for a range of cutoff values,
generating a receiver operating characteristic (ROC) curve. That is, for every possible cutoff
point of a test result, what is the resulting sensitivity and specificity? The area under the
ROC curve (AUC) provides a summary measure of test discrimination, which may be
interpreted as the probability that a case will be scored (ranked) higher than a control if pairs
of cases and controls are picked at random. An uninformative test would have an AUC of
0.5—that is, it discriminates at the level of chance. A perfectly discriminating test would
have an AUC of 1. Figure 1 illustrates two examples of ROC curves—the curve at the
bottom, close to 0.5, has little discriminative ability, whereas the one at the top, close to 1,
discriminates substantially better. Unfortunately, discussions of AUC often fall into the
same trap as those of attributable risk or PPV: they presume that a particular value such as
0.8 is necessary for a ‘good’ test. As discussed below, in some circumstances where the
clinical decision represents a ‘toss-up’, even a modest improvement in prediction may be
useful. Moreover, although two markers can be directly compared in terms of AUC, in some
circumstances, a test with a smaller AUC may actually be more helpful, as AUC refers to
the entire curve whereas a clinician cares about a single cutoff point selected from the curve.
Finally, in models predicting disease risk, the maximum AUC that may be achieved—for
example, by combining across many common genetic variants to derive a polygenic risk
score—depends on disease penetrance and heritability and thus varies widely (for further
discussion of this emerging area, see Wray et al18). A mathematical framework for relating
many of the standard measures of discrimination, based on consideration of disease
probability and variance explained, has recently been described.19

The focus on the ability of a test to correctly classify outcomes also ignores another
characteristic of tests—namely, calibration—which may be particularly relevant for
predicting future events.20 Calibration refers to the ability of a test to estimate risk
accurately—that is, to estimate probabilities that closely match those observed in reality. For
longer-term outcomes such as experiencing recurrence of mania or developing diabetes
mellitus after treatment with an atypical antipsychotic, knowing that some-one’s risk is 80%,
compared with 40%, may well have substantial value, even if a test cannot perfectly
distinguish individuals who have a particular outcome. (In contrast, for classifying
diagnosis, discrimination may be more important; stating that one’s risk of being pregnant is
80% does not seem particularly useful: one is either pregnant or not pregnant). A simple
way of presenting calibration data is by plotting observed versus predicted outcomes. For
example, subjects may be divided into quintiles or deciles of risk, and the proportion of
outcomes in each group may be plotted against what is predicted. Figure 2 indicates the
calibration of a prediction model (in this case, for likelihood of treatment resistance in
antidepressant use)—the estimated number of events among those in each quintile of risk
corresponds well to the actual number of events observed, indicating good calibration.
Interestingly, simulation studies show that a well-calibrated test generally cannot be
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perfectly discriminative, indicating that a trade-off may be required in diagnostic
development.21 Figure 3 shows a hypothetical test that has excellent discrimination (left
panel)—that is, the AUC is very close to 1. However, calibration (right panel) is poor: there
is only modest correspondence between the predicted number of events and the actual
number of events, particularly in the mid-range of the test.21

The role of reclassification
The test parameters addressed so far assume that the alternative is no test at all—that is,
treatment as usual. However, in some cases, useful biomarkers already exist, even if they are
not considered as such. One example of such a marker in psychiatry might be anxious
depression: the presence or absence of anxiety appears to be a predictor of differential
antidepressant response.22 Outside of psychiatry, the use of risk stratification models in
clinical practice is well established. An example is the venerable Framingham Risk Score,
which predicts cardiovascular outcomes on the basis of sociodemographic and laboratory
studies.23 Therefore, rather than attempting to replace these prediction models, biomarker
studies try to improve upon them—that is, the value of a new marker is considered in terms
of its improvement in test performance and not on the basis of its performance in isolation
(that is, in a univariate model). An example of such model building is the Reynolds Risk
Score,24 which attempts to improve upon the Framingham score in predicting cardiovascular
risk in women rather than simply reporting individual predictor variables.

One approach to examining a new biomarker would be to consider it solely in terms of
improvement in discrimination, typically by an increase in AUC; two AUC measures can
simply be tested for statistically significant differences. However, a single marker with
strong evidence of association with an outcome in univariate analysis, even with a large
odds ratio, may have very modest effects on AUC.25 Nevertheless, in many cases, a new
marker may substantially improve test accuracy without changing AUC through an
improvement in calibration, as noted above.

An alternative means of examining the value of a new marker is to explicitly consider its
impact on existing classifications—that is, the extent to which it leads subjects to be
reclassified more accurately. For defined categories, this is the net reclassification index,
which reflects higher-risk subjects correctly moving to higher-risk categories and vice versa;
an extension of this measure that does not require predefined categories is the integrated
discrimination improvement.26 An example of the utility of considering the net
reclassification index comes from a report by Kathiresan et al.27 examining the addition of
genetic markers of risk for cardiovascular events to clinical predictors. In that study,
individual single nucleotide polymorphism (SNPs) were associated with lipid levels with P-
values as low as 3 × 10−21, and a risk score derived by simply counting the number of risk
alleles was strongly associated with cardiovascular outcomes. However, the addition of this
risk score to a clinical prediction model yielded no change in discrimination—that is, the
AUC was 0.80 with or without genetic predictors. Notably, consideration of the net
reclassification index indicated that the genetic predictors did significantly improve risk
classification. Subjects who subsequently developed cardiovascular disease were more
likely to be moved into higher-risk categories when genetic risk was included, whereas
subjects who did not develop disease were more likely to be moved into lower-risk
categories.

Unfortunately, to date, very few risk models have been validated in psychiatry;28 therefore,
there is little to improve upon. Nevertheless, a notable finding in the risk models reported to
date is the value of combining novel biomarkers with existing clinical predictors (for
examples outside of psychiatry, see Pencina et al.,26 Kathiresan et al.27 and Seddon et al.29)
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rather than expecting a biomarker to simply replace clinical assessment. The example of
cardiovascular disease also suggests that relying on discrimination alone, as indicated by
AUC, could lead investigators to overlook clinically meaningful additions to risk models.

Pitfalls in describing test performance
The metrics of performance of a test rely on some comparison between the observed
outcome and the predicted outcome, such as disease or treatment response. However, if the
outcome cannot be accurately measured—that is, if the gold standard is imperfect—this will
yield a ceiling effect in test performance. As an example, the ability of a test to distinguish
bipolar disorder from major depressive disorder cannot exceed the ability of the structured
interview used to confirm diagnosis in order to make this distinction.

Another limitation in interpreting test performance is the aptly named problem of optimism.
When a model is fit to a particular data set, it is likely to incorporate the characteristics of
the data set that actually represent chance variation and that are unique to those data. For
example, if all patients born in January happened to have poorer outcomes in a given data
set, the month of birth might be incorporated in a model, improving the fit of the multi-
variable model for the data. This aspect of modeling is referred to as overfitting and leads to
predictions about model performance that are overly optimistic—that is, inflated.30 The
tendency of a model to be overfit depends on the manner in which that model has been
created—different approaches (for example, logistic regression, neural networks and support
vector machines) have different strengths and weaknesses in this regard. It also reflects a
phenomenon referred to as the ‘curse of dimensionality’—the increasing risk of false-
positive results as more tests for associations are conducted, whether because of multiple
phenotypes or as a result of multiple putative predictors.

The problem of overfitting has been a particular problem in psychiatric biomarker studies in
which cohort collection is labor intensive. After identifying univariate associations, the
temptation to estimate their ‘real-world’ prospects by model building in the same data set is
high. An example of this is a genome-wide association study of antidepressant response
among hospitalized patients with major depressive disorders.31 After identifying the top
markers associated with outcome, the investigators showed that, when those markers were
combined and examined in the same data set, they were highly predictive of outcome,
yielding P-values on the order of 1 × 10 −19. However, the strength of association was far
weaker when an independent cohort of patients was added, likely illustrating overfitting in
the original model.

To obtain more accurate measures of model performance, a standard approach is cross-
validation—partitioning a model into multiple subsets, building models in subsets and
examining performance in the other subsets. Particularly for smaller data sets, such
estimates will continue to be optimistic. A far better alternative is to build a model on a
‘training’ subset of data (typically, although not necessarily, randomly selected two-thirds of
the data) and estimate model performance in the remaining, independent ‘testing’ subset.
Note that cross-validation can still be usefully applied for model development within the
original training subset. The disadvantage of this alternative, of course, is that it is less
efficient, requiring some data to be set aside for validation. Moreover, because both cohorts
are drawn from the same population, this approach does not fully protect against overfitting.
The optimal measure of performance entails the use of a fully independent data set—for
example, a different population of patients32—although such independent data sets may be
challenging to identify.

A related challenge in understanding test performance comes from the recognition that tests
may perform differently depending upon the population investigated. Biomarkers are often
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identified initially in highly selected groups such as research patient populations, which may
be poorly representative of general clinical populations. The problem is analogous to that of
efficacy versus effectiveness: How well does an intervention work in randomized controlled
trials (RCTs), versus ‘the real world’? In a large effectiveness study of major depressive
disorder (MDD), which did not utilize advertising or traditional inclusion criteria, only 22%
of participants would have been eligible for a typical randomized trial.33 In general, both
treatments and tests often fare more poorly in the wilds of the clinic, where there are far
more co-occurring medical and psychiatric conditions, medication interactions and other
obstacles to treatment adherence. A test designed to predict antidepressant efficacy based on
a randomized trial will perform poorly in clinical populations in which ~50% of patients do
not consistently ingest the antidepressant,34 unless it incorporates predictors of adherence as
well.

A particular concern about generalizability relates to ethnic differences. To minimize the
risk of spurious results due to population admixture (that is, confounding), many genetic
association studies have focused solely on a single population, typically but not always
comprising Caucasians. Thus, it is likely that the informativeness of tests developed for this
population may be substantially lower in non-Caucasians, which could further exacerbate
disparities in care if, for example, tests are found to be cost-effective only in particular
groups.35

Determining test utility
An adage of clinical practice holds that it is not worth ordering a test if the results will not
influence patient management—that is, if the test is not actionable. A biomarker may be
shown to be extremely precise in its prediction, but if it does not lead to a change in the
clinician’s or patient’s behavior its clinical value is dubious. In contrast, there are many
circumstances in medicine in which two treatment strategies have similar utility—the
decision is a toss-up.36 In some scenarios, even modestly discriminative tests may be
useful,32 shifting behavior from one strategy to another. A commonly applied risk model for
invasive breast cancer, for example, has an AUC of < 0.6 in some studies.37-38 This is the
reason that trying to specify an arbitrary threshold for clinical utility—say, 95% sensitivity
or specificity39—oversimplifies the case.

Of course, biomarkers have an abundance of other potential applications—for example, in
guiding investigations of pathophysiology in vitro or in drug development; however, for
clinical application, they must potentially move the posterior probability across a threshold
at which behavior would change. For example, suppose a health-care system decides that
any depressed patient with at least a 70% chance of being treatment resistant will be referred
for cognitive-behavior therapy. Unless a test has the possibility to move (that is, reclassify)
some patients into or out of this high-risk group, it will not be useful, at least in the context
of referral for cognitive therapy. Many current examples of the importance of
reclassification relate to cardiology or oncology, where a specific threshold for risk is often
applied to determine which patients should receive more intensive follow-up or particular
interventions. Therefore, a diagnostic that reclassifies subjects across this threshold more
accurately (that is, one in which the net reclassification index is high) would be likely to be
valuable.

In considering the potential application of a biomarker, the distinction first drawn in
oncology between ‘prognostic’ and ‘predictive’ tests is useful. Prognostic tests are those that
yield information about outcomes such as recurrence independent of treatment, whereas
predictive tests yield information that may influence treatment selection itself.40 Tests that
lack treatment specificity have been criticized as unlikely to be helpful clinically, giving
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patients and clinicians more reason to feel pessimistic about the course of illness.41 For
example, pharmacogenetic studies that include only a single medication or medication class
may identify moderators associated with poor outcome in general, rather than moderators of
outcome specific to a treatment. On the other hand, in oncology, prognostic tests may still be
useful in determining the intensity of treatment for the prevention of recurrence, even if they
do not predict the specific chemotherapy regimen required. By analogy, a predictor of high
risk of subsequent manic episodes might not dictate a specific pharmacotherapy but might
dictate closer monitoring of symptoms, addition of structured psychosocial treatment or
willingness to consider combination medication treatments.

Notably, although behavior is most often considered in terms of the clinician—that is, does a
test change the clinician’s behavior—this need not be the case. A test that improves the
patient’s adherence—even if it does not change treatment strategy—might still have value,
because it changes the patient’s behavior. An ongoing investigation of statin use
(AKROBATS; http://www.clinicaltrials.gov) addresses this possibility, hypothesizing that
individuals who are aware that they carry cardiovascular risk variants will be more likely to
adhere to treatment. Likewise, a biomarker might also have value in helping individuals plan
for the future, although the thresholds for action here are more difficult to define and
characterize. Testing for BRCA1 and 2, or for expanded Huntingtin alleles, might fall into
this latter category. It is noteworthy that, in the absence of education about how to interpret
test results, it is also possible that testing may adversely affect outcomes. Anecdotally, for
example, many clinicians believe that patients with CYP450 2D6 alleles that cause them to
be poor metabolizers must not be treated with medications that are 2D6 substrates, rather
than simply adjusting the dose42—which might lead them to overlook potentially efficacious
interventions.

Two key tools in considering the potential usefulness of a novel diagnostic are decision
analysis and cost-effectiveness analysis (CEA). In the former, by estimating outcome
probabilities and assigning value (utility) to particular outcomes (remitted depression,
depressed mood and death), different testing and treatment strategies can be compared. For
example, a strategy in which all schizophrenia patients receive the same antipsychotic
treatment might be compared with one in which they are tested and then assigned to
treatment on the basis of test results.43 It might seem that any test with some degree of
accuracy would be useful; however, it is to be noted that tests may have substantial financial
costs as well as consequences in terms of utility—for example, if more patients undergo
painful, risky or expensive procedures as a result. Indeed, this is a major consideration in,
for example, debates on the frequency and mode of screening for prostate or breast
cancer.44-47

CEA is an important extension of such models that incorporates not just utility but also
explicit monetary costs while comparing strategies.48 After constructing a decision tree
including alternate strategies and outcomes, the cost of each strategy can be calculated and
compared. For example, to model the potential cost-effectiveness of a test for selective
serotonin reuptake inhibitor (SSRI) responsiveness, a decision tree compared testing before
treatment with testing after an initial treatment failure and with not testing at all.49 This set
of tools is extremely useful to policymakers in cost-constrained environments and also
allows questions like ‘how big an effect size matters’ to be answered in concrete terms. Key
to such analyses is the availability of reliable cost data and the ability to estimate other
parameters (for example, risk of 1-year recurrence in a general population of individuals
with major depression). In large health-care systems, it may be possible to estimate the value
of an intervention in that system by incorporating known parameters derived from billing
data. Nevertheless, given the difficulty in obtaining precise estimates of parameters, CEA
typically presents a ‘base case’ (that is, the results with the initial model), as well as a
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sensitivity analysis that examines the effects of varying multiple parameters. Often, the
sensitivity analysis is the most valuable portion of the analysis as it identifies the key
features that will determine the value of a biomarker in a given context. Numerous tools are
available to facilitate decision analysis and CEA.50

An often-overlooked aspect of CEA is the fact that it may help in identifying alternative
strategies that may be ‘dominating’—that is, more cost-effective. For example, the
application of CYP450 testing while prescribing antidepressants has received considerable
attention.51-52 Rather than trying to identify non-wild-type drug metabolizers, however, it
may be more cost-effective simply to treat with antidepressants for which common CYP450
variation has little or no effect. (The notion of a dominating choice also affects the potential
usefulness of test validation study designs; see below.)

In lieu of CEA, an increasingly popular strategy is to report the effects of an intervention in
terms of NNT—that is, how many individuals need to be treated to prevent a single outcome
—which is another form of effect size. For example, the UK’s National Institute for Health
and Clinical Excellence has suggested that an NNT threshold of 10 or less is required for
clinical significance. The same concept can be applied to examine a biomarker, yielding a
‘number needed to test’ in order to achieve or prevent a particular outcome. NNT is
straightforward to calculate from case-control data, as it represents 1 over the difference in
risk for an outcome between two strategies. If the risk of antidepressant-associated mania
was 10% at baseline, and 5% following a test, NNT would be 1/(0.1–0.05) or 20—that is, it
would be necessary to test 20 patients to prevent one instance of antidepressant-associated
mania. However, the implications of a given NNT still depend on the context, particularly in
terms of the utility/expense of the outcome and the expense of the test. NNT may therefore
be most useful for comparing similar strategies (for example, two alternative genetic tests
for antipsychotic-associated weight gain).

Prospective studies of test utility
The path to demonstrating that an intervention has efficacy in medicine is well trodden and
usually culminates in RCTs. Although there is a prelude—smaller, ‘proof-of concept’
studies—and a concluding act—real-world-effectiveness or cost-effectiveness studies, or
‘predictor’ studies to determine whether subgroups respond preferentially—the RCT is the
main attraction.

For diagnostic tests, the path to validation is less clear. Initial confirmation of association
between the biomarker and the outcome of interest, such as diagnosis or treatment response,
may be a relatively simple matter of collecting a replication cohort. However, simply
confirming that a test measures what it purports to measure is only the initial step in the
validation process; obtaining a more precise estimate of test performance and showing that
the test changes behavior in a meaningful way are also required. That is, the focus shifts
from ‘is it real’ to ‘is it useful’. Figure 4 depicts multiple strategies that may be considered
for validating a biomarker for clinical application. The most straightforward approach is an
RCT in which one test might be compared with another test, with a clinical ‘gold standard’,
or with usual clinical practice. This approach is typically referred to as the ‘biomarker-
strategy’ design (Figure 4a) as it compares two (or more) strategies, at least one of which
does not utilize the biomarker. For example, a marker for antidepressant response might be
compared with clinical judgment alone, with individuals at risk for SSRI non-response
receiving a non-SSRI antidepressant as first-line treatment. However, studying biomarkers
prospectively with RCTs poses certain scientific risks, most notably when the field itself is
advancing at a rapid pace. For example, a study of warfarin metabolism that used a single
marker (CYP2C19) to determine optimal warfarin dose for anticoagulation would become
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essentially obsolete as soon as an additional marker useful for prediction (VKORC1) is
identified. Similarly, studies using the serotonin transporter polymorphism for
antidepressant selection became potentially less relevant as the value of this biomarker came
into question.53

A second challenge in the biomarker-strategy approach is the fact that larger sample sizes
will often be required to achieve adequate statistical power. The key problem here is that, in
many cases, the biomarker-driven strategy and the non-marker-driven (default) strategy will
be the same, rendering these subjects essentially uninformative. (So, for example, only those
for whom a test dictates not receiving SSRI treatment would contribute to detection of a
difference from treatment as usual in which all subjects receive SSRI treatment.) As a rough
estimate, a comparison of sample size requirements in oncology studies found that sample
size requirements were 2–3 times greater in the biomarker-strategy approach, in which 30–
50% of the cohort carried the marker of interest.54 To minimize the diluting effect of test
results that do not change behavior while retaining the biomarker-strategy design, it might
be possible to contrast outcomes only among subjects in whom the test is, or would have
been, informative—that is, to contrast test-positive subjects who did or did not receive
assay-guided treatment.

Another concern with this approach is that it may not be possible to distinguish an effective
biomarker from a more effective treatment strategy, as the comparison includes differences
in both diagnostic and treatment. That is, if the biomarker-strategy approach includes a
treatment that is more effective, regardless of biomarker status, it may indicate greater
efficacy for that strategy even if the biomarker is actually uninformative. This problem is
equivalent to the dominating treatment option already described. Consider, for example, a
biomarker-strategy study that compares valproate treatment (for all patients) with a gene-
guided test that triages a subset of patients to lithium in lieu of valproate. If lithium is more
efficacious than valproate, this study would show the test-guided strategy to be superior
even if the marker itself is not, as it leads to more patients receiving the more efficacious
option.

Importantly, rather than traditional efficacy measures (or in addition to such measures), a
biomarker trial might focus on the clinician’s behavior. For example, a less resource-
intensive strategy is to examine changes in the physician’s behavior as a short-term proxy
measure. That is, one might ask, ‘Did the availability of the biomarker cause physicians to
behave differently than they otherwise would have?’ This information may be obtained
simply by asking clinicians to report their treatment choice before receiving results, and then
after receiving results. Ideally, such studies would be randomized at the level of the patient,
physician or clinic. Although influencing behavior might be a prerequisite for a useful test, a
matter of concern about this approach is that it makes the (large) assumption that the
physician’s behavior changes in a manner that improves patient outcomes.

A key question to be answered is whether randomization is necessary and feasible in all
cases. In lieu of an RCT, it may sometimes be reasonable to consider historical controls—as
was done, for example, in the ‘D-04’ component of the FDA registration trial of vagus nerve
stimulation for major depressive disorders,55 where outcomes were collected for a
comparable cohort of treatment-resistant subjects who did not undergo the procedure.
Similarly, in another study, outcomes were compared between subjects who received
warfarin doses according to the results of a genetic test for warfarin metabolism and a
matched group of patients who received treatment the previous year but who were otherwise
similar in terms of risk; outcomes were markedly improved among the test-guided group.56
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Some authors question whether a prospective trial is necessary at all to validate a biomarker.
Where large prospectively studied cohorts exist, an alternative is the ‘retrospective–
prospective design’57 (Figure 4e). In this approach, a putative biomarker is examined
retrospectively in terms of prospectively measured outcomes. The utility of a novel predictor
of recurrence risk might be examined in a completed study in which biomaterials such as
DNA have been banked. It should be emphasized that this is fundamentally different from
the exploratory approach typical in such studies. Here, a predefined biomarker is examined
in an independent data set. Otherwise, where a marker is derived and validated in the same
data set, the risk for overly optimistic estimates of test performance is high (see overfitting,
above). The retrospective–prospective approach depends on the availability of these large
cohorts, with treatment trials at least somewhat representative of real-world strategies. The
recent emphasis on real-world ‘effectiveness’ studies has yielded multiple psychiatric
cohorts that may be amenable to this approach. Ongoing efforts to create repositories for
biomaterials in psychiatry will also facilitate these analyses.

The retrospective–prospective approach could be considered particularly in early
intervention or in ‘at risk’ populations, where the goal is to identify individuals at high risk
for a given disorder and potentially intervene for primary prevention. A major logistical
challenge in these studies is the long follow-up period. At present, these studies tend to
focus on individuals ‘at risk’ based not only on family history but also on the emergence of
some symptoms. Unfortunately, this approach does not require individuals to be truly
presymptomatic or predisease at entry—they may no longer be at risk but may actually be in
the early stages of illness. For example, a sleep disturbance may represent the initial
symptoms of a major depressive episode rather than be a true predictor of subsequent
episodes.

Validating drug–diagnostic combinations
A special case of biomarker development arises when a diagnostic is developed in parallel
with a novel treatment, with the intention of marketing the two together. To date, these
circumstances often arise when a proof-of-concept or phase 2 study fails to achieve its
primary goal, but post hoc analysis suggests a subgroup with a particularly good (or poor)
response. For example, in a phase 2 study of bapineuzumab for mild-to-moderate
Alzheimer’s disease in which the drug was not superior to placebo, an exploratory analysis
suggested benefit in the subset of patients who were APOE4 epsilon-4 non-carriers.58 Two
design possibilities for follow-on investigations include biomarker-enriched (Figure 4b) and
biomarker-stratified (Figures 4c and d) approaches.54,59,60

Clinical investigators describe a trial with an enriched design as one in which the study
population is selected on the basis of a particular feature, such as responsiveness to
medication. Thus, studies in which all subjects first receive open treatment with an atypical
antipsychotic, and are then randomized to remain on treatment or discontinue it, would be
said to be enriched for acute treatment tolerability and response—subjects unable to tolerate
and remain stable on acute treatment would not enter the subsequent trial. The biomarker-
enriched design makes a strong assumption about biomarker effects: only subjects who test
positive for the marker are enrolled and randomized. In psychiatry, one of the first
suggestions of this approach was to use variation in the serotonin transporter (SLC6A4)
promoter region to identify likely placebo non-responders in antidepressant treatment
studies suffering from major depressive disorders and in this way increase drug–placebo
differences. Preliminary data indicated that enriching for subjects not carrying the ‘short’
allele of SLC6A4 in antidepressant trials would better separate drug and placebo,61 although
these data were neither published nor replicated.
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A recent example of this approach was an investigation of buspirone and melatonin in
anxious depression,62 in which the presence of anxiety assessed on a rating scale can be
considered as a simple (if low tech) biomarker. Anxiety was anticipated to be a moderator of
the association between treatment and outcome. That is, the study made the assumption that
placebo-like response was likely to be lower in individuals with anxiety and therefore
enriching for this group would maximize drug–comparator separation—an assumption that
proved to be correct.

An advantage of this strategy is its efficiency—subjects unlikely to contribute to drug–
comparator separation are not enrolled, although they must still be screened.63 If the
putative marker is informative, a trial should have greater power to show statistical
significance or should have a smaller sample size, although if it does not, the trial will likely
be slower to complete, and more costly, compared with the ‘all-comers’ approach. A notable
disadvantage of this design is that it does not demonstrate, in and of itself, the utility of the
biomarker. The buspirone/melatonin combination might be equally efficacious in non-
anxious patients, so further study would be required to determine the treatment specificity of
the biomarker.

An alternative design allows the treatment specificity to be determined directly, although at
the cost of requiring a more complex design and larger sample sizes. This biomarker-
stratified approach is also useful when investigators are less confident in the utility of a
biomarker and more interested in knowing the overall efficacy of an intervention. In this
study design (Figures 4c and d), randomization to two or more interventions proceeds as in
any other controlled trial, but randomization is stratified by a biomarker to ensure a balanced
distribution of biomarker status across groups. An investigation of the serotonin transporter
for prediction of response to ondansetron in alcohol use disorders utilized this approach.64

These designs have become particularly common in oncology; see, for example, the
MARVEL study of erlotinib in lung cancer.65 For a reasonably large study, such
stratification is in fact unnecessary (randomization should ensure balanced distribution);
however, for smaller studies, in which power is more affected by small deviations, it may be
useful. This approach may be considered as a form of ‘match-mismatch’ design: subjects are
randomized to treatment that either does, or does not, ‘match’ that specified by a biomarker.

The analysis of such studies offers a range of possibilities. The simplest is to examine
overall drug effects compared with a comparator, then to look for interactions with the
biomarker, although this assumes that the study is powered to show a main effect for the
drug even after ‘dilution’ by the biomarker-negative group. An alternative strategy receiving
increasing attention is the ‘step-up’ or sequential design, which proceeds sequentially
through a set of comparisons. This analytic approach has been specifically cited by FDA
officials as being well suited to the study of drug–diagnostic combinations. First, the ‘test-
positive’ group is examined to determine whether the drug is superior to placebo. If so, the
‘test-negative’ group is examined in the same way. The drug–diagnostic combination is
validated only if the former is true. If both are true, the drug is confirmed as validated, but
not the diagnostic. The advantage of such a sequential approach is that the control of type I
error is straightforward. Moreover, it does not require a second trial to confirm that a
biomarker is treatment-specific, as would be the case with the biomarker-enriched design.
The trade-off here is the need for larger cohorts, as each of the groups (biomarker positive
and biomarker negative) must be adequately powered to stand on its own. In essence, two
adequately powered studies are conducted in parallel. When the biomarker prevalence is
further from 50% in either direction, problems in feasibility may arise. A variant of this
method is the parallel design, in which both the biomarker-positive and biomarker-negative
groups are examined with P < 0.025 in order to control overall study α at 0.05.
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Hybrid strategies may also be considered for all the designs noted here. For example, one
might consider an adaptive design in which the trial proceeds initially without stratification
by biomarker, but an interim analysis examines putative biomarkers defined a priori. If this
interim analysis identifies greater benefit in the biomarker-positive group, the study is then
altered (in a prespecified manner) to enroll only biomarker-positive subjects. Study designs
may also be combined. For example, a cohort may be enriched for one biomarker, then
randomized with stratification by another (for a real-world example, see the SLCG0601 lung
cancer study described further in Freidlin et al.54).

Conclusion
As greater consistency emerges in biomarker studies in the field of psychiatry, pressure to
begin using such markers to reduce uncertainty in clinical practice will increase. Translating
such findings to practice will require careful and systematic development of diagnostic tools,
characterization of their performance and examination of their utility. Particularly useful
concepts here include consideration of test calibration in addition to discrimination, attention
to overfitting and consideration of the clinical context in which a diagnostic tool may be
used. Standard metrics exist for all these processes. Ultimately, as with nearly any
intervention in medicine, randomized investigations will likely be required to demonstrate
the efficacy of a biomarker as diagnostic; however, a range of designs merit consideration.
As they are validated, biomarkers should begin to deliver on their often-cited, rarely-studied
potential, with opportunities for more personalized treatments, focused clinical trials and
primary or secondary prevention.
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Figure 1.
Example of two receiver operating characteristic (ROC) curves for alternative models to
predict treatment resistance in major depression. The figure at the bottom illustrates poor
discrimination (area under ROC curve of < 0.6); the one at the top illustrates improved
discrimination (area under ROC curve of ~0.8).
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Figure 2.
Example of a calibration curve for a model of treatment resistance in major depression. The
curve plots observed outcomes against expected (predicted) outcomes across five quintiles
of risk. In a perfectly calibrated test, all groups would lie on the diagonal from 0,0 to 1,1.
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Figure 3.
An example of a classification model with high discrimination (left panel) but poor
calibration (right panel)—reprinted from Diamond.21
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Figure 4.
Alternative designs for clinical investigation of biomarkers. (a) Biomarker strategy, (b)
enriched design, (c) biomarker strategy: sequential, (d) biomarker strategy: parallel and (e)
retrospective–prospective design.
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