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When searching for an object, we usually avoid items that are visually different

from the target and objects or places that have been searched already. Previous

studies have shown that neural activity in the lateral intraparietal area (LIP)

can be used to guide this behaviour; responses to task irrelevant stimuli or

to stimuli that have been fixated previously in the trial are reduced compared

with responses to potential targets. Here, we test the hypothesis that these

reduced responses have a different genesis. Two animals were trained on a

visual foraging task, in which they had to find a target among a number of

physically identical potential targets (T) and task irrelevant distractors. We

recorded neural activity and local field potentials (LFPs) in LIP while the ani-

mals performed the task. We found that LFP power was similar for potential

targets and distractors but was greater in the alpha and low beta bands when a

previously fixated T was in the response field. We interpret these data to

suggest that the reduced single-unit response to distractors is a bottom-up

feed-forward result of processing in earlier areas and the reduced response

to previously fixated Ts is a result of active top-down suppression.
1. Introduction
Our capacity for processing visual information for perception and action is lim-

ited compared with the amount of information that is received by the eye. This

makes it necessary to focus our attention on discrete regions of visual space,

which is usually done by moving the eye so that gaze centres on the most

important objects in the scene. The underlying mechanism driving attentional

selection has been studied for years and is thought to be mainly controlled

by a parieto-frontal network, which also includes subcortical oculomotor

areas [1–4]. It is thought that these areas may function as priority maps, in

which features or locations are represented by levels of neural activity related

to the attentional priority at that location [5] and which are used to select the

focus of both covert and overt attention [6].

In goal-directed behaviour, such as visual search, these priority maps high-

light stimuli similar to the target [7–9] and help keep track of where we have

looked [10]. Previous studies have shown that neural activity in the lateral intra-

parietal area (LIP) of posterior parietal cortex can perform both of these

functions: responses are greater for task relevant compared with task irrelevant

objects [9,11–13] and responses to stimuli that have been fixated during search

are reduced [10]. In both cases, the responses to stimuli that are not the target

are lower than the responses to the target, however, it is unclear whether these

reductions are driven by the same mechanisms. Here, we hypothesize that the

reduced response to task irrelevant distractors is a long-term feed-forward

result of processing in earlier areas owing to the animals’ familiarity with the

task and stimuli, but that the suppression of items that have been examined pre-

viously within the trial is a form of active top-down inhibitory tagging [14,15].

To differentiate between these mechanisms, we examined the local field poten-

tial (LFP) activity recorded from LIP while animals performed a visual foraging

task. LFP activity is thought to represent both the input and local processing in
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Figure 1. Stimulus array in the foraging task. In this example, there are five
potential targets (T) and five distractors (þ). One of the Ts has a reward associ-
ated with it (the target); the animal obtains the reward if it fixates the target for
500 ms. For the single-unit recordings, the array is aligned such that when
looking at one stimulus (small circle), another stimulus is usually in the response
field (large oval). In the main panel, a potential target is in the response field, in
the middle panel, a previously fixated T is in the response field and in the right
panel, a distractor is in the response field.
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Figure 2. Averaged post-stimulus time histograms (20 ms non-overlapping
bins) from all 69 single units collected from both monkeys performing the
visual foraging task. Error bars represent the standard error of the mean
(s.e.m.). Time is aligned by fixation onset, which represents the completion
of the previous saccade. Red denotes target; blue denotes fixated T and green
denotes distractor.
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but not the output of the recorded area [16,17]. Thus, if

the two forms of suppression are owing to two separate

mechanisms, they should be distinguishable within the LFP.
 69
2. Material and methods
(a) Surgical preparation
Two male rhesus monkeys (9–12 kg) were implanted with head

posts, scleral coils and recording cylinders during sterile surgery

under general anaesthesia; animals were initially anaesthetized

with ketamine and xylazine, and maintained with isofluorane

(see [10] for details).

(b) Electrophysiological recording
The experiments were run using the REX system [18] and data

were recorded using a Plexon MAP system with an 8-channel

Omnetics 0.050 headstage (Plexon Inc., Dallas, TX, USA). Data

were analysed using custom code written in MATLAB (Mathworks

Inc.) and CHRONUX [19]. Both animals were trained on a standard

memory-guided saccade task and the foraging search task

(figure 1). We recorded extracellular LFP activity from area LIP

using tungsten microelectrodes guided by coordinates from

MRI images taken both before and after cylinder implantation.

The single-unit activity that was recorded along with LFP

activity was reported previously in [20]. Recorded sites were con-

sidered to be in LIP if the single-unit activity showed visual,

delay and/or peri-saccadic responses during the memory-

guided saccade task [21]. After calculating the size and position

of the response field for each single neuron (for details see [22]),

the foraging task was run and neural data were recorded. Mon-

keys started each trial of the foraging task by fixating a spot for

450–700 ms. After which, the fixation point was extinguished

and an array of potential targets (T) and distractors (þ) was pre-

sented, with one where the fixation spot had been (figure 1). One

of the Ts had a juice reward associated with it, such that if the

monkey looked at it for 500 ms within 8 s after start of trial, he

would get the reward. As in previous free-viewing visual

search studies [23,24], the stimuli were arranged in such a fashion

that when the monkey looked at one stimulus, the response field

of the isolated LIP neuron usually encompassed another stimu-

lus. The number of targets and distractors varied in each trial.

In most sessions, data were recorded in blocks. In one block,

the number of potential targets was always three, while the

number of objects varied among three, five or seven. In the

other block, the total number of objects was always 10, while

the number of potential targets varied among three, five or

seven. In the remaining sessions all six conditions were pseudo-

randomly interleaved. The results of the interleaved and blocked
sessions were pooled because no clear differences were observed

between the two. Because spiking activity in LIP varies greatly as

a function of the number of items on the screen [13,20], only trials

with less than seven objects were included in the analyses pre-

sented here. The same general results were present when all

the data were used.

(c) Data analysis
LFP data were recorded from 25 LIP sites (eight from monkey E

and 17 from monkey D) from which 69 single units were recorded

simultaneously. Data were qualitatively similar in the two individ-

ual animals (see the electronic supplementary material, figure S1)

and were pooled for the analyses we present here. We analysed the

neural activity during fixations in which there was a single object

inside the response field of the single unit being recorded. Each fix-

ation was categorized based on the object inside the response field

of the single unit (figure 1): a potential target, which had not been

fixated; a T that had been visited before during the trial, which we

refer to as a previously fixated T and a distractor, which had not been

fixated. Data were aligned by the beginning of fixation, and we

analysed the LFP spectrum during fixations. LFP signals were

extracted from the extracellular recording on a single tungsten elec-

trode by low-pass filtering at 250 Hz. The baseline period was

taken from the 400 ms of fixation before the onset of the array of

the objects. We used spectral analyses to characterize the temporal

structure in the data. For most of the analyses presented here, the

LFP spectrum was estimated in a 100 ms window with 10 Hz res-

olution using three Slepian data tapers. To confirm the power in

the lower bands, we used a 500 ms window with 4 Hz resolution

and three data tapers. When averaging across cells, power was nor-

malized per trial by dividing the power trace per frequency by the

average power for this frequency in the baseline period. To exclude

trials containing possible artefacts in the LFP recordings, maxi-

mum and minimum values of the continuous LFP signal and of

the time–frequency spectrum were calculated per trial, and trials

with minimum signal values below the 5th percentile or maximum

values above the 95th percentile were removed. We analysed the

LFP power in standard frequency bands: alpha (8–12 Hz); low

beta (12–18 Hz); high beta (18–25 Hz) and gamma (25–160 Hz).
3. Results
(a) Single unit data
Consistent with our previous findings [10], the single-unit

activity was greatest for potential targets, lower for previously

fixated Ts and lowest for distractors. Figure 2 shows the
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Figure 3. Averaged normalized LFP spectrograms across all recordings
from both monkeys performing a memory-guided saccade task. Time –
frequency plots of the spectrogram from trials in which the target appeared
in the response field of the single unit being recorded (a) or in which the
target appeared out of the response field (b). Power is colour-coded on a
log scale.
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Figure 4. Averaged normalized LFP spectrograms across all recordings from
both monkeys during initial fixation and array onset in the foraging task.
Time – frequency plots of the spectrogram from trials in which a potential
target (a) appeared in the response field of the single unit being recorded
or in which a distractor (b) appeared in the response field. Power is colour-
coded on a log scale.
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population average response in 20 ms bins for fixations in

which a potential target was in the response field (red trace),

in which a distractor was in the response field (green trace)

and in which a previously fixated T was in the response field

(blue trace). Almost immediately following the start of fix-

ation, the response to the distractor was weaker than the

response to the Ts, but the response to the previously fixated

T did not separate from the response to potential targets

until approximately 60 after fixation began. To directly com-

pare with our previous results, we examined the mean spike

rate 150–500 ms after fixation onset and found a significant

difference among the three conditions (p� 0:001, ANOVA),

with all three conditions showing significant post hoc

differences in their means.
(b) Local field potential data
The foraging task in this study allows the animals to make

free eye movements to multiple objects on the screen. As a

combination of these two conditions has not been studied

previously using LFPs, we will first replicate the effects of

goal-directed eye movements and task relevance on the LFP

separately. Then we will examine the results during ongoing

search in the foraging task.

Local field potentials during the memory-guided saccade

task were consistent with those seen previously [25,26].

Figure 3 shows the spectrograms averaged across recorded

sites during the memory-guided saccade task. The strongest

temporal representation of saccades towards the response

field was observed in the gamma band. In the population,

there was a significant increase in power of all frequency

bands (0–200 ms after target presentation) when monkeys

made an eye movement towards the centre of the single-

unit’s response field compared with the other locations

( p , 0.001; paired t-tests). A significant difference in the

gamma band ( p , 0.0125, t-test, Bonferroni-adjusted for
the number of bands tested) was seen in 69% of the recording

sites. The obvious increase in the alpha and low beta bands

when the target was in the single-unit’s response field

was primarily driven by small but non-significant power

in many neurons; significant differences in these bands

( p , 0.0125) were only seen in 5% of sites. Each of these

results is consistent with previous findings in LIP [25].

To study whether the LFP activity varied as a function

of stimulus identity and, thus, task relevance, we examined

only the first fixation of each trial of the foraging task.

During this time, the monkey was looking at the fixation

point and the array of potential targets and distractors

appeared on the screen (figure 4). For this analysis, only the

LFP responses before the eye movements were included, thus

only a potential target or a distractor could appear in the

response field. Compared with baseline, we found a clear

increase in power in the population in all four bands and in

both conditions in the first 150 ms after the onset of the array

( p , 0.011, paired t-tests, Bonferroni-adjusted for the number

of bands tested). This increase in LFP power in response to

stimulus presentation lasted for both objects until later times

in most frequency bands ( p , 0.001, 150–300 ms after array

onset, paired t-tests) except for the low beta band in both

conditions (target: p ¼ 0.057, distractor: p ¼ 0.071). This

robust increase becomes obvious in the spectrograms around

50 ms in the alpha, beta and mid- to upper gamma bands

(figure 4). But unlike the single-unit population response,

which showed a clear differentiation between potential targets

and distractors within 86 ms of array onset [27], we found no

significant differences between the conditions in any of the

frequency bands in the population during the first 150 ms

( p . 0.036; paired t-tests, n.s. with Bonferroni correction).

Although we found trends towards significance in the

alpha ( p ¼ 0.054), low beta ( p ¼ 0.0362) and high beta bands

( p ¼ 0.066), there was no such trend in the gamma band
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Figure 5. Averaged normalized LFP spectrograms across all recordings from
both monkeys during ongoing search in the foraging task. Time – frequency
plots of the spectrogram from fixations in which a potential target (a) was
brought into the response field of the single unit being recorded, in which a
distractor (b) was brought into the response field or in which a previously
fixated T (fix T (c)) was brought into the response field. Power is colour
coded on a log scale. Time is aligned by fixation onset, which represents
the completion of the previous saccade.
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( p ¼ 0.88). Only after 150 ms, a clear significant difference was

seen and that too only in the gamma band ( p ¼ 0.003;

150–300 ms, paired t-test); no differences were seen in the

remaining three bands ( p . 0.73). These data suggest that

the single-unit responses to potential targets and distractors

are being driven by similar mechanisms.

During ongoing search, we found the same trend of sus-

tained temporal structure in response to potential targets and

distractors at single sites and across the population. We

define ongoing search as the time in the trial after the first

saccade and before the reward is given, so it represents the

time during which the animal continues to forage for the

target. In the population (figure 5), there was greater power

in all three conditions during ongoing search than baseline

in the alpha, low beta and gamma bands ( p , 0.001,

ANOVA; p , 0.05 HSD post hoc comparisons). Power in

the high beta band was not significantly different during

the first 200 ms compared with baseline ( p ¼ 0.1, ANOVA).

These differences were maintained later in the fixation

period (200–400 ms) in the gamma band and both beta

bands ( p , 0.001, ANOVA; p , 0.05 HSD post hoc compari-

sons) but not in the alpha band ( p ¼ 0.14, ANOVA).

Consistent with this, a majority of sites showed a significant

difference ( p , 0.05, paired tests) in power in all four fre-

quency bands compared with baseline in the first 200 ms
(table 1). These proportions remained similar in the following

200 ms (table 1) with two key exceptions. First, substantially

more sites showed a significant difference in power in the

high beta band during the second 200 ms when a distractor

or previously fixated T was in the single-unit’s response

field. Second, the proportion of sites that showed a strong

difference between power in the alpha band in response to

a previously fixated T and baseline more than halved in the

second 200 ms compared with the first 200 ms; a similar,

but lesser, decrease was also seen in the low beta band.

This drastic reduction shows that the strong power in the

alpha and low beta bands seen in the previously fixated T

condition in figure 5 was present in many single sites. Note

that because we did not use any corrections for multiple

comparisons, the data presented in table 1 may be an over-

estimate of the proportion of the number of significant

sites, however this overestimate is present in all conditions,

and does not influence the changes in proportions of sites,

such as those seen in the alpha and beta bands for the

previously fixated T.

An examination of the spectrograms in figure 5 shows

that there were very few differences in power among the con-

ditions. At the population level, there were no significant

differences in the alpha, low beta and gamma bands between

potential targets and distractors in the first 200 ms ( p . 0.05,

HSD post hoc comparisons) and only a small, but subtle,

difference in the high beta band ( p , 0.05). There were also

no significant differences in the high beta and gamma

bands between the previously fixated Ts and the other two

stimulus classes in the first 200 ms ( p . 0.05). However,

there was a clear and strong increase in the alpha and low

beta bands when a previously fixated T was in the response

field during this period ( p , 0.05). This is seen as the red

patch between 100 and 200 ms in figure 5c. When we examine

power traces for each band independently (see figure 6 and

electronic supplementary material, figure S1), it is clear that

the difference in power between a previously fixated T

(blue traces) and the other two conditions started around

the time that fixation began in both the alpha and low beta

bands and peaked around 150 ms later. As such, we found

the differences in power between the previously fixated T

and potential targets or distractors to be significant in these

two bands during the first 200 ms of fixation ( p , 0.05,

HSD post hoc comparisons). The small, early difference

seen in the high beta band was not enough to produce a sig-

nificant difference ( p . 0.05). To confirm that the increase in

power in the alpha and low beta bands were real and not an

artefact of using a short (100 ms) window, we re-analysed the

data in all three conditions using a 500 ms window. We

found that the difference remained highly significant in

both the alpha and low beta bands ( p ¼ 0.001, ANOVA).

These data suggest that a unique neural mechanism may be

involved in response to a T that has been fixated previously

within the trial.
4. Discussion
In this study, we examined single-unit activity and LFPs

recorded from LIP while monkeys were performing a visual

foraging task. Consistent with previous studies, we found

that single-unit responses to distractors and previously

fixated potential targets were reduced compared with the



Table 1. Proportion of sites exhibiting a significant difference ( p , 0.05, paired t-tests) between conditions during two different epochs: 0 – 200 ms and
200 – 400 ms after fixation onset. T, target; D, distractor; Fix T, fixated T.

0 – 200 ms 200 – 400 ms

alpha
(%)

low beta
(%)

high beta
(%)

gamma
(%)

alpha
(%)

low beta
(%)

high beta
(%)

gamma
(%)

T versus baseline 76 68 72 100 72 68 72 84

D versus baseline 56 36 52 92 52 48 88 84

Fix T versus baseline 79 67 37 88 33 46 71 70
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Figure 6. Averaged normalized LFP power traces across all recordings from both
monkeys during ongoing search in the foraging task. Power traces in response to
a potential target (red), a distractor (green) or a previously fixated T (Fix T; blue)
being brought into the response field by a saccade are plotted across four fre-
quency bands: (a) alpha (8 – 12 Hz); (b) low beta (12 – 18 Hz); (c) high beta
(18 – 25 Hz) and (d) gamma (25 – 160 Hz). Dotted lines show the s.e.m.,
representing the variance across recording sites.
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responses to potential targets that had not been examined

[9,10,12,13]. However, the LFPs recorded during search

showed a different pattern: while power in the gamma

band was similar across all three conditions, activity when

the previously fixated T was in the single-unit’s response
field was unique in the alpha and low beta bands, showing

significantly stronger power. We suggest that this enhanced

power represents top-down inhibitory feedback, which we

will refer to as inhibitory tagging [14,28].

Our interpretation is consistent with the broader view of

lower band functions in attention. Here, we view our low

beta band as being part of these lower bands; only part of

our high beta overlaps with the ‘middle’ frequencies, which

usually range from approximately 20–35 Hz, thought to be

involved in top-down enhancement [29]. In visual cortex,

focusing attention leads to a concurrent suppression of low-

frequency synchrony [30], and increased alpha power has

been related to the behavioural inhibition of unattended

stimuli [31–33] or the disengagement of spatial attention

[34]. If LIP acts as a priority map, which guides the allocation

of attention, then a reduction in activity in LIP will result in a

reduced probability of attending that location [35]. Also con-

sistent is the finding that low current microstimulation of the

frontal eye field (FEF) increases alpha power in LIP but only

under behavioural conditions in which a distractor is in the LIP

response field [33]. It is important to note that FEF has neurons

that actively respond when animals suppress saccades to

objects within their response fields [36]. Thus, these ‘don’t

look’ neurons could be the source of the signal driving the

suppression in LIP. Indeed, we have found a distinct subpopu-

lation of FEF neurons that respond more to previously fixated

Ts than to targets or distractors in monkey E (K. Mirpour and

J. W. Bisley 2013, unpublished data).

Our data are unable to directly address the question of

whether the increased synchrony in the lower bands caused

the reduction in spiking activity in response to a previously

fixated T, however, there are several facts that strongly sup-

port the hypothesis. First, transcranial magnetic stimulation

over human parietal cortex at 10 Hz, which is within our

alpha band, impairs visual detection within the contralateral

visual field but enhances it in the ipsilateral visual field [37].

This suggests that there is a causal link between synchrony in

the alpha band and a suppression of attention in the affected

visual field. Second, within our data, we found no evidence

that the greater activity to potential targets was actively

driven, suggesting that the difference in response between a

potential target and a previously fixated T must be owing

to suppression of the previously fixated T response. When

we examined the LFP for the potential target, we found no

unique LFP signature, even when comparing the potential

target with the distractor, which had a much lower spike

rate. This suggests that the only way to create a lower spiking

response to a previously fixated T, which is physically iden-

tical to the potential target and, thus, should have the same
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feed-forward connections, would be by a suppressive mech-

anism. Because the tagging of fixated objects must be active

and ongoing, a hard-wired feed-forward process would be

inappropriate. Third, the timing of the burst in power slightly

leads the time during which we saw reductions in spiking

responses to a previously fixated T. An examination of the

data shows that the increased synchrony began in the alpha

and beta bands around the onset of fixation and peaked

around 150 ms later (figure 6), whereas the single-unit

activity differentiated between a potential target and pre-

viously fixated T within 60 ms after the onset of fixation

and peaked around 150 ms later (figure 2). Thus, the timing

is consistent with the idea that the increase in synchronization

in the lower bands represents a local mechanism that could

inhibit the response to a previously fixated T.

Although the strongest difference in spike rate was

between the potential target and the distractor, we found

few differences in LFP power between these conditions.

These differences were primarily seen in the higher gamma

bands shortly after array onset and are not too surprising

given that these higher bands tend to most closely resemble

the spiking output in LIP [25,26]. We found no obvious

differences between these conditions during ongoing visual

search, when a clear significant difference in spiking activity

was seen. During this period, there was a clear increase in

power compared with baseline in both conditions. Thus,

the lack of difference between the conditions suggests that

the mechanism generating the spikes may be similar. It has

previously been shown that with extensive training, animals

can learn to ignore task irrelevant distractors, even if they are

highly salient [38], yet this training does not lead to an exces-

sive over representation of neurons tuned for these stimuli

in earlier visual areas [39]. In our task, the animals had per-

formed many tens of thousands of trials with the same

target and distractor stimuli and had never been rewarded

for fixating a distractor. We suggest that with over-training,

the weight given to the feed-forward signal representing dis-

tractors is reduced leading to a feed-forward global reduction

in priority, represented in the spike rate in LIP [5].

Our results and interpretations fit well into most models

of visual attention. We have suggested that the increase in

low band synchrony represents a top-down suppression,

which we refer to as inhibitory tagging, but which is often

referred to as inhibition of return [28,40]. This is a mechanism

explicitly used in the saliency map models of Koch and co-
workers [41–43], thus our results fit perfectly with their

model. Because LIP is thought to be involved in allocating

visual attention, modulation of LIP responses biases the

way that attention or attentional weights will be distributed.

Thus, our findings also fit into many other models of atten-

tion. For example, within the normalization model of

attention [44], the responses in LIP would be part of the net-

work creating the attentional field, so reducing the responses

to distractors and previously fixated Ts would reduce their

gain, thus reducing the effect that attention would have on

the responses in earlier visual areas. And within the neural

theory of visual attention (NTVA) model [45,46], the

responses in LIP would represent the priority map, which

is used to compute the attentional weights. Thus, top-down

suppression of responses to previously fixated Ts would

reduce the attentional weights associated with those stimuli.

Our data may be an underestimate of the synchronization

power in this task. Previous studies of LFPs in LIP have used

the presentation of no more than four stimuli positioned

around a central fixation point [25,26,33,47,48]. In this study,

we analysed data from trials in which we varied the number

of stimuli on the screen from three to seven and had varying

array arrangements with substantially more crowding.

Because LFPs are thought to represent the input and local pro-

cessing across a broader area of cortex than the single-unit

activity [49,50], it is likely that the variance and crowding in

our stimulus set reduces our ability to identify changes in

power. Indeed, while the LFPs cover an area with similar

response fields to those we mapped for the single-unit record-

ing, it is likely that they are far broader and will be impacted by

the identity of stimuli close to single-unit’s response field.

Given this, it is possible that under more constrained con-

ditions, more differences in power could be illuminated. So it

is possible that the difference in the feed-forward weights for

potential targets and distractors may be present, but is too

weak to be clearly identified under these conditions.

All experiments and protocols were approved by the Chancellor’s
Animal Research Committee at UCLA as complying with the guide-
lines established in the Public Health Service Guide for the Care and
Use of Laboratory Animals.
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