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ABSTRACT Although molecular dynamics simulations can be accelerated by more than an order of magnitude by implicitly
describing the influence of the solvent with a continuum model, most currently available implicit solvent simulations cannot
robustly simulate the structure and dynamics of nucleic acids. The difficulties become exacerbated especially for RNAs, sug-
gesting the presence of serious physical flaws in the prior continuum models for the influence of the solvent and counter ions
on the nucleic acids. We present a novel, to our knowledge, implicit solvent model for simulating nucleic acids by combining
the Langevin–Debye model and the Poisson–Boltzmann equation to provide a better estimate of the electrostatic screening
of both the water and counter ions. Tests of the model involve comparisons of implicit and explicit solvent simulations for three
RNA targets with 20, 29, and 75 nucleotides. The model provides reasonable agreement with explicit solvent simulations, and
directions for future improvement are noted.
INTRODUCTION
As the key macromolecule for transporting genetic informa-
tion, RNA participates in a series of events related to infor-
mation processing, including splicing, translation, gene
modification, and gene regulation. In addition, RNA cata-
lyzes chemical reactions and thus exerts important influ-
ences on evolution (1). Knowledge of both the RNA
structure and dynamics is indispensable for a complete
understanding of RNA function.

Molecular dynamics (MD) simulations enable studying
the structural fluctuations of biologically important macro-
molecules and provide complementary valuable data to
the static crystallographic information (2,3). MD simula-
tions can be classified into two categories: explicit solvent
simulations that attempt to provide a realistic model by
explicitly including solvent molecules, and implicit solvent
simulations that greatly enhance computational speed by
using a simplified continuum model for the solvent but a
fully atomistic representation of the solute.

Explicit solvent simulations are usually believed to
describe electrostatic interactions more accurately and
have been successfully implemented for various macromol-
ecules, from proteins to nucleic acids (4–8). Explicit solvent
approaches, however, become challenging when simulating
extremely complex, large systems and/or long times because
the size of the simulated system or the length of the trajec-
tories frequently exceeds the computation capabilities of
current computers, in part due to the fairly large number of
explicit water molecules required to solvate the solute.

On the other hand, implicit solvent methods can fre-
quently speed up simulations by orders of magnitude by
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implicitly describing solvent effects using continuum
models for the solvent, thereby facilitating the simulation
of large macromolecular complexes over long simulation
times. Furthermore, implicit solvent simulations, in princi-
ple, can approach the accuracies of their explicit solvent
counterparts if the solvent model correctly describes the
physics (9).

Numerous different implicit solvent models have been
applied extensively in simulations of proteins, with some
success claimed for particular systems. One widely used
approach is based on the generalized-Born model with an
added surface area term (GBSA) (10–15). However, this
GBSA technique encounters serious difficulties in simula-
tions for nucleic acids, especially RNAs (1), except for a
few reported studies of small RNA duplexes and RNA
tetra-loops (16–21). Implicit solvent simulations for
medium or large RNAs frequently experience severe irratio-
nal structural distortion in the early stages of simulation, a
difficulty that suggests the presence of flaws in the descrip-
tion of solvent effects, although the deficiencies are often
less serious in protein simulations. Nucleic acids contain
more charges (on both RNA and counter ions) than proteins,
and consequently electrostatic interactions play a larger
role. Hence, the treatment of the electrostatics provides
one likely source of error in the implicit solvent, continuum
models for RNA.

Our previous studies investigated the influence of dielec-
tric saturation, a phenomenon that reflects the reduced
screening ability of solvent molecules located close to a
solute charge because these proximal solvent molecules
are more oriented by the strong electric field near the
charges and therefore can no longer respond linearly to
the external electric field (22–24). Dielectric saturation is
generally believed to be weak for proteins because of the
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mailto:hgong@tsinghua.edu.cn
mailto:freed@uchicago.edu
http://dx.doi.org/10.1016/j.bpj.2013.07.033
http://crossmark.dyndns.org/dialog/?doi=10.1016/j.bpj.2013.07.033&domain=pdf
http://dx.doi.org/10.1016/j.bpj.2013.07.033


Implicit Solvent Model for RNA Simulation 1249
small partial charges on the constituent atoms. Conse-
quently, this effect is frequently neglected in implicit solvent
MD simulations for almost all biological macromolecules,
and the physical flaw associated with the use of Born-type
electrostatic models has been concealed by the apparent
successes of implicit solvent simulations for proteins.
However, these deficiencies become more pronounced
when simulating RNAs where dielectric saturation becomes
more severe near the highly negatively charged nucleic
acids.

The Langevin–Debye (LD) model of Debye dates from
the 1920s with later improvements by Onsager and
Kirkwood. Although the LD model describes dielectric
saturation quite well (23,25–27), the model neglects
contributions to electrostatic screening by the counter
ions, factors that are essential for stabilizing native RNA
structures. On the other hand, the Poisson–Boltzmann
(PB) equation is well suited to describe electrostatic interac-
tions between molecules and monovalent counter ions in
solution, thus explaining its frequent use in modeling
implicit solvent effects for proteins (28,29). The PB equa-
tion, however, is inadequate to describe interactions
involving divalent ions, which frequently are closely coordi-
nated with the solute.

By combining the LD model and the PB equation to
estimate the combined electrostatic screening induced
by the dielectric response of both the solvent and the
monovalent counter ions, we develop a promising implicit
solvent model for simulating RNA dynamics and validate
the model through applications to three RNA targets of
increasing complexity: an RNA duplex (20 nt), an RNA
hairpin (29 nt), and a tRNA (75 nt). As compared with
explicit solvent simulations, the simulations using our
model remain structurally stable in all three cases and
exhibit larger but comparable deviations from the native
structures.
METHODS

Target RNAs

Three RNA molecules of increasing complexity are chosen for testing our

model, namely, an A-form RNA duplex (CCAUCGAUGG)2, the sarcin/

ricin loop from rat 28S rRNA Protein Data Bank (PDB) PDB ID 430D

(30), 29 nt, and the yeast aspartyl-tRNA PDB ID 1VTQ (31), 75 nt. The

A-form RNA duplex is often selected as an initial system in experimental

and theoretical studies. Similarly, the sarcin/ricin loop of rRNA (or SRL

rRNA), which is the binding site of the elongation factors during the pro-

tein synthesis, has been extensively studied to reveal the mechanism of

translation. The last example, tRNA, is a fairly large system for implicit

solvent modeling and also is the largest RNA molecules adopted previ-

ously except for one implicit solvent simulation (32). The tests probe

whether our model can successfully simulate not only the traditionally

studied, easier, small RNAs, but also large, rather complicated molecules

such as tRNA.

The simulations for the RNA duplex begin with the classical A-form

helices as constructed using the program TINKER (33). The initial struc-

tures of both SRL rRNA and tRNA are taken from the PDB. Mg2þ ions
in the crystal structure of SRL rRNA are retained both because they are

critical in stabilizing the RNA structures and because the response to the

presence of divalent ions cannot properly be described using the PB equa-

tion. Because divalent ions are absent from the tRNA crystal structure,

seven Mg2þ ions are added to stabilize the structure, using the Web server

MetalionRNA (http://metalionrna.genesilico.pl) for initial placement of the

ions. All other heteroatoms in the crystal structures (e.g., the counter ions

and water) are removed. For simplicity and to facilitate use of the AMBER

force field, all noncanonical nucleotides in tRNA are mutated to their

canonical counterparts by (a) converting pseudouracils and dihydrouracils

into uracils and (b) converting methylated guanosine, cytocine, and uracils

into their unmethylated forms. These mutations retain the hydrogen-

bonding network, and nearly all hydrogen bonds remain intact after muta-

tion of the residues.
Implicit solvent simulations

The MD simulation package TINKER (33) has been modified to execute

Langevin dynamics simulations and to include a sigmoidal shaped dielec-

tric function as described in our previous work (34,35). The modified pro-

gram, called STINKER, has been successfully applied to simulate proteins

(34). The present study employs a further modification to consider both

dielectric saturation and counter ions in the description of the electrostatics

based on Eq. 14.

The simulations employ the AMBER99 force field (36), but with the

modification that the electrostatic interaction energy is calculated from

Eq. 14, where d0 and d are assigned as 1.77 and 78.5, respectively, for water,

and a solvation energy term is added (see below). The parameters s ¼ 0.55

and h ¼ 4.5 optimize the local hydrogen bonding between base pairs and

reduce the strong Coulombic electrostatic repulsion between backbone

phosphate groups. The Debye–Hückel screening constant k is set to 0.15

for the simulations of the RNA duplex, which is equivalent to the screening

effects of 225 mMNaCl. The simulations for SRL rRNA and tRNA systems

use k ¼ 0.1 to represent a 100-mM NaCl solution (apart from the explicit

Mg2þ ions included in the system).

The solvation energy (including contributions from the nonpolar interac-

tions and the electrostatic self-energy) is estimated by assuming a linear

dependence on the solvent accessible surface area from each atom

following the procedure of Scheraga and co-workers (37),

Esolv ¼
X
i

giASAi; (1)

where gi and ASAi are the free-energy/area solvation parameters and the

solvent accessible surface area of atom i, respectively. The ASAi is updated
every 10 steps during the simulations. The parameters gi are determined

in advance by a linear fit to hydration energies for model compounds

(38,39) (see Table S3 in the Supporting Materials). The configurations

of all model compounds are initially optimized in vacuum using

GAUSSIAN03 (http://www.gaussian.com) with a 3-11G Gaussian orbital

basis. A linear fit of the gi (Table S1) to experiment is performed with

the computed ASAi of each atom at the optimal configuration. An important

feature of Table S1 and the method of Scheraga and co-workers (37) is the

use of the maximum number of distinct atom types and hence of different

atom-specific parameters gi. The solvent accessible surface area solvation

energy is added to the potential energy (calculated from the force field),

and the gradient of the overall energy is used to evaluate the forces imposed

on each atom.

The RNA simulations are run at room temperature (298 K) with the fric-

tion coefficient chosen as 0.88 ps�1. The step size is set to 1 fs, and the

structure is saved every 100 ps. Before the productive simulations, the sys-

tem is first energy minimized and then preequilibrated in a series of 10-ps

simulations with positional restraints that are gradually relaxed (with the

sequential values of 10, 5, 1, 0.5, 0.1, and 0.01 kcal/mol/Å2 applied to all

nonhydrogen atoms).
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Explicit solvent simulations

The same three target RNAs are solvated by TIP3P water molecules for

the explicit solvent simulations. Explicit ions (225 mM NaCl for the

RNA duplex system and 100 mM NaCl for the SRL rRNA and the

tRNA systems) are included to neutralize the net electrical charges of

the system. Mg2þ ions are present in the simulations of the SRL rRNA

and the tRNA, using the same initial coordinates as for the implicit solvent

simulations. The simulations employ the NAMD 2.9 package (40) for an

NPT ensemble in which the temperature and pressure are controlled to

be 298 K and 1 atm by the use of a Langevin thermostat (damping

coefficient ¼ 5 ps�1) and a Berendsen barostat, respectively. The

AMBER99 force field is required to enable a fair comparison of implicit

and explicit solvent simulations. Nonbonded interactions are cut off at

10 Å, and the pairlistdist is explicitly specified as 12 Å to accelerate the

computation of the energy. The electrostatic energy is calculated using

the particle mesh Eward method with periodic boundary conditions

applied. The step size is 1 fs, and structures are saved every 100 ps.

Before commencing the productive simulations, all systems are energy

minimized and then preequilibrated in 5-ns simulations in which the posi-

tional restraints are relaxed gradually from 1 kcal/mol/Å2 to 0.01 kcal/

mol/Å2 (with the sequential values of 1, 0.1, and 0.01 kcal/mol/Å2 applied

on all nonhydrogen atoms in simulations of 2-, 2-, and 1-ns durations,

respectively).
Comparison with other implicit solvent models

RNA molecules are also simulated using several popular implicit solvent

models incorporated in AMBER12 to objectively evaluate the performance

of our model (41), and the results are compared with our implicit solvent

simulations. Considering its success in simulating small RNA molecules

(42), the GBHCT model (43,44) is employed as the control method to

simulate the A-form RNA duplex and the SRL rRNA. On the other hand,

the tRNA is simulated with several available GBSA models, including

GBHCT (43,44), GBOBC1 (45), and GBOBC2 (46), both in the presence and

in the absence of Mg2þ ions, altogether constituting six sets of simulations.

The AMBER99 force field is applied in all control simulations for a fair

comparison. The detailed simulation protocol is the same as that in

STINKER, using the same force field and simulation parameters as well

as preequilibration strategy.
Data analysis

The analysis of the simulation trajectories include consideration of the

root mean-square displacement (RMSD) of a structure from the starting

structure, the number of hydrogen bonds, and the root mean-square

fluctuations (RMSFs) of each residue, all calculated using the Visual

Molecular Dynamics (VMD) 1.9 package (47). Electrostatic contributions

are determined for each saved structure along the implicit and explicit sol-

vent trajectories following the Molecular-Mechanics/Poisson–Boltzmann-

Surface-Area approach (using the program MMPBSA.py (29) within the

AMBER12 package (41)), after removing all atoms not belonging to

the RNAs.
THEORY

LD model and solvent dielectric screening

The LD model describes the electrostatics for a set of
solvated charges in terms of three coupled equations
involving the external electric field E, the electric displace-
ment D, the polarization P, and the local field F inside a
microscopically small sphere, called a Lorentz sphere:
Biophysical Journal 105(5) 1248–1257
D ¼ ε0Eþ P; (2)

F ¼ Eþ P
; (3)
3ε0

P ¼ na0Fþ gnmLðCmbmFÞbF; (4)
where b ¼ 1/kBT, kB is Boltzmann’s constant, T is the
absolute temperature, ε0 is the permittivity of the vacuum,
a0 and m are the electric polarizability and the magnitude
of permanent dipole moment of the solvent molecules,
respectively, n is the number density of the solvent mole-
cules, Cm and g are the Onsager and Kirkwood correction
factors, respectively, and LðxÞ ¼ cothðxÞ � 1=x is the
Langevin function. The electric polarizability and perma-
nent dipole moment of the solvent molecules can be
estimated from the experimental bulk static and optical
dielectric constants.

The numerical solution of Eqs. 2–4 enables expressing
the electric field E(r) as a function of D(r) at the spatial
position r. Because Eqs. 2–4 imply that E(r) and D(r)
are collinear, the relative permittivity ε(r) at r is defined
as the ratio of the magnitudes of D(r) and E(r). Thus,
ε(r) is calculated as a function of the known electric
displacement:

εðrÞ ¼ DðrÞ
½ε0EðrÞ� ¼ f ðDðrÞÞ; (5)

where the shape of the function f depends on the physical

properties of the solvent. In the simplest case in which a
single-unit charge residing at the origin is solvated in
water, the electric displacement is DðrÞ ¼ e=4pr2, where
e is the charge on the electron. Consequently, Eq. 5 implies
the following:

εðrÞ ¼ f
� e

4pr2

�
: (6)

Numerical solutions of the equation have been used
to propose a few analytical approximations for quickly
estimating the relative permittivity of water around a
single-unit charge. For instance, Shen and Freed (34,35)
used a two-parameter fit (with parameters h and s) to
describe the sigmoidal increase of the dielectric response
ε(r) from the small optical dielectric constant d0 (¼1.77)
at short distances to the asymptotic static dielectric con-
stant d (¼78.5) of water as follows:

εðrÞ ¼ d � ðd � d0Þ 1þ e2h

e2h þ ehsr
: (7)

The parameter s depends on the magnitude of the charge of

the solute ion to reflect the attenuated dielectric saturation
around the partial charge on the constituent atoms in the
macromolecules (34,35).
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PB equation and counter ions

The PB equation is most frequently employed to describe
the electrostatic interactions between molecules dissolved
in an ionic solution. By assuming a Boltzmann distribution
for the ions, the PB equation is expressed as

V$½εðrÞVjðrÞ� ¼ �rðrÞ �
X
i

cNi zielðrÞexp
�
� ziejðrÞ

kBT

�
;

(8)

where j(r) is the electrostatic potential at the spatial posi-
tion r, r(r) is the charge density of the solute, ci

N is the
concentration of ions of species i at an infinite distance
from the solute, zi is the charge of ion i, and l(r) describes
the accessibility of the solvent to the ion at position r.

When the solute corresponds to a single ion, an approx-
imate form of the differential equation can be solved
analytically by recognizing the presence of spherical sym-
metry, by assuming a constant relative electrical permit-
tivity, and by linearizing the exponential function to
reduce the PB equation into the simpler Debye–Hückel
equation, which yields the electrostatic potential around a
unit charge as

jðrÞ ¼ e

4pε0εrr
expð�krÞ; (9)

where k is the Debye–Hückel screening constant that is
proportional to the square root of the ionic strength, and εr

is the constant relative permittivity.
Combining the LD model with the PB equation

Here, we investigate the screening effects that originate
from both the solvent and the counter ions in response to
a single solute ion of unit charge. The description emerges
by combining the LD model with the PB equation and by
retaining the first iteration of the PB equation obtained by
introducing the initial approximation from the Debye–
Hückel theory. Thus, beginning with the Debye–Hückel
approximation converts Eq. 9 into the equation for the
electric displacement:

DðrÞ ¼ �V½ε0εrjðrÞ� ¼ e

4pr2
ð1þ krÞexpð�krÞ: (10)

Substituting the initial approximation of Eq. 10 into Eq. 5
and rearranging yield the general result

εðrÞ ¼ f
� e

4pr02

�
; (11)

where r0 ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
expðkrÞ=ð1þ k�rÞp

. Combining Eq. 11 with

the Shen–Freed analytical formula of Eq. 7 produces the
leading approximation as
εðrÞ ¼ d � ðd � d0Þ 1þ e2h

e2h þ ehsr0

¼ d � ðd � d0Þ 1þ e2h

e2h þ ehsr
ffiffiffiffiffiffiffiffi
expðkrÞ
1þkr

p :
(12)

A full numerical solution would involve inserting Eq. 12

into the PB equation to obtain the second iteration for
the electrostatic potential, from which a new electric
displacement is estimated and inserted into the LD model
to provide the second iteration for ε(r), etc. We retain the
first iteration because its analytical character facilitates
rapid implicit solvent simulations that would become pro-
hibitive if higher iterations were used in the simulations.
The approximate dielectric function derived from Eq. 12
produces the approximate electrostatic potential around
the solute ion as jðrÞ ¼ ðe=4�p�

ε
�
0εðrÞ�rÞexpð�krÞ.

Consequently, the electrostatic interaction energy Eelec

between a pair of charges q1 and q2 in the solute separated
by a distance of r is approximated in the linear, first-order
PB-LD model by

Eelec ¼ q1q2
4pε0ε1;2ðrÞr expð�krÞ; (13)

where ε1,2(r) is the comprehensive screening function that

can be estimated as the harmonic mean of the dielectric
functions (ε1(r) and ε2(r)) of the two participating charges
(q1 and q2) as ε1;2ðrÞ ¼ 2=ð1=ε1ðrÞ þ 1=ε2ðrÞÞ (34). For
simplicity, because of the preponderance of atoms with
similar levels of partial charges in nucleic acids, this work
neglects variations in the magnitude of partial charges on
the dielectric saturation by applying a uniform set of
parameter h and s in Eq. 12, and therefore ε1,2(r) is iden-
tical to the dielectric function of a unit charge, which
finally simplifies the Coulombic energy between a pair of
charges to

Eelec ¼ q1q2
4pε0r

expð�krÞ
"
d � ðd � d0Þ 1þ e2h

e2h þ ehsr
ffiffiffiffiffiffiffiffi
expðkrÞ
1þkr

p #�1

:

(14)

The distance-dependent dielectric function ε(r) and the

overall electrostatic screening term in Eq. 14, expð�krÞ=
εðrÞ, are depicted in Fig. S1 for various values of k.
RESULTS

A good yet challenging benchmark for an implicit solvent
model is its ability to reproduce the dynamics found for
the explicit solvent simulation. Therefore, the implicit
and explicit solvent trajectories are compared for each of
the three RNA systems in the order of increasing system
complexity.
Biophysical Journal 105(5) 1248–1257
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A-form RNA duplex simulation

Unlike DNA, the RNA duplex prefers the A-form conforma-
tion to the B-type isoform, implying a homeostatic property
of the former. As expected, the structure of the A-form RNA
duplex deviates slightly from the initial structure to a similar
degree in both the implicit and explicit solvent simulations
(Fig. 1 A, left panel). The RMSDs of all heavy atoms (other
than hydrogen) of the explicit and implicit solvent simula-
tions relative to the starting structure are 2.4 5 0.7 Å and
1.6 5 0.4 Å, respectively. Structural snapshots taken from
the implicit solvent simulation also demonstrate that the
RNA duplex adopts the A-form conformation rather than
the B-form (Fig. S2). In addition, the structural fluctuations,
represented by the RMSF, are relatively small, with nearly
identical behavior in the explicit and implicit solvent simu-
lations (Fig. 1 A, right panel).

Hydrogen bonding is a key factor stabilizing RNA struc-
tures and determining the specificity in base pairing. Hence,
the numbers of interchain hydrogen bonds are computed
throughout both trajectories using the criterion that the
acceptor–donor distance is smaller than 3.5 Å and the
acceptor–H–donor angle exceeds 140 degrees. The left
panel of Fig. 2 A indicates that the number of hydrogen
FIGURE 1 RMSD (left column) and RMSF (right column) time series

for the explicit (black) and implicit (red) solvent simulations of the

A-form RNA duplex (A), SRL rRNA (B), and tRNA (C). Only the produc-

tive trajectories are displayed here after excluding all preequilibration

frames. Frames from the first 20 ns of the productive simulations are

excluded from RMSF calculation.

FIGURE 2 Time series of hydrogen bonds (left column) and electrostatic

potentials (right column) for the explicit (black) and implicit (red) solvent

simulations of the A-form RNA duplex (A), SRL rRNA (B), and tRNA (C).

Only the productive trajectories are displayed here after excluding all

preequilibration frames.
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bonds in the implicit solvent system is relatively constant
with limited fluctuations. Furthermore, the average number
of hydrogen bonds, 28.8, is fairly close to the value (26.5) in
the explicit solvent system.

Our model is designed to provide a better description of
the electrostatics in the implicit solvent. Hence, the electro-
static contributions (DGE) to the free energy are evaluated
for both trajectories by summing over two components:
the electrostatic potential (EEL), which is calculated directly
using traditional molecular mechanics, and the electrostatic
interaction contribution to the solvation energy (EPB), which
is estimated by solving the PB equation. The time depen-
dence of the total electrostatic energy (Fig. 2 A, right panel)
is quite similar for the explicit and implicit solvent systems,
a similarity supported by their overlapping statistical distri-
butions (�2703 5 18 and �2714 5 14 kcal/mol for the
explicit and implicit solvent systems, respectively; Table 1).
The resemblance is present in the total electrostatic interac-
tion energy and also in the two contributing components EEL

and EPB.
The A-form RNA duplex displays an anomalous jump in

both RMSD and the number of hydrogen bonds around
36 ns in the explicit solvent simulation (black line in the
left panels of Fig. 1 A and Fig. 2 A). The jump in RMSD
is mainly caused by bending of the duplex (Fig. S3, A
and B), a motion that also substantially increases structural



TABLE 1 Electrostatic interactions from the simulations for the three RNA molecules

System Simulation time (ns) EEL (kcal/mol) EPB (kcal/mol) DGE (kcal/mol) Disparity (%)

RNA duplex Explicit 70 2200 5 97 �4903 5 96 �2703 5 18 �0.4

Implicit 70 2250 5 48 �4964 5 46 �2714 5 14

SRL rRNA ExplicitþMg2þ 70 5533 5 217 �9604 5 206 �4071 5 22 4.0

ImplicitþMg2þ 70 5977 5 85 �9885 5 79 �3908 5 21

Explicit 50 5576 5 111 �9649 5 102 4073 5 21 1.7

Implicit 50 5663 5 121 �9665 5 114 4002 5 20

tRNA ExplicitþMg2þ 60 33,454 5 549 �43,906 5 529 �10,452 5 38 3.6

ImplicitþMg2þ 60 33,486 5 407 �43,560 5 357 �10,074 5 74

Explicit 10 33,540 5 396 �44,019 5 382 �10,479 5 31 2.0

Implicit 10 32,735 5 364 �43,002 5 371 �10,266 5 74

EEL is the electrostatic interaction calculated according to molecular mechanics (using the AMBER99 force field). EPB is the electrostatic contribution to the

solvation energy and is estimated by solving the PB equation.DGE is the total electrostatic contribution to the system free energy and is therefore computed as

the sum of EEL and EPB. The disparity is the relative difference of DGE from the implicit solvent system with respect to the corresponding explicit solvent

system. ExplicitþMg2þ and implicitþMg2þ indicate the presence of explicit Mg2þ ions in the explicit and implicit solvent simulations.

Implicit Solvent Model for RNA Simulation 1253
fluctuations (RMSF) of the middle nucleotides (Fig. 1 A,
right panel). On the other hand, the abrupt change in the
number of hydrogen bonds is induced by the flipping of
the terminal cytocines at both ends, which locally disrupts
the G–C base pairing (Fig. S3, C and D). Except for these
minor differences, the A-form RNA duplex displays similar
dynamics in the implicit and explicit solvent simulations,
indicating that the implicit solvent model performs as well
as the explicit solvent model for this small RNA duplex.
SRL rRNA simulation

SRL rRNA is an indispensable component of the ribosome
and plays an important role in the binding and recognition
with several elongation factors (e.g., Ef-G and Ef-Tu)
involved in protein synthesis (48). Therefore, its mechanism
of recognition has been extensively studied both experimen-
tally and computationally (30,49).

SRL rRNA is structurally stable in the implicit solvent
simulation, as indicated by the steady RMSD (~3.3 Å)
that follows a rapid rise in the early stage (Fig. 1 B, left
panel). In contrast, the RMSD for the explicit solvent simu-
lation is small in the early stage (~2.2 Å), grows continu-
ously during the simulation, and finally stabilizes at a
structural deviation (~3.2 Å) comparable to that of the
implicit solvent simulation at the end of the 70-ns trajectory.
Similar patterns of RMSFs (Fig. 1 B, right panel) appear in
both simulations, despite the slightly smaller magnitude in
the implicit solvent simulation. Particularly, the first three
nucleotides at the 50-end are significantly more flexible in
the explicit solvent trajectory, a feature that is less well
captured by the implicit solvent simulation. On the other
hand, both implicit and explicit solvent simulations exhibit
a large positional fluctuation of nucleotide 15, which corre-
sponds to nucleotide 2660 (A2660) in 23S rRNA of Escher-
ichia coli. As the outermost residue in the GAGA tetra-loop,
this nucleotide is supposed to be structurally flexible to
facilitate its involvement in recognition by the elongation
factors as well as in sarcin/ricin binding (48). Our implicit
solvent simulation, hence, correctly reflects this structural
flexibility and agrees with a previous explicit solvent simu-
lation (49). The Watson–Crick region (helix at the 50- and
30-ends) of the SRL rRNA adopts an A-form-like duplex
in the crystal structure (30), and the native conformation
of this region is well maintained in the implicit solvent
simulation (Fig. S4). The stability of SRL rRNA degrades
when Mg2þ ions are absent in the implicit solvent simula-
tion, as indicated by the remarkably greater RMSD
(Fig. S5, left panel). This suggests the necessity of including
the explicit divalent ions in our model.

The left panel of Fig. 2 B indicates the presence of nearly
identical numbers of intramolecular hydrogen bonds in the
implicit (59.55 4.9) and explicit (60.35 5.0) solvent sim-
ulations. The resemblance of the two trajectories implies
that the base pairs undergo a similar level of rearrangement
in the two simulations.

Despite the comparable magnitudes of the RMSD,
RMSF, and hydrogen bonds in both classes of simulation,
the electrostatic contribution (DGE) to the free energy
differs substantially in the two simulations (Fig. 2 B,
right panel). The electrostatic contribution of about
�4071 kcal/mol to the free energy in the explicit solvent
system contrasts with the average of �3908 kcal/mol for
the implicit solvent system, an underestimation for this
RNA molecule by ~4% from our model (Table 1). Interest-
ingly, the mismatches between explicit and implicit solvent
systems are larger in the individual contributions (EEL

and EPB in Table 1), but they cancel to some degree in the
total DGE.
tRNA simulation

The tRNAs contain 73 to 94 nucleotides and adopt an
L-shaped, compact structure. The strong electrostatic
repulsion between the portions of the spatially localized
phosphate backbone introduces difficulty in accurately
simulating tRNAs with an implicit solvent model. The mol-
ecules are liable to severely distort if the electrostatics are
Biophysical Journal 105(5) 1248–1257



TABLE 2 Comparison between our model and the GBHCT

model in the simulations of the three RNAs

System

RMSD in the last 1 ns (Å)

Our model GBHCT

A-form RNA duplex 1.44 5 0.12 2.79 5 0.68

SRL rRNA 3.34 5 0.13 4.47 5 0.79

tRNA 5.13 5 0.16 14.76 5 0.75

RMSD values of simulated RNA molecules relative to the initial conforma-

tions are calculated for structural snapshots in the last 1 ns of the 10-ns

simulations using our implicit solvent model and the GBHCT model.

Mg2þ ions are present in both implicit solvent simulations.
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not correctly described. To our knowledge, no tRNA mole-
cules or comparable nucleic acids have previously been
successfully simulated with an implicit solvent model.

The tRNA structure undergoes relatively large conforma-
tional changes during the first 20 ns of both the explicit and
implicit solvent simulations and then equilibrates gradually
(Fig. 1 C, left panel). The RMSD profiles indicate that the
structural change is 2–3 Å larger in the implicit solvent
simulation. Close inspection, however, suggests that this dif-
ference is partially caused by the highly dynamical unpaired
30-end because the RMSD values drop dramatically when
the five unpaired nucleotides at the 30-end are excluded
from the RMSD calculation (Fig. S6). In other words, the
main body of the tRNA is structurally stable in the implicit
solvent simulation, although the RMSD is ~1.5 Å higher
than that for the explicit solvent simulation. This result rep-
resents, as far as we know, the first example of a complex
RNA molecule (e.g., tRNA) that has been successfully
simulated with a computationally rapid implicit solvent
model. The RMSFs calculated from both the implicit and
explicit solvent trajectories support the assignment of high
structural flexibility to the unpaired 30-end (Fig. 1 C, right
panel). In addition, the overall RMSF pattern for the implicit
solvent simulation matches that for the explicit solvent
trajectory, despite a minor difference in the dihydrouracil
arm (nucleotides 8–14), in which the implicit solvent simu-
lation exhibits slightly larger RMSF values (Fig. 1 C, right
panel). In general, the main body of the tRNA is well char-
acterized by our implicit solvent model. In contrast, the
tRNA cannot maintain a compact structure when Mg2þ

ions are absent in our implicit solvent simulation, as
reflected by the rapid growth of the RMSD (to ~10 Å) in
a 10-ns simulation (Fig. S5, right panel).

Similar to the smaller systems, the number of intramolec-
ular hydrogen bonds of tRNA in the implicit solvent simu-
lation agrees well with the number derived from the
explicit solvent simulation (Fig. 2 C, left panel). On average,
both systems have 141 intramolecular hydrogen bonds with
similar standard deviations (7.8 and 8.3 for explicit and
implicit solvent systems, respectively). Furthermore, the
small fluctuations of the number of hydrogen bonds along
both trajectories indicate that the overall base-pairing
pattern in tRNA is quite stable.

As found in the SRL rRNA simulations, the electrostatic
contribution to the free energy is underestimated by 3.6% in
magnitude from the implicit solvent simulation of tRNA
(Fig. 2 C, right panel; Table 1).

In summary, simulations for the three RNA systems
demonstrate that our implicit solvent model can efficiently
facilitate the simulation of RNA molecules with different
structural complexity. The simulated molecules display
comparable structural changes and fluctuations (e.g.,
RMSD, RMSF, hydrogen bonds, etc.) to the explicit solvent
simulations. However, the model underestimates the elec-
trostatic energies by ~4% when simulating the relatively
Biophysical Journal 105(5) 1248–1257
compact RNA structures (SRL rRNA and tRNA), a flaw
that may arise from deficiencies in the model (see Discus-
sion section).
DISCUSSION

Comparison with other implicit solvent models

Although we demonstrate good performance of our implicit
solvent model, an objective evaluation of its power for RNA
simulations requires comparison of the model with other
available implicit solvent models, which overwhelmingly
involve GBSA models, of which the GBHCT model
(43,44) has been reported as superior to other GB models
in handling nucleic acids (42). Test simulations using the
GBHCT model (in AMBER) satisfactorily describe both
the RNA duplex and SRL rRNA as structurally stable,
albeit with slightly larger average RMSDs than our model
(Table 2). The GBHCT model, however, fails in simulating
tRNA: The overall tertiary topology quickly becomes lost
in a 10-ns simulation (as indicated in Table 2 by the average
RMSD of 14.8 Å in the last 1 ns of the 10-ns trajectory and
in Fig. 3 by the structure of RNA in the last frame). Two
other popular GB models, GBOBC1 (45) and GBOBC2 (46)
in AMBER, are also evaluated for their power in tRNA
simulation. Table S2 shows that tRNA fails to maintain its
tertiary structure in any of the GB models tested above,
either in the presence or in the absence of explicit Mg2þ

ions (and similar results emerge using the GBOBC model
in NAMD). The last frames of the 10-ns trajectories
(Fig. 3) clearly imply that the L-shaped tertiary structure
of tRNA is well preserved only from the simulation with
our superior implicit solvent model.
Possible future improvements

We propose a novel, to our knowledge, implicit solvent
model to simulate the structure and dynamics of RNA mol-
ecules by combining the LD model and the PB equation.
Despite its acceptable performance in simulating large
RNA molecules, which to our knowledge is not feasible
using other available models, the model still possesses defi-
ciencies that should be overcome in the future.



FIGURE 3 The last frames in 10-ns simulations of tRNA using our

model as well as from the GBHCT, GBOBC1, and GBOBC2 models, with

(þMg) or without Mg2þ (�Mg) ions included. Consistent with Table S2,

the simulations using our model exhibit the tertiary structure of tRNA as

intact when Mg2þ ions are present, but as partially distorted when Mg2þ

ions are absent. In contrast, the tertiary topology is nearly completely dis-

rupted in all other implicit solvent models tested, independent of whether or

not Mg2þ ions are included in the simulation system.
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First, the binding and coordination of Mg2þ ions are
incorrectly represented, although these ions are absolutely
necessary in our model (as shown above in the implicit sol-
vent simulations of SRL rRNA and tRNA when Mg2þ ions
are absent). In the real binding process, Mg2þ frequently
loses most of the water molecules in its first hydration layer
and closely coordinates with the electronegative oxygen and
nitrogen atoms in RNA. Therefore, any inaccuracy in esti-
mating the desolvation energy of Mg2þ ions may negatively
impact the description of the thermodynamics of RNA mol-
ecules. Unfortunately, despite the consideration of the solva-
tion energy for all RNA atoms, the desolvation of Mg2þ ions
is neglected in our present implicit solvent model because
we have not found a better way to estimate the electrostatics
of these ions than the current PB-based model, which has
intrinsic flaws in handling the divalent ions in the absence
of explicit solvent. Without the desolvation penalty, Mg2þ

ions prefer more intimate interaction with the RNA mole-
cules, as demonstrated in Fig. S7, in which the RNA atoms
are counted as coordinated when they are located within
2.4 Å (see Petrov et al. (50)) of any of the seven Mg2þ

ions in the simulation of tRNA. The bias for overcoordina-
tion frequently disrupts the RNA structures locally in the
implicit solvent simulations (Fig. S8). More important,
the local disruption of RNA structures would further affect
the electrostatic calculations. In contrast to the A-form
RNA duplex, systems with explicit Mg2þ ions (SRL
rRNA and tRNA) have a ~4% disparity in the total
electrostatics (Table 1), which implies a possible side effect
of the nonideal treatment of Mg2þ. To quantify the effect
of Mg2þ ions on the underestimation of electrostatics,
implicit and explicit solvent simulations for SRL rRNA
(50 ns) and tRNA (10 ns) are performed without the Mg2þ

ions. The electrostatic energies now agree better (to dispar-
ities of ~1.7% and 2.0%, respectively, in Table 1), suggest-
ing that the implicit solvent model described here can be
further improved by including an improved description of
divalent ions.

Second, our implicit solvent model is derived by
combining the LD model and the PB equation for a point
charge. Ideally, both the dielectric function and the electri-
cal displacement should be determined by multiple rounds
of iterative calculations using Eq. 6 and Eq. 8. The present
work approximates the numerical solution of Eq. 6 by a
fitting function (Eq. 7), and the iterative calculation is trun-
cated at the first iteration to derive a simple analytical for-
mula for the dielectric function. Moreover, the real RNA
molecules contain numerous charged atoms rather than
one point charge, and the dielectric function should not be
spherically symmetric in such a complex system. Therefore,
the dielectric function should be derived following the
iterative approach and considering more information about
the target (e.g., the shape and charge distribution of the
molecule).

Finally, the model is currently implemented in
STINKER, a simulation package without parallelization,
which impairs the efficiency of the program. In particular,
a benchmark test for implicit solvent simulation of tRNA
on a DELL workstation (2.67GHz CPU, Intel core i7) sug-
gests a performance of ~0.8 ns/day per core processor,
which is 6 times faster than the explicit solvent simulation
using NAMD (0.125 ns/day) when one CPU processor is
used. However, the NAMD simulations can be accelerated
by 16 times (to 2 ns/day) when 24 Intel Xeon 2.67GHz proc-
essers are used. In the future, our model should be incorpo-
rated into a well-parallelized program to facilitate faster
RNA simulations.
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