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Abstract

Difficulties arise in multiple-group evaluations of factorial invariance if particular manifest
variables are missing completely in certain groups. Ad hoc analytic alternatives can be used in
such situations (e.g., deleting manifest variables), but some common approaches, such as multiple
imputation, are not viable. At least 3 solutions to this problem are viable: analyzing differing sets
of variables across groups, using pattern mixture approaches, and a new method using random
number generation. The latter solution, proposed in this article, is to generate pseudo-random
normal deviates for all observations for manifest variables that are missing completely in a given
sample and then to specify multiple-group models in a way that respects the random nature of
these values. An empirical example is presented in detail comparing the 3 approaches. The
proposed solution can enable quantitative comparisons at the latent variable level between groups
using programs that require the same number of manifest variables in each group.
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Structural equation modeling (SEM) has become the method of choice to answer many
important questions in psychological research. The range of models proposed thus far—
including confirmatory factor analysis (CFA) models (Jéreskog, 1969, 1971), test theory
models (Jéreskog, 1974), latent variable structural models (Bentler & Speckart, 1979;
Joreskog, 1974), and longitudinal models using latent growth factors or latent difference
scores (McArdle, 1988, 2001; McArdle & Epstein, 1987; McArdle & Hamagami, 2001;
Meredith & Tisak, 1984, 1990)—is remarkable, and new models extending the basic
framework are published with regularity.

Especially useful are multiple-group models that enable investigations of similarities and
differences across groups in key parameters of interest. Establishing factorial invariance of
measurement model parameters across groups provides putative evidence that the same
underlying constructs are present in different groups (Horn, McArdle, & Mason, 1983;
Meredith, 1964a, 1964b, 1993; Widaman & Reise, 1997). Once a sufficient level of factorial
invariance is achieved, researchers can concentrate on other parameters of interest, such as
group differences in latent variable means, variances, or the magnitude of directed relations
among latent variables. One consistent goal of science is to replicate and extend prior
research findings, and multiple-group SEM is a sophisticated, state-of-the-art method for

Copyright © Taylor & Francis Group, LLC

Correspondence should be addressed to Keith F. Widaman, Department of Psychology, University of California, One Shields Avenue,
Davis, CA 95616. kfwidaman@ucdavis.edu.



1duasnuey Joyiny vd-HIN 1duasnuey Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Widaman et al.

Page 2

social science researchers to pursue this goal by enabling quantitative comparisons across
groups.

One of the more useful, recent developments in estimation techniques for SEM is full
information maximum likelihood (FIML) estimation in the presence of missing data
(Arbuckle, 1996). Under FIML estimation, structural models are fit directly to the raw data
matrix, rather than to summary matrices such as correlation or covariance matrices. FIML
estimation uses all available data values for all observations and builds up estimates of
parameters and their standard errors from all data values present in all observations. Thus,
FIML estimation can achieve estimates of model parameters when some values are missing
for a given observation and does not require deletion of observations with missing values
(i.e., listwise deletion), as is required under traditional maximum likelihood (ML)
estimation. Monte Carlo studies have verified that FIML estimation is more efficient and
less biased than traditional methods—such as ML estimation of complete-data observations
(i.e., data sets derived after listwise deletion of observations with missing values)—if
missing values are missing at random or missing completely at random; indeed, FIML
estimation might be the optimal approach even if data are missing not at random (Arbuckle,
1996; Muthén, Kaplan, & Hollis, 1987).

One circumstance that poses a problem for structural modeling, particularly under FIML
estimation, is the case of multiple-group analyses in which certain manifest variables are
missing completely in particular groups. Many standard programs for SEM (e.g., LISREL;
Joreskog & Soérbom, 1996) require that all groups in a multiple-group analysis have the
same number of manifest variables. When collating measures for analysis across multiple
samples from different studies, the manifest variables of interest for a particular group
include manifest variables present (MVP) and manifest variables missing completely
(MVMC) in the research protocol for that group. To move forward with analyses using such
structural modeling programs, each manifest variable in each group must exhibit variability
in observed scores. If one or more manifest variables were not measured in a particular
group, all data values on this variable are missing completely within the group. If a manifest
variable in a given group contains either constant values (i.e., no variability) or completely
missing values, the manifest variable covariance matrix is singular and has no inverse, so
statistical analyses under FIML estimation cannot proceed.

If certain manifest variables were assessed in some groups but not in others and one is using
a program requiring the same manifest variables be present in each group, at least three
analytic approaches might initially be considered for circumventing the MVVMC problem:
imputation, manifest variable deletion, and conceptual replication. Imputation involves
replacing missing values with representative values that preserve patterns of relations among
manifest variables (Dempster, Laird, & Rubin, 1977; Little & Rubin, 1987; Rubin, 1976,
1996). Typically, researchers generate between 5 and 10 data sets, each with different sets of
imputed values in place of missing values. Analyses are then performed separately on each
data set, and parameter estimates and their standard errors are summarized across data sets.
In multiple-group data, imputations are typically performed within each group, to ensure
accurate representation of relations among variables within the group (Allison, 2002; Enders
& Gottschall, 2009). However, within-group imputation requires at least some information
within the group regarding relations among variables for which imputed values are
generated. If all values on a given manifest variable are missing for a particular group (e.g.,
because the manifest variable was not part of the study protocol), no information is available
within the group concerning the relation of the given manifest variable with other manifest
variables. An imputation algorithm would have no basis for generating representative values
on any manifest variable that was missing completely in a particular group, so within-group
imputation is not a viable option.
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An alternative imputation option is to place all groups into a single data set and perform the
imputations on this “total sample” data set (Enders & Gottschall, 2009). This analysis could
“borrow strength” from the multiple groups, using information about relations among
variables across all groups to guide the imputation algorithm when estimating representative
values for any manifest variable that was missing completely in a given group. But, if the
goal of subsequent analyses was to evaluate factorial invariance across groups, this form of
imputation would generate imputed values biased in favor of exhibiting factorial invariance
as relations among manifest variables from other groups would be used to generate imputed
values in a group for which a manifest variable was missing completely (cf. Enders &
Gottschall, 2009). To combat such potential bias, some experts recommend generating
dummy variables to represent groups and including these dummy variables and products of
these dummy variables with manifest variables (which function as interaction vectors) as an
alternative to within-group imputation (Allison, 2002; Enders & Gottschall, 2009). For any
group with at least one manifest variable missing completely, the corresponding product or
interaction vector would contain no information in that group, so this form of imputation
would also fail. The upshot is that neither within-group nor “total sample” imputation is a
viable option.

The second approach to the MVMC problem is manifest variable deletion, or deleting those
manifest variables from multiple-group analyses that were missing completely in any of the
groups in the analysis. This analytic approach results in analyses that are based on a reduced
set of variables, but ensures presence of the same set of manifest variables in each group.
Although this approach appears to yield an acceptable solution, at least two problems could
arise. First, deleting key manifest variables from analyses might lead to latent variables that
do not meet common specifications for a particular latent variable. For example, if a given
manifest variable (e.g., Raven’s Standard Progressive Matrices) is often used as the central
indicator of a particular latent variable (e.g., fluid intelligence), but that manifest variable
was not included in the protocol of one or more groups, then deleting the key manifest
variable from all analyses would lead to a latent variable that was missing an important
indicator. Second, cases could arise in which no single manifest variable for a particular
latent variable was included in the protocol in all groups. In such situations, manifest
variable deletion would result in the elimination of the associated latent variable, and this
would likely be an unacceptable option.

A third approach to the MVVMC problem is conceptual replication, or the performing of
parallel sets of analyses across groups, using whichever manifest variables are available in
each group, although the sets of manifest variables then differ across groups. Using this
approach, one might collate findings across groups, arguing that similar patterns of influence
hold across groups. Hofer and Piccinin (2009) recently provided a strong argument in favor
of a sophisticated form of conceptual replication, proposing ways of ensuring optimal
similarity, if not identity, of measurement and analysis procedures across studies. Of course,
if manifest variables differ across groups, strong statements about similarities or differences
across groups cannot be made, because factorial invariance across groups cannot be
specified or tested. Thus, conceptual replication, although useful, is not a viable option for
strict testing of differences across groups in model parameters.

The goal of this article is to compare three approaches to the MVVMC problem that enable
researchers to proceed with multiple-group analyses, test hypotheses related to factorial
invariance, and proceed to tests of key theoretical hypotheses. In the rest of this article, we
first describe an empirical research application that embodies the problem of MVMC. We
then present results of analyses under three alternative approaches to dealing with the
problem, comparing results under the three approaches. We close with recommendations for
research and practice.
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A MOTIVATING EXAMPLE

Consider the following research situation: Prior research has shown that economic pressure
on the family has a number of negative influences, including associations with higher levels
of depression in fathers and mothers, higher marital conflict, lower levels of positive
parenting behaviors, and lower levels of child developmental outcomes (see Conger &
Donnellan, 2007, for a review). However, much of the prior research on detrimental
influences of family economic pressure has been conducted on European American families.
Because theories regarding cultural influences on family processes and child development
suggest that the patterning of relations among family process variables might differ across
ethnic groups (Parke et al., 2004), researchers should not assume that research findings from
European American families will generalize to families of different ethnic origins. Instead,
investigators should seek to establish whether relations of similar magnitude hold across
different ethnic groups.

We had access to data on participants from three ethnic groups living in the United States
and wanted to test whether economic pressure was related to father and mother depression in
similar ways across groups. The three groups were obtained from the following studies: (a)
the Family and Community Health Study (FACHS), a study of 889 African American
children and their families; (b) the California Families Project (CFP), a study of 327
Mexican-origin families and children; and (c) the lowa Youth and Families Project (I'YFP),
a study of 451 European American children and families. Because we were testing the
influence of economic pressure on both mothers and fathers, we focused on two-parent
families, yielding 428 families from the FACHS study, 262 families from the CFP study,
and 385 families from the I'YFP study, for a total of 1,075 families across the three groups.

The first latent variable in our study was economic pressure. All three studies included the
same three indicators of economic pressure, consisting of: (a) unmet material needs (U), the
average of four items assessing unmet material needs in different domains, including
“having enough money to afford the kind of home, clothing and food your family needs”
(response scale 1 = strongly agreeto 4 = strongly disagree); (b) can’t make ends meet (C),
the average of two items measuring difficulties in having money to cover expenses,
including “difficulty paying bills” and “the amount of money left at the end of the month”
(response scale: 1 = no difficulty at allto 4 = a great deal of difficulty, 1 = more than enough
money left overto 4 = not enough to make ends meel); and (c) financial cutbacks (F), the
number of 11 areas in which the family had to make cutbacks, including “the family
postponing major household purchases, changing residence, and or eliminating medical
insurance” (each area scored dichotomously, 0 = no cutbacks, 1 = cutbacks). Fathers and
mothers provided responses on the preceding scales. Consistent with prior research (e.g.,
Conger & Donnellan, 2007), average responses across fathers and mothers were used as
analyzed scores. For families in which fathers did not participate, scores on economic
pressure variables were treated as missing data. Scores on all three indicators were reverse-
scored when necessary so that higher scores indicated greater economic pressure on the
family.

The remaining two latent variables to be studied were father depression and mother
depression. Across the three studies, two scales were used to assess father and mother
depression. One scale was the General Distress Depression subscale from the Mini-Mood
and Anxiety Symptom Questionnaire (Mini-MASQ; Clark & Watson, 1991; Casillas &
Clark, 2001), consisting of five items, each answered on a scale ranging from 1 (not at all) to
4 (extremely). The second scale was a 10-item short form of the Center for Epidemiological
Studies Depression scale (CES-D; Radloff, 1977), with responses falling on a scale ranging
from 1 (a/most never or never) to 4 (almost always or always). Two parcels (one two-item
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and one three-item parcel) were formed from the Mini-MASQ, and these are denoted M1F,
M2F, M1M, and M2M for Mini-MASQ Parcels 1 and 2 from father and mother,
respectively. Two parcels (two five-item parcels) were formed from the CES-D scale items,
and these parcels are termed C1F, C2F, C1M, and C2M for CES-D Parcels 1 and 2 for
father and mother, respectively. Thus, the data to be analyzed consist of 11 manifest
variables: (a) three indicators of economic pressure (U, C, and F), (b) four indicators of
father depression (M1F, M2F, C1F, and C2F), and (c) four indicators of mother depression
(M1M, M2M, C1M, and C2M).

Figure 1 shows confirmatory factor models containing 11 manifest variables and three latent
variables for each of the three groups. In Figure 1, standard notation is used: Triangles
denote the unit constant used to estimate means or intercepts, squares or rectangles represent
manifest variables, circles or ellipses stand for latent variables, single-headed arrows denote
directed effects (e.g., factor loadings, regression weights), and double-headed arrows
represent variances or covariances. Solid lines represent observed manifest variables and all
related latent variables and parameter estimates. Dashed lines denote manifest variables that
are missing completely (i.e., MVMC) in a given sample, along with related parameters for
these manifest variables.

In Figure 1, common denotations are used for parameters. Specifically, t;(/=1, ..., 11)
represents the measurement intercept for manifest variable /, A jdenotes the loading of
variable jon its corresponding latent variable, 6 represents unique factor variance for
variable /, v (k= 1, ..., 3) represents the factor variance for latent variable &, yxx (kK% k
"Ydenotes the covariance between latent variables kand &’, and a4 represents the factor
mean for latent variable 4. As a result, the measurement model equation for each of the 11
manifest variables in Figure 1 can be written as:

Yi=tj+Am+e), (1)

where e is the unique factor for Y} and other symbols were defined earlier. Unique factor
scores cannot be estimated directly, so only the variance of e labeled 6, is estimated, as
shown in Figure 1.

As shown in Figure 1, the CES-D was not administered in the FACHS study, so the CES-D
parcels were MVMC in this sample. In the I'YFP, the Mini-MASQ was not administered, so
Mini-MASQ parcels were MVMC for the I'YFP sample. The CFP study protocol employed
both the Mini-MASQ and the CES-D, so all 11 manifest variables were measured in the
CFP study. However, we note that, within each study, data were not complete.

As noted earlier, imputation is not a viable option for the data structure represented by
Figure 1 because certain variables are MVMC in one or another group, leaving two
remaining analytic approaches. The manifest variable deletion approach is also not viable in
this case. Because CES-D parcels were MVVMC in the FACHS study and Mini-MASQ
parcels were MVMC in the I'YFP sample, all depression parcel scores shown in Figure 1
would be deleted if one deleted all MVMC in any sample, precluding any analyses related to
depression. Finally, taking the conceptual replication approach, a researcher could compare
the FACHS and CFP samples based on Mini-MASQ scores and could separately compare
the CFP and I'YFP samples based on CES-D scores, but the researcher would be unable to
compare results quantitatively across the preceding sets of analyses, because comparability
of the metrics of scores on depression latent variables defined by Mini-MASQ and CES-D
parcels could not be ensured. Further, no comparisons could be made between the FACHS
and I'YFP samples due to the mismatching sets of manifest variables related to depression in
these samples. What is needed is an approach to the MVVMC problem that uses all available
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observations and variables in each group and can implement quantitative comparisons across
all groups, thereby testing strongly the theoretical models under consideration.

Solution 1: Use a Program That Can Handle MVMC

The first solution to the MVVMC problem is to use a program, such as EQs! (Bentler & Wu,
1996), that can handle differing numbers of manifest variables in each sample. The clear
advantage of this approach is that the resulting solution yields the maximum likelihood
solution when fitting a model to data, and the MVVMC have no influence on the solution.
However, we note that EQS is the only program of which we are aware that is able to fit
multiple group models with differing numbers of manifest variables. Thus, this might not be
a reasonable solution if other SEM programs are utilized (e.g., LISREL).

Solution 2: Use Pattern Mixture Procedures With Known Groups

A second solution is to use the Pattern Mixture Procedure with Known Groups available in
certain programs, such as Mp/us (Muthén & Muthén, 2007).2 The Pattern Mixture
Procedure utilizes the mixture modeling framework for specification and estimation, but
treats class membership as known. Thus, the probability of class membership is treated as
observed and based on the grouping variable. The logic behind this solution is that, in
mixture modeling, one class of individuals might have MVVMC. This approach circumvents
the need to have the same variables measured in each group. This approach is not without
limitations, however. Similar to Solution 1, this option is not widely available. Also, when
utilizing this approach, absolute and global indexes of model fit (e.g., comparative fit index
[CFI], root mean square error of approximation [RMSEAY]) are not provided. Of course,
these indexes could be calculated post-hoc by first estimating the saturated (e.g., means,
variances, and covariances) model separately for each group, calculating the chi-square
statistic, and then calculating each fit index. Additionally, the fitting of the pattern mixture
model is not straightforward. The model is fit according to Figure 1; however, dotted paths
are fixed to 0 in each known class, with the exception of the dotted residual variances, which
were fixed at a small positive value (e.g., .01).

Solution 3: Generate Random Data for MVMC

A third solution to the MVVMC problem, proposed here, is the following two-step procedure:
(a) generate random normal deviates for all observations (i.e., persons) in a given sample for
all MVMC in that sample, and (b) proceed with model specification and testing in a fashion
that respects, or is consistent with, the random nature of the generated scores.3

The first step is the generation of random normal deviates (i.e., pseudo-random numbers
from a population that is normally distributed with A= 0 and SD = 1) for all observations
on MVMC in a given sample. In the population, a given random variate Yjhas a mean of 0
(1= 0), standard deviation (SD) of unity (o= 1), and correlations of zero (p; = 0) with all
other variables Y} . In any finite sample, these population values would not be observed, as
sample estimates would depart from population parameters due to sampling variability.
However, as sample size increases, sample statistics should converge on population values,
so the mean of ¥;should approach zero (as N — 0o, E(Y}) — 0), the variance and, hence,
the SD of Y;should approach unity (as N — oo, F[(Y;- Y)?] — 1), and correlations of Yj

1EQS (Bentler, 2006) scripts and output files for all models presented in this article are available on request from the first author.
Mplus (Muthén & Muthén, 2007) scripts and output files for all pattern mixture models presented in this article are available on
request from the first author.
Analysis scripts and output files for all models presented in this article using the random data approach are available on request from
the first author.
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with all other manifest variables Y} should approach zero (as N — oo, E(r;; — 0)), where
E is the expected value operator.

The preceding characteristics of random normal deviates have implications for proper model
specification. For a manifest variable Yjthat is missing completely in a given sample and
therefore has its missing values replaced by random normal deviates, the model specification
should be:

1. Itsintercept T;should be freely estimated in all structural models.
2. Its factor loading, A, should be fixed at O in all structural models.

3. Its unique factor variance, 6 and the covariances of its unique factor with unique
factors for all other manifest variables Y}, 6,7, should be freely estimated in all
structural models.

Model specifications noted here are shown for the current problem in Figure 2, where all
parameters enclosed in dashed lines are associated with MVVMC. In the FACHS sample,
these parameters are associated with CES-D parcels and include (a) intercepts tg, t7, T10,
and tq1; (b) corresponding factor loadings, shown as fixed at zero; and (c) unique factor
variances 6g, 67, 619, and 611, and unique factor covariances 01, through 64s. In the CFP,
no manifest variables are MVVMC, so no parameters are contained in dashed lines. In the
I'YFP sample, the four parcels derived from the MASQ are shown within dashed lines, and
these include (a) intercepts t4, ts, tg, and tg; (b) corresponding factor loadings, shown as
fixed at zero; and (c) unique factor variances 64, 65, 6g, and g, and unique factor
covariances 81, through 6,45. All parameters associated with MVVMC should be freely
estimated with no constraints across groups in any models. If this is done, the number of
parameter estimates associated with MVVMC will be equal to the number of new sample
statistics (i.e., means, variances, and covariances) associated with these variables. The
degrees of freedom (df) reported by the program will be correct, based on the sample
statistics and number of parameters for MVP across samples. Analyses can then proceed
with cross-group constraints on parameter estimates associated with manifest variables that
were assessed in common across each pair of samples. Specifics with regard to these details
of specification are illustrated next.

Our proposed solution might lead to potential bias in model fit and in obtained parameter
estimates when incomplete data are present within each group to the extent that the pseudo-
random values generated for MVMC display sample estimates of mean and covariance with
other variables that depart from population values. Assume the presence of a covariance or
moment structure model for a set of manifest variables that yields model-based estimates of
the population mean vector p. and covariance matrix Z. Under FIML estimation, the function
to be minimized, £, can be written

N N
F=)logl) 1+ > i) > ik, @
i=1 i=1

where y;is the vector of scores observed for observation 7 (i.e., deleting manifest variables
for observation /that contain missing values), p;is the corresponding population mean
vector, and X;is the covariance matrix among manifest variables deleting rows and columns
associated with missing values for observation /. To invoke Equation 2, model-based
estimates of p and X based on sample data are utilized in the equation. Thus, if the means
and variances of MVMC depart from 0.0 and 1.0 and the correlations of MVMC with MVP
depart from zero—as would be expected under sampling, these sample values for the
MVMC would affect model-based estimates of . and Z for all manifest variables if the
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MVP also contained some missing values. If this were to occur, somewhat different
estimates of model fit or estimates of model parameters might be obtained when MVMC are
included in an analysis compared with when MVMC were deleted from the analysis.
Investigating the magnitude of these forms of potential bias is a task for this project.

Descriptive statistics and the correlations among manifest variables for each of the three
samples are shown in Table 1. Statistics shown in Table 1 are ML estimates based on FIML
estimation in the presence of missing data, and sample sizes with data on each variable are
shown in the first data column of the table. The results of data analyses are presented in four
major sections including a description of results from fitting separate factor models to each
sample, and descriptions of testing for factorial invariance utilizing the three solutions
discussed earlier.

Separate Sample Analyses Excluding MVMC

As a first step in our analyses, we performed a CFA separately in each sample, deleting any
MVMC in each sample. Thus, using EQS, we performed CFA analyses on 7 manifest
variables for the FACHS and I'YFP samples and on 11 manifest variables for the CFP
sample. Models were specified as shown in Figure 2, except that the MVVMC for each
sample were deleted completely from the models. That is, in the FACHS sample, because
the CES-D parcels were MVMC, three manifest variables (U, M, & N) were indicators for
the economic pressure factors, the two father-report parcels from the MASQ were indicators
for father depression, and the two mother-report parcels from the MASQ were indicators for
mother depression. In the CFP sample, no variables were MVVMC, so the three variables U,
M, and N loaded on economic pressure, all four father-report parcels (two from MASQ, two
from CES-D) loaded on father depression, and all four mother-report parcels loaded on
mother depression. Finally, in the I'YFP, the MASQ parcels were MVMC, so the three
variables of U, M, and N loaded on economic pressure, the two father-report parcels from
the CES-D loaded on father depression, and the two mother-report parcels from the CES-D
loaded on mother depression. In each sample, we identified the model by fixing the factor
variance to 1.0 and factor mean to 0.0 for each of the three factors.

The resulting fit indexes are listed in the top three lines of Table 2. As can be seen in Table
2, the fit of the CFA model was very good in the FACHS and 1'YFP samples, with 2 values
slightly less than the degrees of freedom for the models and therefore CFI and Tucker—
Lewis Index (TLI) values of approximately 1.00 and RMSEA values of .000. The fit of the
three-factor CFA model in the CFP sample was slightly worse, with a statistical index of fit
that was rejectable at the .05 level, X2(39, N=262)=58.77, p=.02. However, both the CFI
and TLI were greater than or equal to 1.00, and the RMSEA was .045, so the fit of the CFA
model in the CFP sample was very good. We note one modification to the model in the CFP
sample: Two covariances among unique factors were estimated, one between unique factors
for the two father-report MASQ parcels (M1F, M2F) and the other between unique factors
for the two mother-report MASQ parcels (M1M, M2M). These covariances among unique
factors indicate that MASQ parcels share content overlap beyond that reproduced by the
specified latent variables, and these covariances among unique factors were estimated on an
a priori basis. Comparable covariances among unique factors for CES-D parcels were
nonsignificant, so were not included in the final model.

Solution 1: Combined Estimation Using Program That Can Handle MVMC—
Multiple group factor models were fit using EQS, a program that can handle MVMC, to
investigate factorial invariance. Specifically, we examined the set of models of increasing
factorial invariance outlined by Widaman and Reise (1997): (a) configural invariance, or the
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same pattern of fixed and free parameters across groups; (b) weak factorial invariance,
adding to the configural invariance model the invariance of factor loadings; (c) strong
factorial invariance, adding to the weak invariance model the invariance of intercepts; and
(d) strict factorial invariance, adding to the strong invariance model the invariance of unique
factor variances.

The configural invariance model was identified in the following fashion, and we refer to
certain parameters in Figure 2 when describing model identification. In the FACHS sample,
we fixed the factor mean to zero and the factor variance to 1.0 on each of the three factors,
which identified all remaining parameter estimates. In the CFP sample, we constrained one
factor loading on each factor and the corresponding intercept to be identical to the
corresponding values from the FACHS sample. Specifically, we constrained CFP sample
factor loadings A1, A4, and Ag and intercepts 1, t4, and tg to be invariant with values from
the FACHS sample, which identified all latent variables in the CFP samples and enabled the
estimation of latent variable means and variances in this sample. In the I'YFP sample, we
again constrained one factor loading per factor and the corresponding intercept to be
identical to the corresponding values from a prior sample.

As shown in the bottom half of Table 2, the configural invariance model had quite
acceptable fit to the data, both statistically, X2(61, N=1,075)=74.32, p=.12, and
practically, with CFIl and TLI values over 1.00 and an RMSEA of .025. Comparing fit of the
configural model with the total (summed XZ and df) fit information from the three separate
analyses, we see a high degree of similarity. Ideally, these values would be identical;
however, due to incomplete data within each sample, small differences were found between
fit of the three-group configural model and separate fit of the factor model to each group.

The fit of the weak factorial invariance model is shown next in Table 2. The weak
invariance model retained very good practical fit indexes, but resulted in a significant
increase in statistical fit of the model, AX2(8, N=1,075) = 21.49, p< .005; however,
indexes of global and practical fit and the nonexistent or small changes in these indexes
indicate the weak factorial invariance model fit the model well. The strong factorial
invariance model had a level of statistical fit that was significantly worse than the weak
factorial invariance model, AXZ(B, N=1,075) = 43.55, p<.0001. However, as with the
weak factorial invariance model, the CFI and TLI remained equal to or greater than 1.00.
The RMSEA still indicated close model fit with a value of .048. Thus, the strong factorial
invariance model appears to represent the observed data well. Finally, the strict factorial
invariance model was fit and had much worse fit than the strong factorial invariance model,
Ax?(14, N=1,075) = 116.74, p< .0001. The CFI and TLI values remained excellent;
however, the RMSEA increased to .071. Thus, retaining the strong factorial invariance
model or accepting the strict factorial invariance model can be justified. Being conservative
in our model comparisons, the strong factorial invariance model was retained.

Solution 2: Combined Estimation Using Pattern Mixture Procedures With
Known Groups—The pattern mixture procedure with known groups was estimated using
Mplus. The model is specified similarly to a three-group model with separate model
statements for each group (or class in this case) as the mixture modeling analysis type is
specified. For each group, the full model of Figure 2 is specified for 11 variables; however,
the dotted paths of Figure 2 were set equal to 0.0. To achieve convergence, the residual
variances for MVMC were set equal to a small nonzero value (e.g., .01).

The configural invariance was fit with the pattern mixture approach and fit indexes are
presented in Table 3. Fit indexes include the -2 log likelihood (-2LL), number of estimated
parameters, and three information criteria. Because the mixture approach was utilized,
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examination of absolute fit is difficult; however, we can make fit comparisons among the
different factorial invariance models. The fit of the weak factorial invariance model is
shown next in Table 3. The weak invariance model fit significantly worse based on
statistical fit of the model (A-2LL = 22.45, Aparms = 8, p < .005); however, the Bayesian
Information Criterion (BIC; a conservative information criterion) decreased, indicating the
weak invariance model fit better than the configural invariance model. The fit of the strong
factorial invariance model is shown next in Table 3. The strong invariance model had a level
of statistical fit that was significantly worse than the weak factorial invariance model (A
—-2LL =42.63, Aparms = 8, p<.001). However, the BIC showed further reduction,
suggesting the strong invariance model represented the data slightly better than the weak
invariance model. Finally, the strict factorial invariance model was fit and had much worse
fit than the strong factorial invariance model (A-2LL =116.81, Aparms = 14, p<.001).
The BIC and other information criteria all increased, suggesting the strict invariance model
did not fit as well as the strong invariance model. Thus, the strong factorial invariance model
was retained.

Solution 3: Combined Estimation With Random Data Generated for MVMC—To
determine whether inclusion of the MVMC in CFA models would lead to any bias in
indexes of model fit or in estimating parameters associated with MVP, we fit CFA models to
11 manifest variables in the FACHS and I'YFP samples. Here, we included the MVMC in
the CFAs, but specified the models as shown in Figure 2. That is, in the FACHS sample, we
estimated intercepts for the four CES-D parcels (two father-report and two mother-report
parcels), fixed the associated factor loadings at zero, and then estimated the unique variance
for each of these four parcels as well as all covariances among unique factors for these four
indicators with unique factors for all other variables in the analysis. A similar approach to
model specification was undertaken in the I'YFP sample, except the MASQ-derived parcels
were the MVMC, so their intercepts, factor loadings, and unique factor variances and
covariances were specified in the fashion shown in Figure 2.

The initial CFA model for the FACHS study that deleted the MVVMC employed 7 manifest
variables, resulting in a total of 35 sample statistics, consisting of 7(8)/2 = 28 variances and
covariances among manifest variables and 7 manifest variable means. The CFA model
included 7 intercepts, 7 factor loadings, 7 unique factor variances, and 3 correlations among
factors, or 24 parameter estimates, leading to a XZ statistic with 11 df. In the current CFA
model for the FACHS study that included the MVVMC, the analysis was conducted on 11
manifest variables, leading to 11(12)/2 = 66 variances and covariances among manifest
variables and 11 manifest variable means, for a total of 77 sample statistics. But, the model
for the FACHS study shown in Figure 2 included 11 intercepts, 7 nonzero factor loadings,
45 unique factor variances and covariances, and 3 correlations among factors, for a total of
66 parameter estimates. Thus, the CFA model still has 11 47, because the increase in sample
statistics was compensated equally by the additional estimates in the model.

As shown in the next section of Table 4, overall fit of the CFA model in the FACHS sample
for the 11-variable analysis, with Xz(ll, N=428) = 8.56, p= .66, was virtually identical to
that for the seven-variable analysis, with Xz(ll, N=428) = 8.54, p=.66. The fit of the 11-
variable CFA model in the I'YFP sample, with 27(2(11, N =285) =6.16, p= .86, differed little
from the fit of the seven-variable CFA, with x<(11, /= 285) = 6.96, p=.80. Thus, use of
random deviates in place of MVMC with proper compensation in model specification did
not lead to notable bias in model fit.

Measurement model parameter estimates from analyses excluding MVMC are shown in the
left half of Table 5, and corresponding estimates from analyses including MVMC are shown
in the right half of the table. In Table 5, we report the intercept < and its standard error (SE),
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the raw factor loading A and its SE, the standardized factor loading, and unique variance 6
with its SE for each manifest variable in each analysis. Comparison of the left and right
sides of Table 5 will show that the largest difference in an intercept was .004, the largest
difference in a factor loading was .002, and the largest difference in a unique variance was .
001. As with measures of overall fit, inclusion of the MVMC with random values did not
appear to bias parameter estimates to any significant degree.

Investigations of factorial invariance: Because the analyses including MVMC led to
model fit and parameter estimates that were acceptable, we next performed three-group
CFAs to investigate factorial invariance. As shown in the bottom half of Table 4, the
configural invariance model had quite acceptable fit to the data, both statistically, X2(61, N
=1,075) = 73.49, p= .13, and practically, with CFI and TLI values over .98 and an RMSEA
of .024. We reported the separate-sample contributions to the overall XZ for the configural
invariance model to show that these values were identical to the 2 values obtained in 11-
variable analyses for each group. This was our expected outcome, given the minimally
constrained nature of the configural invariance model and the fact that analyses were based
on the 11-variable data set for each sample.

The fit of the weak factorial invariance model is shown next in Table 4. The weak
invariance model retained very good practical fit indexes, but resulted in a significant
worsening in statistical fit of the model, X2(8, N=1,075) = 22.45, p< .005. The strong
factorial invariance model had a level of statistical fit that was significantly worse than the
weak factorial invariance model, X2(8, N=1,075) = 43.48, p< .0001, but had good practical
fit. Finally, the strict factorial invariance model had much worse fit than the strong factorial
invariance model, X2(14, N=1,075) = 116.56, p < .0001. Thus, as with previous
demonstrations, we settled on the strong factorial invariance model.

Measurement model parameter estimates and their associated SE£s for the strong invariance
model are shown in Table 6. Estimates associated with MVVMC exhibited predicted patterns,
with intercepts near 0.0 and unique factor variances near 1.0. All parameter estimates
associated with MVP were statistically significant, falling 5 S£ or more from zero. Factor
loadings had relatively high levels of communality in all samples, with standardized values
ranging between .6 and .9. The CFP sample tended to exhibit somewhat higher unique factor
variances ? on depression parcels, particularly on parcels derived from the Mini-MASQ,
which likely led to the failure to attain adequate fit of the strict factorial invariance model.
The strong factorial invariance model shown in Table 6 supports the conclusion that the
same factors were identified in all three samples.

With acceptance of the strong invariance model, estimates of factor means, SDs, and
correlations among factors, shown in Table 7, have straightforward interpretation. Because
factor means were fixed at zero and factor variances to unity on all factors in the FACHS
sample, the means and variances of factors in the remaining two samples are interpretable
relative to the fixed values for the FACHS sample. Participants in the CFP sample reported
higher mean levels of economic pressure (M= .397, SE = .108), but about the same mean
level of father and mother depression (M's =.003 and .111, S£5 =.103 and .102,
respectively) relative to the FACHS sample. In contrast, although participants in the I'YFP
reported higher levels of economic pressure (M= .357, SE'=.086) that matched that for the
CFP sample, they had moderately lower levels of father and mother depression (M's = -.613
and -.472, SE5 = .125 and .111, respectively) relative to the FACHS sample.

Correlations among factors revealed rather strong correlations of economic pressure with

both father depression (r=.448, SE = .058) and mother depression (r=.457, SE=.061) for
the African American participants in the FACHS sample. For Mexican-origin families in the
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CFP study, correlations of economic pressure were still substantial with both father
depression (r=.452, SE = .076) and mother depression (r=.337, SE=.087). In the
European American families in the I'YFP, economic pressure was only moderately related to
father depression (r=.271, SE=.058) and weakly related to mother depression (r=.165,
SE = .061). Father depression and mother depression were not highly correlated in any of
the samples.

DISCUSSION

The primary goal of this study was to compare three multiple-group SEM methods that
allow inclusion of manifest variables that were missing completely for a particular group.
This situation is common when the multiple groups arise out of different studies with
different protocols. A great deal of attention has been focused on issues related to missing
data during the past 15 to 20 years. Much of this work has concerned methods for imputing
missing values. Multiple imputation leads to one or more complete data matrices with
imputed values that preserve the patterns in data observed for the nonmissing values.
Although great strides have been made in development of useful methods of imputation,
these methods are not viable for within-group imputation if one or more manifest variables
are missing completely in a group.

Other approaches to deal with the MVMC problem exist. One of these is deletion of any
manifest variable that is missing completely in any group. But, this approach can lead to
elimination of key latent variables or questionable identification of a latent variable, given
the deletion of all or most indicators for the latent variable in question. The method of
conceptual replication has been improved considerably due to recent work by Hofer and
Piccinin (2009) and might be optimal in some contexts. However, developing ways to allow
stronger, more direct quantitative tests of difference across groups are preferred to the
weaker method of conceptual replication.

Yet another approach to the MVVMC problem was presented recently by Curran et al. (2008),
who described how to use item response theory (IRT) methods to obtain scores on a
comparable metric across groups when some manifest variables are missing in one or
another group. Our proposed method has some similarities to the Curran et al. approach, but
can be applied in situations in which an IRT-based approach is inapplicable. Use of IRT
methods, following Curran et al., requires the presence of item-level data for analyses and
items with answer options viable for IRT modeling. But, data sets may contain only scale-
level total scores as data values (i.e., may contain no item-level data) or the manifest
variables that are missing completely in a group might be in a form that is not amenable to
IRT methods (e.g., manifest variable score is time taken to solve a series of problems or
number of problems solved in a set period of time). As a result, our proposed method might
be a viable alternative to IRT-based methods in many research contexts like those discussed
by Curran et al., but also can be applied in contexts in which their methods cannot be used.
Despite similarities between the two, our proposed method and the Curran et al. approach
are implemented in different analytic traditions, and each likely will have unique strengths
in contexts in which the other method would be tedious or unworkable.

Prior seminal work on missing data in the SEM field employed multiple-group methods to
circumvent the presence of missing data on certain variables within a single population.
Allison (1987) and Muthén et al. (1987) devised interesting ways of calculating summary
matrices for multiple groups, where each group shared the same pattern of missing data on
particular variables. By substituting specified values for the mean and standard deviation of
missing variables and nil correlations of missing variables with all other manifest variables
in the analysis, application of invariance constraints on key parameters, including factor
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loadings and intercepts, led to less biased estimates of model parameters than other common
missing data approaches, such as listwise deletion of observations that have any missing
values.

The Allison (1987) and Muthén et al. (1987) approaches are innovative ways of dealing with
missingness of data values. These methods are very restrictive, though, because they assume
that each group (a) contains no missing values on one set of manifest variables and
completely missing values on the remaining set of manifest variables, and (b) has a
sufficient number of observations to have an invertible covariance matrix (i.e., each group
must have a number of observations exceeding by 1 the number of manifest variables).
Unfortunately, these assumptions are unlikely to be met in most empirical studies. In most
large studies, some missing values will occur rather haphazardly on many manifest variables
included in the protocol, due to unpredictable events such as failure by one person to
complete a single item on a particular scale. The upshot would be a need to employ such a
large number of groups as to make the methods unusable. In addition, Allison (1987) and
Muthén et al. (1987) argued that observations defining groups too small to yield an
invertible covariance matrix must be deleted from analyses, another unfortunate component
of this approach.

The method proposed in this article is to generate pseudo-random normal deviates for all
observations for all MVMC in a given sample and then to specify and test structural models
in ways that respect the random nature of scores on these manifest variables. After
generating pseudo-random deviates for the MVMC, these MVMC have complete, if
random, values. In contrast, the manifest variables that were present in the study protocol
(i.e., the MVP) might or might not have missing values. If the MVP have missing values,
then a researcher can follow the approach outlined in our discussion of Case | analyses. On
the other hand, if the MVP contain no missing values, various options are available for
analysis. Interestingly, in the latter case of MVP with no missing values, the three analytic
options we implemented in this article provided identical results in terms of overall model fit
and all characteristics of parameter estimates, their standard errors, and their associated
asymptotic zvalues. Thus, regardless of whether MVP do or do not have missing values, the
general approach advocated here-direct FIML fitting of models to raw data matrices with
pseudo-random normal variates standing for MVVMC-appears to provide optimal results with
little or no bias.

One significant advantage of the proposed method is that quantitative comparisons at the
latent variable level are possible even when groups share ho manifest variables for a given
latent variable. For example, the FACHS study protocol included the Mini-MASQ as a
measure of father and mother depression, but did not include the CES-D for this construct.
Conversely, the I'YFP study protocol included only the CES-D as a measure of father and
mother depression, but did not include the Mini-MASQ. Thus, the FACHS and I'YFP study
protocols have no overlap in measures for father and mother depression. Given the lack of
any information in the FACHS study about how CES-D scores might relate to other
manifest variables, imputation methods were not viable, and the same occurred for the I'YFP
sample with regard to the Mini-MASQ scores. However, because the CFP study protocol
included both the Mini-MASQ and the CES-D, strong factorial invariance constraints across
groups on factor loadings and intercepts resulted in a model that supported the contention
that the same latent variables were identified in the three samples. Given this finding,
quantitative comparisons could be made between the FACHS and I'YFP samples on father
and mother depression that would have been impossible using methods proposed to date.

One reviewer observed that a problem for the procedures advocated in this article would
arise if the MVVMC in a particular group would have exhibited noninvariance if these
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MVMC had been observed, even though the manifest variables present in groups show clear
patterns of invariance. That is, if the MVMC would have demonstrated noninvariance, but a
researcher has no information on this point because the manifest variables in question were
missing completely in one or more groups, then the researcher might incorrectly conclude
that factorial invariance holds for the manifest and latent variables in the analysis. We note
simply that this is indeed a potential problem, one that should be acknowledged. But, we
also note that this problem applies equally to all three methods investigated in this article.
Furthermore, the problem applies to all invariance analyses, even if all manifest variables
included for study are present in all groups. That is, in any study of factorial invariance,
additional indicators for latent variables being evaluated could have been located and
included in the study, and these additional indicators might have exhibited noninvariance
had they been observed. To proceed with scientific inquiry, we offer the current approaches,
acknowledging the potential problems, and recommending that future studies replicate and
extend research to evaluate the possibility of incorrect conclusions in a single study.

Given the preceding concerns, future research should be undertaken to determine whether
conditions exist under which the new methods proposed in this study lead to less acceptable
outcomes. Pending such research, we trust that the methods proposed here will provide a
useful extension to methods currently available for handing missing values—particularly
manifest variables missing completely from a study—in structural modeling of
psychological data.
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FIGURE 1.

Figural representation of three-factor confirmatory factor model in each of three groups:
Family and Community Health Study (FACHS), California Families Project (CFP), and
lowa Youth and Families Project (I'YFP), with dashed lines associated with manifest
variables missing completely. NMote. U = unmet material needs; C = can’t make ends meet; F
= financial cutbacks; M1F and M2F = Mini-MASQ Parcels 1 and 2 father report,
respectively; C1F and C2F = CES-D Parcels 1 and 2 father report, respectively; M1M and
M2M = Mini-MASQ Parcels 1 and 2 mother report, respectively; C1M and C2M = CES-D
Parcels 1 and 2 mother report, respectively.
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Schematic representation of the intercept vector <, factor loading matrix A, and unique
factor covariance matrix @ for the Family and Community Health Study (FACHS),
California Families Project (CFP), and lowa Youth and Families Project (I'YFP) studies.
Note. U = unmet material needs; C = can’t make ends meet; F = financial cutbacks; M1F
and M2F = Mini-MASQ Parcels 1 and 2 father report, respectively; C1F and C2F = CES-D
Parcels 1 and 2 father report, respectively; M1M and M2M = Mini-MASQ Parcels 1 and 2
mother report, respectively; and C1M and C2M = CES-D Parcels 1 and 2 mother report,

respectively.
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TABLE 7

Page 27

Means, Standard Deviations, and Correlations Among Latent Variables, by Sample

Correlations

Variable M (SE) SD (SE) Factor 1 Factor 2
FACHS study

Factor 1: Economic pressure  .000 (.000) 1.000 (.000)

Factor 2: Father depression .000 (.000) 1.000 (.000) .456 (.059)

Factor 3: Mother depression ~ .000 (.000) 1.000 (.000) .456 (.062) .202 (.067)
CFP study

Factor 1: Economic pressure  .404 (.118) 1.493 (.244)

Factor 2: Father depression -.001 (.103) .646 (.144) 451 (.076)

Factor 3: Mother depression ~ .107 (.102) 1.130 (.193) .341(.086) .182 (.095)
I'YFP study

Factor 1: Economic pressure  .264 (.093) 1.418 (.194)

Factor 2: Father depression -.622 (.125) 762 (.192) .272(.058)

Factor 3: Mother depression ~ —.475(.111) 1.032(.192) .166 (.061) .142 (.064)

Note. Factor means were fixed at zero and factor standard deviations were fixed at 1.0 for all three factors in the FACHS sample to identify the
model. FACHS = Family and Community Health Study; CFP = California Families Project; I'YFP = lowa Youth and Families Project.

Struct Equ Modeling. Author manuscript; available in PMC 2013 October 01.



