
THE JOURNAL OF CHEMICAL PHYSICS 139, 084509 (2013)

Kirkwood-Buff analysis of aqueous N-methylacetamide
and acetamide solutions modeled by the CHARMM additive
and Drude polarizable force fields
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Kirkwood-Buff analysis was performed on aqueous solutions of N-methylacetamide and acetamide
using the Chemistry at HARvard Molecular Mechanics additive and Drude polarizable all-atom force
fields. Comparison of a range of properties with experimental results, including Kirkwood-Buff inte-
grals, excess coordination numbers, solution densities, partial molar values, molar enthalpy of mix-
ing, showed both models to be well behaved at higher solute concentrations with the Drude model
showing systematic improvement at lower solution concentrations. However, both models showed
difficulties reproducing experimental activity derivatives and the excess Gibbs energy, with the Drude
model performing slightly better. At the molecular level, the improved agreement of the Drude model
at low solute concentrations is due to increased structure in the solute-solute and solute-solvent in-
teractions. The present results indicate that the explicit inclusion of electronic polarization leads to
improved modeling of dilute solutions even when those properties are not included as target data
during force field optimization. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4818731]

INTRODUCTION

The properties of a solute in its bulk or neat state, such
as viscosity, diffusion constant, dielectric constant, and sur-
face tension, will typically differ from those in liquid mix-
tures comprised of the solute in an aqueous solution or
any other solvent, with those differences being concentration
dependent.1, 2 The macroscopic differences arise from micro-
scopic changes in the interactions among the components
of the solutions at different concentrations on the molecular
level. In the past decade, interest in understanding the proper-
ties of liquid mixtures has been steadily growing, leading to
a number of computer simulations of the properties of liquid
mixtures.3–11

Two ingredients are required to clarify the relationship
between the molecular details of liquid mixtures and the
macroscopic properties using computer simulations. The first
is an exact molecular theory of liquid mixtures to formally
link the macroscopic properties to the underlying micro-
scopic details of the system. There are essentially two theo-
ries of solutions that can be considered exact: the McMillan–
Mayer theory12 and Fluctuation Solution Theory (FST).13 The
McMillan–Mayer theory is mostly limited to solutes at low
concentrations, while FST has no such limitations.14 It is
an exact theory applicable to any stable solution that con-
sists of any types of molecules of any sizes, any number
of components and concentrations, that was initially derived
by Kirkwood and Buff.13 Hence it is also widely referred to
as Kirkwood-Buff (KB) theory in the literature. It quantifies
the molecular distributions of liquid mixtures in terms of so-
called Kirkwood-Buff integrals (KBIs) that can be expressed
as a function of fluctuations in the number of the particles in

the open system. The second ingredient is an accurate poten-
tial energy function coupled with a set of optimized force field
(FF) parameters. Current empirical force fields are generally
developed to reproduce experimental data for pure liquids.15

Ideally, force fields so developed have captured the essential
characteristics of the molecules and should be able to describe
interactions among different species of molecules adequately.
In practice, however, it has been shown that such a set of force
field parameters may work very well for pure liquids but not
necessarily for liquid mixtures without modifications.4, 16 One
possible reason could be that in many classical models the
nonbond terms in the potential functions are treated in a pair-
wise additive fashion and induced polarization is incorporated
implicitly by optimizing the fixed partial atomic charges to
yield average polarizable induction in the bulk phase.17 Ex-
plicit inclusion of polarizability, or nonadditivitiy, into force
fields is anticipated to alleviate such limitations.

There are three main classes of polarizable empirical
force fields:18 the point dipole, charge transfer (or fluctuating
charge), and classical Drude oscillator (or shell or charge-on-
spring) models. In point dipole models, atoms are assigned
a fixed partial atomic charge and an inducible dipole. The
dipoles are then self-consistently adjusted in response to
the surrounding electric field for any configuration of the
system.19, 20 Charge transfer models treat the partial atomic
charges as variables that are allowed to change according
to a self-consistent atomic electronegativity equalization
scheme.21 Polarizable force field development in our lab-
oratory has primarily been based on the classical Drude
oscillator model.22–25 In the model a point charge, called the
Drude oscillator or particle, is attached to each non-hydrogen
atom via a harmonic spring. Induced polarization is modeled
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(a) (b)

FIG. 1. Structures of (a) acetamide (ACEM) and (b) N-methylacetamide
(NMA).

by Drude particles relaxing in response to their surrounding
electrostatic environment and seeking their local energy
minima for any given configuration. The approach was pro-
posed by Paul Drude in 190026 as a simple way to describe
the dispersive properties of materials and introduced into
CHARMM (Chemistry at HARvard Molecular Mechanics)
back in 2003.22, 27 Ever since, force field parameters based on
Drude oscillator models have been developed for water,22, 28

alkanes,29 alcohols,30 ethers,31 amides,32 aromatics,33

nitrogen-containing heteroaromatics,34 sulfur-containing
compounds,35, 36 and ions.37, 38 Those for biomolecules, such
as proteins, nucleic acids, lipids, and carbohydrates,39 are
under active development. While these models have shown
improvements in many properties as compared with their
additive counterparts, it is of interest to see how they will
perform in describing the behavior of liquid mixtures when
compared to the additive force field.

Small amide molecules are representative of several func-
tional groups in proteins and nucleic acids. For instance, they
represent models for the peptide group, asparagine/glutamine
side chains, and amide-like functionality present in the nu-
cleic acid bases. Hence, many simulations have been car-
ried out to investigate the properties of these molecules in
solutions.40–45 In aqueous solutions, if the solvation of the
amides is not favorable enough self-aggregation of the so-
lute molecules may occur while too favorable solvation may
lead to disruption of the native structures of peptides, pro-
teins, and nucleic acids. Therefore, it is of great importance to
ensure that the force field achieves a correct balance of hydro-
gen bonding between the amides and their surrounding water
molecules. The present study accomplished the objective by
performing Kirkwood-Buff analysis on computer simulations
of aqueous amide solutions using the polarizable CHARMM
Drude force field,27 as well as the non-polarizable CHARMM
additive force field.15, 46 This effort includes optimization of
parameters for acetamide (ACEM) and an update of the pre-
viously parametrized N-methylacetamide (NMA) model (see
Fig. 1).32 As described below the optimization was performed
following standard protocols used for the Drude model in our
laboratory.23, 24, 29–31 The final parameter set was then used in
the KB analysis.

THEORY

The Kirkwood-Buff theory of solutions involves relation-
ships between molecular distribution functions and thermo-
dynamic quantities for multicomponent systems in the grand

canonical ensemble (V, T, μ).13 Thermodynamic properties
such as compressibility (κT), partial molar volumes (PMVs),
and derivatives of the chemical potential can be expressed in
terms of the Kirkwood-Buff integrals (KBI), defined by

Gij =
∫ ∞

0
[gij (r) − 1] · 4πr2dr, (1)

where gij(r) is the radial distribution function (RDF) in the
grand canonical ensemble between species i and j, and Gij is
the corresponding KB integral.

We focus on two-component systems in the present study.
They consist of a cosolvent (c) that is either NMA, or ACEM,
and water (w). The following thermodynamic properties are
involved: the partial molar volumes of the two components,
V̄c and V̄w, and the isothermal compressibility of the solution,
κT. These terms can be expressed as functions of the integrals
Gcc, Gcw, and Gww, and the number densities, ρc and ρw of
cosolvent and water, respectively, as follows:13, 47

V̄c = 1 + ρw(Gww − Gcw)

η
, (2)

V̄w = 1 + ρc(Gcc − Gcw)

η
, (3)

κT = ζ

kT η
, (4)

where kB is the Boltzmann constant,

η = ρw + ρc + ρwρc(Gcc + Gww − 2Gcw), (5)

and

ζ = 1 + ρwGww + ρcGcc + ρwρc

(
GwwGcc − G2

cw

)
. (6)

Given the experimental measurements of the partial molar
volumes, the isothermal compressibility of the solution, and
density, KB theory described above can be reversed by an in-
version procedure to obtain KBIs,48, 49 which can be directly
compared to those computed based on RDFs obtained from
integral equations models of solution or molecular dynamics
simulations, as in the present study,

Gcc = kT κT − 1

ρc

+ ρwV̄ 2
wρ

ρcD
, (7)

Gcw = kT κT − ρV̄wV̄c

D
, (8)

Gww = kT κT − 1

ρw

+ ρcV̄
2
c ρ

ρwD
, (9)

where

ρ = ρw + ρc, (10)

and

D = xc

kT

(
∂μc

∂xc

)
T ,P

= 1 + xwxc

kT

(
∂2GE

m

∂x2
c

)
T ,P

. (11)

xc and xw are the mole fraction of cosolvent and water, GE
m is

the excess molar Gibbs free energy of the solution. The sec-
ond term in the definition of D is often denoted as the activity
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derivative, fcc, in literature,50

fcc ≡ xwxc

kT

(
∂2GE

m

∂x2
c

)
T ,P

= − xcρw�G

1 + xcρw�G
, (12)

where

�G = Gcc + Gww − 2Gcw. (13)

COMPUTATIONAL METHODS

QM calculations were performed with NWChem51 and
Gaussian 03.52 Geometry optimizations were performed at
the MP2(fc)/6-31G(d) level of theory. This level of theory
provides molecular geometries consistent with available gas-
phase experimental data and it has been previously utilized
in the optimization of other small molecules with the Drude
force field.30, 32–34, 53 QM calculations of the molecular elec-
trostatic potentials (ESP) were performed on MP2-optimized
geometries using the B3LYP hybrid functional54–56 and the
correlation-consistent double-zeta Dunning aug-cc-pVDZ ba-
sis set.57 Single-point energy B3LYP calculations were per-
formed with the tight convergence criteria producing the tar-
get QM ESP maps. QM calculations on complexes between
the model compounds and the rare gas atoms were performed
at the MP3/6-311++G(3d,3p) level.58

Empirical force field calculations were performed
with the program CHARMM59 utilizing both the additive
CHARMM general force field60 and Drude polarizable force
fields27 at 313 K and 1 atm in the NPT ensemble to match the
experimental conditions for the aqueous amide solutions.61, 62

The TIP3P water model63 was used for the additive FF cal-
culations and the SWM4-NDP water model28 was used in all
calculations involving the polarizable model.

For the KB analysis a range of concentrations in terms
of mole fraction were considered from pure water through
mixed solutions to pure cosolvent. The initial configuration
for each composition was prepared by randomly placing a
certain number of amide molecules in a cubic box then
adding water molecules to match the concentration as listed in
Table I. The length of the cubic box is approximately 50 Å.
Such a large simulation box was suggested previously to al-

low the tails of RDFs to converge properly therefore mini-
mizing possible long-range effects when calculating KBIs.10

The systems, using the additive model, were then simulated
to allow for extensive equilibration. RDFs were monitored to
make sure that they became stable with increased simulation
time, indicating that the solutions were fully mixed at the end
of equilibration (usually about 1 ns). Then 10 ns production
simulations were run at each concentration for data collection.
For the additive simulations pressure and temperature were
maintained by extended system algorithms64 with the mass
of the pressure piston set to 1000 amu and Langevin piston
collision frequency set to 25 per ps. Equation of motion was
integrated by Leap-Frog algorithm at a time step of 2 fs.

The final solution configurations from the additive pro-
duction runs were used as starting configurations for the
Drude simulations. Force field parameters for Drude mod-
els of amides were originally from Harder et al.32 with
additional adjustments as described below. A Nose-Hoover
thermostat65, 66 with a relaxation time of 0.1 ps was applied
to all the atoms to control the global temperature of the sys-
tem at 313 K. A modified Andersen-Hoover barostat67 with
a relaxation time of 0.1 ps was used to maintain the sys-
tem at constant pressure.27 The extended Lagrangian double-
thermostat formalism68 was used in all polarizable MD
simulations where a mass of 0.4 amu was transferred from
parent atoms to the corresponding Drude particles.27 The am-
plitude of their oscillation was controlled with a separate low-
temperature thermostat (at T = 1 K) to ensure that their time
course approximates the self-consistent field (SCF) regime. A
relaxation time of 5 fs was used for the Drude oscillator ther-
mostat. The force constant was set at 500 kcal/(mol Å2) for
the Drude particle-parent atom harmonic terms. Simulations
were run for 11 ns using the velocity Verlet integrator67 at a
time step of 1 fs, with the last 10 ns used for analyses.

In both the additive and Drude simulations, electro-
static interactions were treated by the Particle Mesh Ewald
method69 to model the long-range electrostatics with a real
space cutoff of 12 Å, a coupling parameter of 0.34, and
a sixth-order spline for mesh interpolation. All nonbonded
electrostatic interactions involving Drude particles are treated
in the same way as electrostatic interactions between parent

TABLE I. Summary of MD simulations of amide solutions. All simulations were performed at 313 K and 1 atm in the NPT ensemble for 10 ns. Symbols are
Nc, number of amide molecules; Nw , number of water molecules; xc, amide mole fraction. NA, not applicable.

Molarity Box length (Å) Volume (nm3) Molality (mol/l)

Nc Nw xc (mol/kg) Additive Drude Additive Drude Additive Drude

NMA 343 3087 0.10 6.17 51.51 ± 0.06 51.26 ± 0.04 136.631 ± 0.486 134.659 ± 0.303 4.17 4.23
512 2048 0.20 13.88 50.24 ± 0.06 49.81 ± 0.04 126.809 ± 0.461 123.580 ± 0.323 6.70 6.88
729 1354 0.35 29.89 51.08 ± 0.06 50.63 ± 0.05 133.237 ± 0.476 129.754 ± 0.361 9.09 9.33
805 805 0.50 55.51 50.17 ± 0.06 49.82 ± 0.05 126.249 ± 0.458 123.685 ± 0.366 10.59 10.81
875 472 0.65 102.90 50.03 ± 0.06 49.81 ± 0.06 125.225 ± 0.465 123.551 ± 0.415 11.60 11.76
925 232 0.80 221.32 49.93 ± 0.06 49.81 ± 0.06 124.461 ± 0.461 123.573 ± 0.428 12.34 12.43
985 0 1.00 NA 50.03 ± 0.06 50.04 ± 0.06 125.248 ± 0.473 125.293 ± 0.474 13.06 13.05

ACEM 200 3800 0.05 2.92 51.08 ± 0.06 51.14 ± 0.04 133.272 ± 0.466 133.735 ± 0.311 2.49 2.48
350 3150 0.10 6.17 50.43 ± 0.06 50.36 ± 0.04 128.287 ± 0.459 127.739 ± 0.312 4.53 4.55
650 0 1.00 NA 39.46 ± 0.06 39.16 ± 0.06 61.433 ± 0.29 60.064 ± 0.268 17.57 17.97

Water 0 2058 0.00 0.00 39.49 ± 0.07 39.68 ± 0.05 61.595 ± 0.328 62.465 ± 0.216 0.00 0.00
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atoms while the nonbonded interactions are modified to allow
1-2 and 1-3 screened dipole-dipole interactions, as proposed
by Thole.70 Lennard-Jones (LJ) interactions were switched
off between 10 Å and 12 Å. Nonbonded pair lists were main-
tained up to 14 Å and updated heuristically. Isotropic long-
range corrections to the LJ terms were applied.71 All bonds
involving hydrogens were constrained using SHAKE72 for
additive simulations and using the SHAKE/Roll and RAT-
TLE/Roll procedures for Drude simulations.67 Coordinates
were saved every 0.2 ps for bulk property calculations and
RDF computations.

Additional solution properties were calculated as follows.
Solution density () is the total mass divided by average vol-
ume of the simulation box 〈V 〉:

ρ = mass

〈V 〉 . (14)

The excess coordination number Nij was computed by

Nij = ρjGij , (15)

where ρ j is the component density and Gij is the Kirkwood-
Buff integral. The molar enthalpy of mixing �Hm was calcu-
lated from the potential energy via73

�Hm = Um − xcUc − xwUw, (16)

where Um is the potential energy of the mixture, Uc and Uw

the potential energies of the pure cosolvent and water, respec-
tively. The self-diffusion constant (D0) was evaluated from
the mean squared displacement of the center-of-mass (COM)
of all molecules under the Stokes-Einstein relation,74 with a
system size correction as follows:75

DPBC = lim
t→∞

1

6t

〈
1

N

N∑
i=1

[rCOM,r(t) − rCOM,r(0)]
2

〉
, (17)

D0 = DPBC + 2.8372927kT

6πηL
, (18)

where η is shear viscosity using Green-Kubo relation76, 77

from a separate NVT simulation, L is the box length of
the cubic simulation box. The dielectric constant was calcu-
lated from the dipole moment fluctuations using the following
equation:78, 79

ε = ε∞ + 4π

3〈V 〉kT
(〈M2〉 − 〈M〉2), (19)

where M is the total dipole moment of the simulation box.
The high-frequency optical dielectric constant, ε∞, was esti-
mated from the Clausius-Mossotti equation80 for the Drude
model. For the additive simulations ε∞ was set to 1 since
no electronic degrees of freedom were explicitly modeled.
The isothermal compressibility could be evaluated from
KBIs using Eq. (4) in theory but it is typically statistically
unreliable.81 Instead it was calculated from30, 82

κT = − 1

V

(
∂V

∂P

)
= 〈V 2〉

〈V 〉kT
, (20)

where 〈V 〉 is the ensemble average of volume and 〈V 2〉 is
the volume fluctuations. Errors were estimated by using five
block averages.

RESULTS AND DISCUSSION

Drude parameter optimization and validation

The Drude force field parameters of NMA represent an
update of the previously published parameters32 and were
optimized following a modified version of the protocol pre-
sented in that work. This involves an iterative approach in
which changes in any parameter are followed by re-evaluation
of the reproduction of all target data and additional opti-
mization of parameters performed as required. Results pre-
sented below are for the final parameter set. Internal param-
eters, including bond length, valence angle, dihedral angle,
and improper dihedral terms, in the updated model repre-
sent a compromise of those for polypeptides, for example,
the alanine dipeptide, as the presently studied compounds
share common atom types and chemical groups with the pro-
tein backbone. Target data included gas-phase geometries
from electron diffraction,83–85 surveys of the Cambridge Crys-
tallographic Data bank86 and the Protein Data Bank87 and
from quantum mechanical optimized structures of the model
compounds. Force constants were optimized against QM vi-
brational spectra and potential energy surfaces for rotation
around selected dihedrals. Presented in Table II are the Drude
optimized geometries along with the different target data. The
optimized values for the three models generally fall in the
range of the various target data. During the fitting certain
terms common to the model compounds as well as polypep-
tides (e.g., the bond lengths in the peptide bond (C5-N7 and
C5-O6) were biased towards the crystallographic survey data
as they will ultimately be used in proteins. We note that the

TABLE II. Geometric data on NMA and ACEM. See Fig. 1 for the atom
numbering.

Drude Gasa Crystalb Crystal survey MP2/6–31G*

NMA
C4-C5 1.545 1.520 1.515 1.529 ± 0.041 1.514
C5-N7 1.328 1.386 1.326 1.300 ± 0.032 1.365
C5=O6 1.228 1.224 1.246 1.248 ± 0.026 1.232
N7-H8 1.019 NA 1.026 0.945 ± 0.095 1.010
N7-C9 1.448 1.469 1.455 1.432 ± 0.039 1.448
C4-C5-N7 114.0 114.1 116.3 116.1 ± 3.2 115.0
C5-N7-H8 117.3 NA 118.8 118.9 ± 3.2 118.8
C5-N7-C9 122.7 119.6 121.3 123.1 ± 3.8 122.1
O6=C5-C4 118.0 124.1c 121.9 120.6 ± 1.9 122.0
ACEM
C4-C5 1.528 1.519 1.503 1.503 ± 0.006 1.515
C5-N7 1.318 1.380 1.325 1.323 ± 0.006 1.375
C5=O6 1.220 1.220 1.243 1.247 ± 0.004 1.228
N7-H8 1.015 1.022 0.862 0.891 ± 0.067 1.012
N7-H9 1.018 1.022 0.946 0.911 ± 0.083 1.010
C4-C5-N7 116.5 115.1 117.2 117.5 ± 0.7 114.6
C5-N7-Hc 122.0 NAd 116.3 121.2 ± 4.0 116.2
C5-N7-Ht 119.9 NA 117.7 119.8 ± 3.0 120.6
O6=C5-C4 120.0 123.0 120.6 120.6 ± 0.4 123.3

aGas electron diffraction experimental results from Refs. 83–85.
bCrystal phase results from Ref. 103 for NMA and Ref. 104 for ACEM.
cDetermined from the published values of the O6=C5-N7 and C4-C5-N7 angles, as-
suming the relation �O6=C5-C4 = 360◦ – (�O6=C5-N7 + �C4-C5-N7).
dNA: Not applicable.



084509-5 Lin et al. J. Chem. Phys. 139, 084509 (2013)

use of individual atom types for the different compounds
would lead to better agreement with the target data for the spe-
cific compounds, but this was not performed in order to obtain
a more general force field. QM vibrational frequencies and as-
signments, calculated using the Molvib module in CHARMM
were used to optimize the force constants along with QM di-
hedral potential energy scans (PES). Comparison of the vi-
brational data for the QM and Drude models shows the FF to
satisfactorily reproduce the general pattern of the frequencies
and the largest normal mode contributing to the frequencies
(see Table S1 and S2 in the supplementary material88 for de-
tails). The NMA O6=C5-N7-C9 PES for the Drude and QM
levels of theory shows the overall agreement to be satisfactory
(see Figures S1 in the supplementary material88 for details).
The quality of the level agreement for these energy surfaces
along with the level of agreement for the lowest frequency
modes indicates that the empirical model will correctly treat
out-of-plane distortions of the ring systems that occur in MD
simulations.

Electrostatic parameters, including the partial atomic
charges, atomic polarizabilities, and the atom-atom Thole
scale factors, were developed for each model compound fol-
lowing the methodology described before.23 Initial values of
the partial atomic charges were either taken from the C22
additive all-atom force field46 or, in the case of ACEM, the
initial charges were from NMA. Starting values of the polar-
izabilities were adjusted Miller’s atomic hybrid polarizabil-
ities (ahp) values,23, 89, 90 and the Thole factors were set to
1.3, the value originally determined for benzene. The fitted
electrostatic models yielded dipole moments in good agree-
ment with the reference values as shown in Table III.

Polarizabilities of all the model compounds were com-
pared to QM values. Comparisons included the mean polariz-
ability, given by the trace of the polarization tensor,

ᾱ = 1

3
(azz + ayy + axx) = 1

3
(a1 + a2 + a3), (21)

in which a1 = azz ≤ a2 ≤ a3 are the eigenvalues or prin-
cipal values of the polarization tensor. The polarizability
anisotropy, which is the difference between the in-plane and
out-of-plane components, as given by Eq. (22) was also cal-
culated and compared to QM data as was the Kerr effect as

TABLE III. Molecular dipole moments (μ) and polarizabilities (αi) of
NMA and ACEM. ᾱ is the trace of the polarizability tensor. �1α and �2α are
invariant measurements of polarizability. Dipole moments are in Debye and
polarizabilities in Å3. QM values were determined at the MP2/aug-cc-pVDZ
level.

μ α1 α2 α3 ᾱ �1α �2α

NMA
Drude 3.72 7.16 6.46 4.98 6.20 1.44 1.93
QM 3.91 9.45 7.89 5.96 7.77 2.53 3.03
ACEM
Drude 3.77 6.01 5.53 3.81 5.12 1.34 2.00
QM 3.89 6.45 6.78 4.52 5.92 0.80 2.10

TABLE IV. Comparison of experimental and calculated condensed phase
properties for NMA and ACEM. Molecular volumes, Vm, in Å3 and heats
of vaporization, �Hvap, and free energies of hydration, �Ghyd, in kcal/mol.
Experimental data: molecular volumes from Ref. 105, heat of vaporization
from Refs. 106 and 107, free energy of hydration from Refs. 44 and 108.

Drude Experimental data

T (K) Vm �Hvap �Ghyd Vm �Hvap �Ghyd

NMA 298 NA NA −9.9 ± 0.1 NA NA −10.1
373 133.7 ± 0.2 NA NA 135.9 NA NA
410 NA 13.3 ± 0.1 NA NA 13.0 NA

ACEM 298 NA NA −10.1 ± 0.1 NA NA −9.7
358 94.9 ± 0.2 15.6 ± 0.5 NA 98.2 14.8 NA

calculated using Eq. (23),

�1α = α|| − α⊥ = 1

2
(axx + ayy) − αzz = 1

2
(a3 + a2) − α1,

(22)

�2α =
√

(α1 − α2)2 + (α2 − α3)2 + (α3 − α1)2

2
. (23)

Comparison of QM reference values and those from the fi-
nal Drude model is presented in Table III. Overall, the dis-
crepancies between the polarizable Drude model and the
QM data are small, showing the ability of the polarizable
model to reproduce subtle aspects of the electrostatic behav-
ior of the molecules under study. The systematically lower
values for NMA and ACEM are consistent with the scaling
of the polarizabilities in the Drude force field as previously
discussed.17, 28

LJ parameters were optimized targeting pure solvent
properties and QM interactions with rare gases, as previously
described.15 Heats of vaporization and molecular volumes for
the final Drude models are shown in Table IV. For ACEM
and NMA the Drude model reproduce the experimental tar-
get data within 2%, the targeted limit. The use of different
temperatures for the molecular volumes and heats of vapor-
ization calculations on NMA was performed as previously
discussed.30 Free energies of hydration were also computed
for the model compounds (Table IV). The free energies of
hydration for NMA and ACEM are comparable to the ex-
perimental measurements. The final set of parameters (see
Table S3–S6 in the supplementary material88 for details) was
then subjected to the Kirkwood-Buff analysis without further
adjustments.

Kirkwood-Buff solution analysis

A summary of the simulations carried out is presented in
Table I. They cover the entire concentration range for NMA,
as this molecule is the main focus of the present study. ACEM
was studied at two low concentrations because it has relatively
low solubility in water at the temperature studied. All mix-
tures were simulated for 10 ns to ensure adequate precision in
the data.

Examples of the center of mass based RDFs calculated
for all three amide mixtures at xc = 0.1 are displayed in
Fig. 2. As indicated by the gcc plot, solute-solute interactions
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FIG. 2. Center of mass based RDFs for xc = 0.1 mixtures of NMA and
ACEM. The solid line is for the CHARMM additive force field and the
dashed line is for Drude polarizable force field.

modeled by the CHARMM additive and Drude force fields
in the NMA solutions were largely different in terms of the
shape and the maxima/minima for the first shell. The additive
FF predicted stronger solute-solute interactions and displayed
two consecutive local maxima with the second slightly higher.
In contrast, the Drude FF showed a smaller maximum at about
the same position as the first additive peak with the second
maximum much smaller than the first as well as its additive
counterpart. Both FFs displayed a visible third shell, with the
Drude FF displaying a fourth one. For solute-solvent interac-
tions in the NMA solutions, gcw, the Drude FFs had a higher
first peak as compared to the additive. This is to be expected
given the anticorrelated nature of the gcc and gcw RDFs due to
the limited space surrounding each solute molecule. Such dif-
ferences almost disappeared for the ACEM solutions. The de-
gree of both solute-solute and solute-solvent interactions in-
creased in ACEM versus NMA for the Drude models. This is
due to the increase in the number of potential hydrogen bond-
ing sites in the former. The additive model gww RDFs show
a small decrease in the first peak in ACEM versus NMA,
again consistent with their hydrogen bonding capacity. The
effect was present in both the additive and polarizable FFs,
with the effect slightly larger in the Drude model. The over-
all feature of the RDFs at xc = 0.1 in Fig. 2 is reminiscent of
those published by Smith and co-workers, based on the KBFF
which they developed by targeting experimental KB data.91

Small variations existing in these RDFs have significant im-
plications on the performance of the KB analysis, as shown
below.

We further examined RDFs of NMA solutions as a
function of concentration. They are presented in Fig. 3 for
xc = 0.2, 0.5, and 0.8. Similar to those at xc = 0.1, the RDFs
displayed very similar positions for maxima and minima for
both FFs. Differences between the FFs are still evident for the
solute-solute RDFs, though the differences are less at higher
concentrations. The solute-solvent and solvent-solvent RDFs
are similar for the two models. With respect to concentration
effects the most prominent feature was that the first shells in
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respectively. The solid line is for the CHARMM additive force field and the
dashed line is for Drude polarizable force field. Drude RDFs were offset for
clarity.

all RDFs increased as a function of mole fraction of the so-
lute, indicative of enhanced solute-solute, solute-solvent, and
solvent-solvent interactions. This has been observed in other
types of aqueous solutions as well.81 The phenomenon is es-
sentially a natural consequence of crowding as well as the
normalization of the RDFs to unity at infinite separation. As
the number of solute molecules increases the number of so-
lute molecules with which to interact increases leading to
increases in gcc. In the case of solute-solvent and solvent-
solvent interactions, the increased crowding by the solute
molecules limits that space accessible to the solvent so they
interact to a relatively higher extent with solute molecules or
with other solvent molecules when normalized to unity at long
distances. This effect leads to the large first peak in gww RDFs.
An image of the NMA xc = 0.8 solution is shown in Fig. 4,
where it can be seen that the water molecules hydrogen bond
to adjacent water molecules, leading to the large first peak in
Fig. 3. In some cases chains of multiple water molecules are
present, corresponding to the small second and third peaks in
the gww RDFs.

The simulated KBIs from the RDFs of NMA shown
above are displayed in Fig. 5 along with experimental KBIs
of aqueous NMA solutions computed from experimental
data61, 62 from inverse KB procedure.48, 49 Simulated KBIs
were computed via Eq. (1) by integrating the RDFs via
the trapezoidal rule and taking the average between 10 and
15 Å.81 Previous KB studies used averages from 9.5 to
12 Å81 or from 15 to 20 Å.81, 92 As shown in Fig. 5, KBIs
computed from Drude-based RDFs compared very favorably
to the experimental data at all concentrations. The largest de-
viation was a small underestimation for Gcc at low concen-
trations. In contrast, while the additive FF performed satis-
factorily at high concentrations (xc ≥ 0.5) it showed large
deviations at low concentrations. There were significant over-
estimations for Gcc and Gww as well as underestimations for
Gcw. Considering that the positions of maxima and minima
were almost the same in RDFs for both additive and Drude
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FIG. 4. Snapshot of the NMA-water mixture at xc = 0.8. Water is in VDW
representation and NMA is in atom-colored licorice representation. Image is
generated using VMD.102

FFs, the deviations must arise from the differences in the mag-
nitudes of those RDFs. The additive RDFs overestimated the
solute-solute, solvent-solvent interactions and underestimated
the solute-solvent interactions, leading to overestimations in
Gcc and Gww and underestimations in Gcw. This may be an
outcome of the requirement that the charges in the additive
model be enhanced to mimic the experimental pure solvent
properties during FF development, leading to a small imbal-
ance with respect to the interactions between the solutes and
water.46 The Drude FF, despite not being explicitly optimized
by targeting KB data, achieved a better balance among those
interactions hence better agreement with experimental KBIs.

Excess coordination numbers obtained as Nij = ρ jGij

from both simulations of NMA solutions and the experimen-
tal data are shown in Fig. 6. The experimental data were nicely
reproduced by the Drude model at all but the low concentra-
tions (xc = 0.1 and 0.2). At these concentrations, Ncc and Nww
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were slightly overestimated while Ncw was slightly underesti-
mated. In sharp contrast, large deviations were observed for
the additive model at low concentrations up to xc = 0.35.
Ncc and Nww were significantly overestimated while Ncw were
significantly underestimated, consistent with the results that
Kang et al. reported using the additive NMA model of the
CHARMM force field.91 It indicates a large degree of self-
aggregation of NMA and water molecules, consistent with the
RDFs and KBIs in Figs. 2 and 5. Given that water yields the
proper coordination number in the pure liquid for the addi-
tive FF, this further suggests that the solute-solute interactions
are too strong and solute-solvent interactions are too weak.
With the introduction of polarization in the Drude FF, a more
realistic balance of those interactions is achieved. It is worth
noting that correct excess coordination numbers can be ob-
tained in the framework of additive FF, as reported by Smith
and co-workers by specifically targeting KB experimental
data.91 Excess coordination numbers for ACEM modeled by
both the additive and Drude FFs are presented in Figures S2
in the supplementary material.88 The trend was the same as
for aqueous NMA, though the deviations were much less for
the ACEM solutions.

Solution density and partial molar volumes as a function
of concentrations for aqueous NMA mixtures are presented
in Fig. 7. The additive model consistently underestimated the
solution density, while there was a slight overestimation by
the Drude model in the range from xc = 0.3 to 0.8. For the
pure NMA solutions, the additive FF actually yields more ac-
curate solution densities than the Drude FF. While this is a
direct outcome of the Drude model as it was parametrized,
in part, targeting the pure NMA data, the improved reproduc-
tion of the densities of the mixed solutions further indicates
the ability of the polarizable model to properly balance the
solute-solute, solute-solvent, and solvent-solvent interactions.

The overall trend of the partial molar volumes, computed
via Eq. (2) and (3), were reasonably well reproduced by both
FFs. At high concentrations (xc ≥ 0.5), the additive FF re-
produced even slightly better PMV for NMA, V̄c, than the
Drude FF. At low concentrations, the additive FF overesti-
mated the PMV while the Drude FF showed a somewhat small
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underestimation, which was present throughout the range of
xc values. For the water PMV, V̄w, the Drude model was gen-
erally in good agreement with the experimental data. In con-
trast, noticeable deviations occurred at high concentrations
(xc ≥ 0.35) for the additive FF. Overall, the Drude FF per-
formed better than the additive model in reproducing the
PMVs of the studied NMA solutions. It is worth noting that
the fact that PMVs computed from simulated KBIs are close
to the experimental data as shown in Fig. 7 is further valida-
tion that the proper KBIs were obtained from averaging the
integrals in Eq. (1) over the range of 10 and 15 Å.

Activity derivatives, fcc, were obtained from simulated
KBIs using Eq. (12) as shown in Fig. 8(a). Then by fitting
fcc with Redlich-Kister equation,93 one can obtain the excess
Gibbs energy. The results are displayed in Fig. 8(b). For these
properties, both the additive and Drude FFs showed some de-
viations from experimental data, with the additive FF being
larger. The deviations were small at high concentrations but
started to increase in opposite directions as the concentrations
become lower. In those regions, the additive FF underesti-
mated the activity derivative while it overestimated the ex-
cess Gibbs energy. The Drude FF also showed deviations but
to a much lesser degree. The Drude FF showed much bet-
ter agreement with the experimental data for the mixing en-
thalpies (Fig. 8(c)), while the additive FF predicted almost no
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thalpy is at 308 K.91

enthalpy change during the mixing, although a slight overesti-
mation still exists at low concentrations. The low enthalpy of
mixing could be a reason for the enhanced self-aggregation in
the additive model, as previously shown in aqueous sodium
chloride studies by Smith and co-workers.94 The excess en-
thalpy with the Drude model was in satisfactory agreement
with the experiment results. The fact that Drude model did
not reproduce the excess Gibbs energy indicates that problems
are possibly present with the excess entropy of mixing, which
will be taken into account in future force field optimizations.

A summary of selected bulk properties of the pure liquids
of NMA and water are presented in Table V. Results based on
the KBFF models developed by Kang et al., who used the
SPC/E water model, were also included for comparison.91

The diffusion constants for pure water by the Drude and
SPC/E water models were close to the experimental value
while additive TIP3P water model overestimated the values
by a factor of two, as previously reported.95 All models over-
estimate the diffusion constant for NMA, with the Drude FF
producing the smallest difference. It should be noted that the
system size correction for diffusion constant calculations sug-
gested by Yeh et al.75 was adopted in the present study. The
correction was relatively small (a few percent) because rela-
tively large simulation boxes were used as in the present study

TABLE V. Properties of pure liquids. Experimental data: densities from Refs. 61, 109, and 110, diffusion con-
stant from Refs. 111 and 112, dielectric constant from Refs. 113 and 114, isothermal compressibilities from
Refs. 114 and 115.

Density Diffusion constant Dielectric constant Isothermal compressibility
ρ g/cm3 D × 10−5 cm2 s−1 ε κt × 10−5 atm−1

NMA Additive 0.940 0.97 ± 0.04 45 ± 5 5.5 ± 0.2
Drude 0.954 0.66 ± 0.05 67 ± 4 6.7 ± 0.1
KBFF 0.935 0.70 52 7.5
Expt. 0.942 0.46 191, 166 6.3

Water TIP3P 0.994 7.54 ± 0.05 93 ± 6 5.7 ± 0.2
SWM4 0.986 3.81 ± 0.06 72 ± 2 4.5 ± 0.1
SPC/E 0.987 3.5 69 4.6
Expt. 0.992 3.7 70 4.4
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FIG. 9. Atom-based RDFs from NMA to NMA (a) and RDFs from NMA
to water (b) at xc = 0.1. The atom names in NMA are (CL)C=ONH(CR)
where CL is the methyl carbon connected to the carbonyl carbon and CR is
the methyl carbon connected to the nitrogen atom. Additive FF (solid line)
and Drude FF (dashed line) results are shown.

as well as in most other KB studies. More accurate pure sol-
vent dielectric constants have been shown to be one of the
strengths of the polarizable force fields.22, 28, 79 For pure water,
both Drude and SPC/E predicted the correct dielectric con-
stant compared to the experiment, while TIP3P model over-
estimated it by a large margin, due to the intrinsic limitation
of this model.22 NMA represents a difficult case for dielectric
constant prediction. The results calculated by all three mod-
els were only one third of the experimental value, though the
Drude model gave the largest value, consistent with the ex-
plicit inclusion of polarizability. We note that the value of the
dielectric constant is significantly smaller than a previously
reported value for the Drude model.32 This is due to changes
in the Lennard-Jones parameters as part of the present study,
performed to obtain a better balance of quantum mechanical
interactions with water, hydrogen bonding between peptide
groups on model peptides as well as pure solvent and free en-
ergies of aqueous solvation properties. These differences il-
lustrate the subtle and complex dependence of the dielectric
constant on factors other than the molecular charge distribu-
tion and polarizability. For the isothermal compressibility, re-

sults for the Drude FF were also superior to those from the
additive FF and well as the KBFF model.

The improved performance by the Drude FF over the
additive FF in the KB analysis indicates that the polariz-
able model yields a more accurate description of the molecu-
lar interactions occurring in the NMA solutions, especially
at low concentrations where significant differences occur
(Figs. 5 and 6). To better understand the differences at a
molecular level atom-based RDFs were computed between
NMA and NMA and between NMA and water. They are
shown in Figs. 9(a) and 9(b), respectively. It is evident that
all the atom-atom RDFs contribute to the differences in the
sharper first peaks in the center-of-mass based NMA-NMA
Drude RDFs (Figs. 2 and 3) while the smaller second peak
mainly comes from N-O RDF though most of the other RDFs
also show a smaller peak in the Drude FF. The dominance of
the first peak in the Drude indicates that the interactions with
NMA are better defined at low concentrations with contribu-
tions from all atoms in the molecule. For NMA-water interac-
tions, all Drude atom-based RDFs showed a more pronounced
first peak, contributing to the larger first peak in the center-of-
mass based NMA-water RDFs (Figs. 2 and 3). Thus, in di-
lute solutions the Drude model yields more structured NMA-
NMA interactions as well as NMA-water interactions as
compared to the additive model.

CONCLUSIONS

Kirkwood-Buff analysis was performed on two aqueous
amide solutions modeled by both the CHARMM additive and
Drude polarizable force fields. It was shown that the Drude
model reproduced experimental results adequately well at all
concentrations while the additive model tended to have sig-
nificant deviations at low concentrations in terms of KBIs,
excess coordination numbers, solution densities, partial molar
values, molar enthalpy of mixing. These results indicate a bet-
ter balance of the solute-solute, solvent-solute, and solvent-
solvent interactions in the Drude FF at low solute concen-
trations. However, both models did not optimally reproduce
activity derivative and the excess Gibbs energy. Given that
the excess enthalpy with the Drude model was in satisfac-
tory agreement with the experiment results, this indicates that
problems are present with the excess entropy of mixing. This
suggests an area that could be improved in future force field
optimization efforts, though addressing this issue will be a
considerable challenge.

In the framework of nonpolarizable force fields, Smith
and co-workers developed KBFF force field parameters for
amides by specifically targeting experimental data analyzed
by KB theory.81, 91, 94, 96–101 The results showed that without
introducing polarization good agreement with experimental
KB data can be obtained. The present study demonstrated that
the polarizable Drude force field, which was not developed
by targeting experimental KB data, can also achieve almost
the same degree of accuracy compared to KBFF, except for
activity derivative and excess Gibbs free energy, which will
be the focus in our future force field optimization efforts.

The molecular interactions in aqueous amide solutions
revealed by the RDFs were similar for the water-water
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interactions, but largely different for the solute-solute and
solute-solvent interactions. Analysis of selected atom-atom
RDFs for NMA solutions suggested that this is associated
with more structured solute-solute and solute-solvent interac-
tions at low solute concentrations. The improved agreement
with experiment as judged by the KB analysis in the Drude
model indicated that these more structured interactions are
more representative of the experimental regime. The improve-
ments may be attributed to the introduction of polarizability
into both amides and water in the Drude model and it showed
that polarizability plays an important role in the behavior of
liquid mixtures.
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