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Abstract The objective of this study is to evaluate a natural
language processing (NLP) algorithm that determines Amer-
ican College of Radiology Breast Imaging Reporting and
Data System (BI-RADS) final assessment categories from
radiology reports. This HIPAA-compliant study was granted
institutional review board approval with waiver of informed
consent. This cross-sectional study involved 1,165 breast
imaging reports in the electronic medical record (EMR) from
a tertiary care academic breast imaging center from 2009.
Reports included screening mammography, diagnostic mam-
mography, breast ultrasound, combined diagnostic mam-
mography and breast ultrasound, and breast magnetic reso-
nance imaging studies. Over 220 reports were included from
each study type. The recall (sensitivity) and precision (pos-
itive predictive value) of a NLP algorithm to collect
BI-RADS final assessment categories stated in the report
final text was evaluated against a manual human review

standard reference. For all breast imaging reports, the NLP
algorithm demonstrated a recall of 100.0 % (95 % confidence
interval (CI), 99.7, 100.0 %) and a precision of 96.6 % (95 %
CI, 95.4, 97.5 %) for correct identification of BI-RADS final
assessment categories. The NLP algorithm demonstrated high
recall and precision for extraction of BI-RADS final assess-
ment categories from the free text of breast imaging reports.
NLP may provide an accurate, scalable data extraction mech-
anism from reports within EMRs to create databases to track
breast imaging performance measures and facilitate optimal
breast cancer population management strategies.
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Introduction

Optimal population management strategies and related re-
search activities for breast cancer require local, regional, and
national data repositories of at-risk populations [1]. A key
element of such repositories is malignancy risk based upon
breast imaging findings, indicated by the American College of
Radiology (ACR) Breast Imaging Reporting and Data System
(BI-RADS) final assessment category [2]. Large-scale, auto-
mated extraction of malignancy risk from radiology reports
within the electronic medical record (EMR) may be possible
because a standardized lexicon to codify findings in breast
imaging studies exists [2]. Use of this lexicon to communicate
findings has been broadly adopted because the Mammogra-
phy Quality Standards Act (MQSA) requires a BI-RADS final
assessment category be reported for each mammogram [3].

The MQSA and the ACR Breast Magnetic Resonance
Imaging (MRI) Accreditation Program require a medical
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outcomes audit for quality assurance [3, 4]. The audit
determines established quality metrics, such as recall
rate and positive predictive value for cancer detection
by breast imaging [2, 5]. These metrics are determined
using the BI-RADS final assessment categories, which
define a study as positive or negative. Studies-assigned
BI-RADS assessment categories 0 (need additional imaging
evaluation and/or prior imaging for comparison), 4 (suspi-
cious abnormality—biopsy should be considered), and 5
(highly suggestive of malignancy—appropriate action should
be taken) are considered positive. Studies-assigned BI-RADS
assessment categories 1 (negative), 2 (benign finding), and 3
(probably benign finding) are considered negative based upon
imaging. Audits are facilitated by continuously gathering and
storing these data in a computer database [5].

BI-RADS categories can be collected at the time of
reporting, using structured reporting applications. Alternative-
ly, this information can be extracted from the text of final
breast imaging reports manually or in an automated fashion
using natural language processing (NLP) algorithms. NLP
algorithms can extract meaningful information from free text
and have been successfully applied to radiology reports to
identify positive findings, recommendations, and tumor status
[6–9]. Specific to breast imaging, NLP has been applied to
mammography reports to identify findings suspicious for
breast cancer [10], correlate findings and their locations [11],
determine BI-RADS breast tissue composition [12], and ex-
tract multiple other reported attributes [13]. We hypothesized
that NLP can accurately extract BI-RADS final assessment
categories from radiology reports.

Materials and Methods

Setting

This study was approved by our institutional review board
with waiver of informed consent and conducted in compliance
with Health Insurance Portability and Accountability Act
guidelines. The study setting is a tertiary care academic breast
imaging center performing 37,695 screening and diagnostic
breast imaging studies in 2009 (25,208 screening mammo-
grams, 6,518 diagnostic mammograms, 4,893 breast ultra-
sound examinations, and 1,076 breast MRI examinations).

Study Population

The study population was comprised of finalized breast imag-
ing reports within the EMR. Our administrative database from
the Radiology Information System (IDXrad v.9.94, GE
Healthcare, Burlington, VT) was used to obtain reports. Two
hundred fifty breast imaging reports from the time period
January 1, 2009 through June 30, 2009 were randomly selected

for each type of conventional breast imaging study (screening
mammography, diagnostic mammography, breast ultrasound,
and combined diagnostic mammography and breast ultrasound
performed together). In addition, 250 contrast-enhanced breast
MRI reports were randomly selected from July 1, 2009 through
December 31, 2009. The conventional breast imaging studies
were reported using the Mammography Administration Mod-
ule (IDXrad, Version 9.94, GE Healthcare, Burlington, VT).
This is a breast imaging structured reporting application for
creating mammographic and breast ultrasound reports. Nega-
tive screening mammogram reports are entered by a transcrip-
tionist, with all other reports entered by a radiologist. The breast
MRI studies were reported using speech recognition software
(PowerScribe Workstation, Version 4.7, Nuance Communica-
tions, Burlington, MA). For all breast imaging reports, the
institutional standard practice is to assign a BI-RADS final
assessment category to each imaged breast.

Reports were excluded if they contained addenda or if their
examination type was misidentified by selection criteria. Re-
ports with addenda were excluded because addenda could
modify final assessments but frequently did not include a clear
restatement of BI-RADS categories. Report selection criteria
did not always yield the desired examination type. For exam-
ple, reports of breast imaging-guided procedures occasionally
were misidentified as screening or diagnostic breast imaging
examinations. BI-RADS final assessment categories are typ-
ically not assigned to procedures, so these reports were ex-
cluded. The study included a minimum of 200 reports per
study type to provide 95 % binomial confidence intervals no
wider than 5 % at outcomes greater than 85 %. The reports
were used to evaluate the recall and precision of data extrac-
tion by the NLP algorithm.

Software Tool

BI-RADS Observation Kit (BROK) is an open source, public
domain, Java-based information extraction program developed
in-house [14]. BROK performs NLP to determine BI-RADS
final assessment categories for each imaged breast from text
reports. It determines the BI-RADS category and which
breast(s) was imaged through regular expression string matches
guided by pre-specified report headers and phrases. BROK
specifically extracts one BI-RADS final assessment category,
stated as a number, for each breast. BROK will also extract a
BI-RADS final assessment subcategory in the form of a letter
(such as 4a, 4b, or 4c), if a subcategory letter is reported. The
NLP algorithm processes breast imaging reports by removing
numbers that might be mistaken for BI-RADS final assessment
categories. Examples of numbers that are removed are mea-
surements (such as 3×4×5 cm), locations (such as 3 o'clock),
magnetic field strength (such as 3 T), and time intervals (such
as 6 months). The NLP algorithm also segments each report
into a “body” and “impression.”BROK only extracts data from
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the report impression, unless report segmentation fails or there
is no text within the impression.

The NLP algorithm searches the report for information about
the BI-RADS final assessment category and which breast(s)
was assigned that category. If necessary, BROK performs this
search through three iterations, as outlined in Fig. 1. BROK also
checks the report impression to try to determine if the examina-
tion imaged one or both breasts. Once the NLP algorithm has
extracted information, it then applies logic to these data so that
for each potential breast imaged, BROK outputs: a BI-RADS
category number for each breast, “multiple BI-RADS without
laterality found,” “no BI-RADS category found,” or “not im-
aged.” The NLP algorithm also searches for a report addendum.
If one is identified, BROK outputs: “addendum” to indicate that
the report requires manual human review. BROK was devel-
oped using a randomly selected training set of 550 breast MRI
reports and 250 breast ultrasound reports taken from the time
period January 1, 2009 through June 20, 2009.

Establishment of a Standard Reference

The performance of the NLP algorithm in creating a database
of BI-RADS final assessment categories was compared to a
standard reference determined by prospective manual human
review of the reports to determine the true BI-RADS cate-
gories stated in the final report text. The BI-RADS category
could be stated as a number (such as “2”) and/or a standard
lexicon phrase (such as “benign”). If there was a discrepancy
in the report between the stated number and lexicon phrase,
the stated number was taken as the true BI-RADS category.

The report review was performed by a board-certified
diagnostic radiologist in a combined breast imaging and im-
aging informatics fellowship with 6 years of postgraduate

experience. The performance of the report review was evalu-
ated by a second physician postdoctoral imaging informatics
fellow with 2 years of postgraduate experience. The second
physician reviewed a random sample of 60 reports, 12 from
each of the five study types, and determined the BI-RADS
category for each breast. Agreement between the two re-
viewers was defined as agreement in BI-RADS categories
for both breasts given in each report. There was a high level
of agreement, with a ĸ value of 0.988. In the single discordant
evaluation, two BI-RADS categories were assigned to one
breast. One reviewer did not recognize that two BI-RADS
were being reported for that breast. Upon discussion, agree-
ment was reached.

Statistical Analysis

Recall and precision, with 95 % confidence intervals, was
determined for the information collected by the NLP algo-
rithm, compared against the standard reference. These metrics
were determined for each individual study type and, overall,
for all breast imaging studies. Recall, also referred to as
sensitivity, measures the proportion of reports from which all
the desired information was extracted. Precision, also referred
to as positive predictive value, measures the proportion of
reports with extracted data that is correct. Successful informa-
tion extraction required the NLP algorithm to correctly iden-
tify which breast(s) was imaged, whether a BI-RADS catego-
ry was reported for each breast imaged, and the correct
BI-RADS category, when it was reported. If the software
failed to determine this information for one or both breasts,
it was considered a data extraction error for the entire exam-
ination. Statistical analysis was performed using SAS version
9.2 (SAS Institute Inc, Cary, NC).

“Triple match” found

(e.g. BILATERAL BI-RADS 1)

“Alternate double match”
not found

“Alternate double match” found

(e.g. BILATERAL 1)

Breast imaging report text

BI-RADS category and
laterality extracted

“Triple match” not found

BROK searches for a “triple match” of:
• Laterality description (e.g. left, right or bilateral)
• BI-RADS identifier  (e.g. BI-RADS or category)
• Number (0 through 6)

“Double match” found

(e.g. BI-RADS 1)

“Double match” not found

BROK searches for a “double match” of:
• BI-RADS identifier  (e.g. BI-RADS or category)
• Number (0 through 6)

BROK searches for an “alternate double match” of:
• Laterality description (e.g. left, right or bilateral)
• Number (0 through 6)

BI-RADS category
extracted

BI-RADS category and
laterality extracted

No BI-RADS category extracted

Fig. 1 Iterative information
extraction search process for the
NLP algorithm
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Error analysis was performed to identify the cause of data
extraction errors. For the NLP algorithm, reports with out-
puts of “multiple BI-RADS without laterality found” or “no
BI-RADS category found,” for either breast were considered
flagged as containing ambiguous information. We deter-
mined the percentage of reports with NLP data extraction
errors which were flagged by the NLP algorithm. For exam-
ple, when the NLP algorithm output an incorrect BI-RADS
category, rather than identifying the report as containing
ambiguous information, this was considered an error which
had not been flagged.

Results

Reports

A total number of 1,165 reports were included in the study,
consisting of 248 screening mammograms, 227 diagnostic
mammograms, 222 breast ultrasound examinations, 234
combined diagnostic mammogram and ultrasound examina-
tions, and 234 breast MRI examinations. Of the 85 reports
excluded, 47 contained addendums and 38 had their exam-
ination type misidentified by selection criteria. For the 931
conventional breast imaging reports, all but four (all of
which were breast ultrasound examinations) contained at
least one BI-RADS final assessment category. For the 234
breast MRI reports, all but three contained at least one
BI-RADS final assessment category. The conventional
breast imaging reports were entered by 23 attending radiol-
ogists working with 19 trainees and 3 transcriptionists. The
breast MRI examinations were dictated by 13 attending
radiologists working with 17 trainees.

NLP Algorithm Performance

For all breast imaging reports, the NLP algorithm demon-
strated a recall of 100.0 % (95 % confidence interval (CI),
99.7, 100.0 %) and a precision of 96.6 % (95 % CI, 95.4,
97.5 %) for correct identification of BI-RADS final

assessment categories. The NLP algorithm's performance
for individual study types is presented in Table 1.

Error Analysis

NLP failed to extract correct information for 3.4 % (39/1,165)
of the breast imaging reports. All 39 errors in data extraction
by the NLP algorithm resulted from variations in the content
and organization of the report impression with respect to
breast(s) imaged and assigned BI-RADS final assessment
category. For example, if the report impression did not state
which breast(s) was imaged, the NLP algorithm detected a
BI-RADS final assessment category in the impression but
could not determine to which breast(s) this category ap-
plied. The breast(s) imaged was stated in the body of the
report, which did not contain a BI-RADS final assessment
category. The NLP algorithm did not extract the breast(s)
imaged from the body of the report, far away from the
statement of the BI-RADS category. This was the cause of
13 of the data extraction errors. Similarly, if the breast(s)
imaged was stated in the report impression, but not in
proximity to the stated BI-RADS category, the NLP algo-
rithm did not identify which breast was imaged (caused
two errors).

Data extraction errors occurred when a report impres-
sion stated that only one breast was imaged, but then went
on to also discuss the contralateral breast or recommend
bilateral breast imaging in the future. The NLP algorithm
incorrectly identified the study as a bilateral exam and
assigned the BI-RADS final assessment category to both
breasts, rather than the single imaged breast (caused eight
errors). Errors also occurred with reports where the
BI-RADS final assessment category was only stated in
words. The NLP algorithm identifies the BI-RADS category
as a number and, therefore, failed to extract a BI-RADS
category from these reports (caused five errors).

Data extraction errors occurred with reports with two
BI-RADS categories assigned to one breast. The NLP algo-
rithm only detected one of these two categories because it is
programmed to only detect a single BI-RADS category per
breast (caused four errors). An error occurred when the word

Table 1 NLP algorithm's performance collecting BI-RADS final assessment categories

Study type No. Recall (95 % confidence interval) Precision (95 % confidence interval)

Screening mammography 248 100.0 % (98.5, 100.0 %) 100.0 % (98.5, 100.0 %)

Diagnostic mammography 227 100.0 % (98.4, 100.0 %) 99.6 % (97.6, 100.0 %)

Breast ultrasound 222 100.0 % (98.1, 100.0 %) 88.7 % (83.8, 92.6 %)

Combined diagnostic mammography
and ultrasound

234 100.0 % (98.4, 100.0 %) 98.3 % (95.7, 99.5 %)

Breast MRI 234 100.0 % (98.4, 100.0 %) 95.7 % (92.3, 97.9 %)

All breast imaging 1,165 100.0 % (99.7, 100.0 %) 96.6 % (95.4, 97.5 %)
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“category”was misspelled, so that the NLP algorithm did not
identify the BI-RADS category (caused one error). When
only one breast was imaged and no BI-RADS category was
assigned to that breast, the NLP algorithm failed to identify
that only one breast was imaged. The algorithm output that
both breasts were imaged, but no BI-RADS category, was
assigned to either breast (caused six errors).

Flagging Reports with Errors in Data Collection

Of the 39 breast imaging reports with errors in the extracted
BI-RADS category, the NLP algorithm flagged 89.7 %
(95 % CI, 75.8, 97.1 %) as containing ambiguous informa-
tion, requiring manual human review. The NLP algorithm's
performance flagging errors for individual study types is
presented in Table 2.

Discussion

Our study demonstrates high recall and precision for
extracting BI-RADS final assessment categories from the
free text of breast imaging reports using an open source,
public domain NLP tool. NLP may thus provide an accurate
automated mechanism to create large-scale data repositories
of malignancy risk based on breast imaging findings docu-
mented in EMRs. This would enable optimal population
management strategies for breast cancer, including quality
assurance medical outcomes audits required by the MQSA
and the ACR Breast MRI Accreditation Program [3, 4]. The
literature suggests that health information technology (HIT)
can improve the efficiency and quality of medical care [15].
NLP is an informatics tool that can help to fulfill this promise
of HIT. More specifically, NLP may improve and accelerate
data collection on a national level with the ACR's National
Mammography Database and the National Cancer Institute's
Population-based Research Optimizing Screening through
Personalized Regimens program [16, 17].

To our knowledge, we are the first to describe a NLP
algorithm that extracts BI-RADS final assessment categories
from the text of breast imaging reports. A recent publication
has described an algorithm that classifies mammography
reports by BI-RADS breasts tissue composition, with a very
high accuracy of greater than 99.0 % [12]. Overall, this NLP
breast composition extractor demonstrated slightly superior
performance to our NLP BI-RADS category extractor. This
may, in part, be due to the fact that the NLP breast compo-
sition extractor determines a single breast composition for
each radiology report. Our NLP BI-RADS category extractor
identifies a category for each breast, determining both the
reported BI-RADS category and the applicable breast(s).
This adds a level of complexity to the information extraction
process.

A system has also been described in the literature which
extracts from breast imaging radiology reports imaging find-
ings and their locations and correlates them [11]. This system
demonstrated a recall of 35.7 % and a precision of 91.4 % for
breast imaging reports, lower than that of our NLP BI-RADS
category extractor. The system for extracting and correlating
clinical findings and their locations can localize an imaging
finding to a region of the breast, a greater level of detail than
our NLP BI-RADS category extractor, which simply deter-
mines the breast(s) to which a BI-RADS category is
assigned. As a NLP algorithm extracts more granular infor-
mation, it is likely that achieving high recall and precision
becomes more challenging.

In our study, use of the BI-RADS nomenclature fostered
NLP's strong performance because the program could specif-
ically search for standardized terminology that was consistent-
ly reported. This demonstrates the utility of combining use of
an established lexicon with NLP. There is a trend in radiology
towards the use of a standardized lexicon for all radiology
information resources with the development of RadLex by the
Radiological Society of North America [18]. As standardized
lexicons are adopted by all radiology disciplines, there will be
greater opportunities for NLP to be applied to radiology re-
ports to collect data with a high degree of accuracy. In our
study, the errors in data collection by NLP all resulted from
nonstandard phrases and formatting. Differences in the per-
formance of NLP between study types (e.g., screening mam-
mography versus breast ultrasound) also resulted from greater
variability in report format for certain study types, such as
breast ultrasound. If all breast imaging reports were formatted
in a more standard manner, information extraction accuracy
would be expected to further improve.

Our study was limited by the fact that it was conducted at
a single institution to assess the performance of a single NLP
algorithm. It is unclear if BROK is representative of other
NLP programs. This study focused on the use of a NLP
algorithm to determine BI-RADS final assessment category,
a well-defined piece of information unique to breast imaging.

Table 2 Proportion of data collection errors flagged by the NLP
algorithm

Study type NLP % (95 % confidence interval),
proportion

Screening mammography Not applicable, 0/0

Diagnostic mammography 100.0 % (2.5, 100.0 %), 1/1

Breast ultrasound 96.0 % (79.7, 99.9 %), 24/25

Combined diagnostic
mammography and ultrasound

100.0 % (39.8, 100.0 %), 4/4

Breast MRI 66.7 % (29.9, 92.5 %), 6/9

All breast imaging 89.7 % (75.8, 97.1 %), 35/39
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The accuracy we observed with NLP may not be generaliz-
able, particularly to clinical data created without the use of a
standardized lexicon. The NLP we tested is performed ret-
rospectively, not as the examination is reported. NLP will fail
to collect data when the information is not clearly reported.
This was not a major issue with breast imaging reports
because BI-RADS final assessment categories are routine
standardized entries. For a variety of radiology subspe-
cialties, NLP would likely be more effective if it was applied
at the time of dictation, with the radiologist prompted when
key data elements are not found in the report.

Conclusion

NLP may provide an accurate automated approach for large-
scale extraction of BI-RADS final assessment categories
from the text of radiology reports for a variety of efforts
including quality improvement, population management,
and related research repositories for breast cancer. Natural
language processing has also been applied in breast cancer
research to extract information from pathology reports, dis-
cover drug treatment patterns, and evaluate health care qual-
ity [19–21]. Such applications of NLP will facilitate the
creation of breast cancer data repositories that are integrated
across multiple disciplines.
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