
Functional and structural architecture of the human
dorsal frontoparietal attention network
Sara M. Szczepanskia,b, Mark A. Pinska,b, Malia M. Douglasc, Sabine Kastnera,b, and Yuri B. Saalmanna,b,1

Departments of aPsychology and cElectrical Engineering and bPrinceton Neuroscience Institute, Princeton University, Princeton, NJ 08540

Edited by Leslie G. Ungerleider, National Institute of Mental Health, Bethesda, MD, and approved August 16, 2013 (received for review July 23, 2013)

The dorsal frontoparietal attention network has been subdivided
into at least eight areas in humans. However, the circuitry linking
these areas and the functions of different circuit paths remain
unclear. Using a combination of neuroimaging techniques to map
spatial representations in frontoparietal areas, their functional
interactions, and structural connections, we demonstrate different
pathways across human dorsal frontoparietal cortex for the
control of spatial attention. Our results are consistent with these
pathways computing object-centered and/or viewer-centered rep-
resentations of attentional priorities depending on task require-
ments. Our findings provide an organizing principle for the
frontoparietal attention network, where distinct pathways be-
tween frontal and parietal regions contribute to multiple spatial
representations, enabling flexible selection of behaviorally relevant
information.
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Visual scenes usually contain many different objects, which
cannot all be processed simultaneously because of the lim-

ited capacity of the visual system. Attention mechanisms are thus
needed to select the most behaviorally relevant information for
further processing. Previous studies have demonstrated activa-
tions over large portions of dorsal frontoparietal cortex during
a variety of selective attention tasks (1, 2). In humans, these re-
gions include intraparietal sulcus areas 1–5 (IPS1–IPS5) and sup-
erior parietal lobule area 1 (SPL1) in posterior parietal cortex
(PPC), defined by spatial topographic mapping (3, 4), as well as
the frontal eye field (FEF) and the putative human supplementary
eye field (SEF) in frontal cortex (Fig. S1). Although these areas
are commonly conceptualized as a frontoparietal attention net-
work, the circuitry linking areas, the functions of different circuit
paths, and the different roles of individual areas in representing
attentional priorities remain unclear.
Because everyday actions rely on representations of atten-

tional priorities in egocentric (gaze-centered, body-centered)
and allocentric (object-centered, world-centered) spatial refer-
ence frames (5–9)—for example, to pick up a coffee cup, we
must know where the cup is relative to our body, as well as where
the handle is relative to the cup—we need to flexibly specify and
read out attentional priorities in different reference frames.
However, human neuroimaging studies have largely focused on
gaze-centered representations and have been relatively un-
successful in finding representations in other spatial reference
frames, perhaps because they have focused on visual cortex (e.g.,
refs. 10 and 11). In frontoparietal cortex, the topographic orga-
nization of IPS1-5, SPL1, and FEF suggests that they contain
spatial representations at least in egocentric reference frames (3,
12, 13). In contrast, human SEF lacks a clear topography (Fig.
S1; refs. 14–16). Macaque SEF also lacks a clear topography (17,
18), although macaque SEF neurons have been shown to rep-
resent space in gaze-centered as well as head-, body-, and object-
centered reference frames (9, 19). This diversity in macaque SEF
neuronal responses suggests that the human SEF may be able to
represent space in multiple reference frames as well.
Different inputs from IPS1-5 and SPL1 may contribute to the

difference in functional organization between the FEF and
SEF. In macaque monkeys, PPC subdivisions contain different

proportions of neurons representing space in egocentric, allo-
centric, or intermediate reference frames (20–24). Computa-
tional studies have shown that it is possible to combine outputs
from such neurons to perform different spatial transformations
(25). Thus, distinct pathways from parietal areas to frontal cortex
could give rise to the representation of attentional priorities in a
number of different reference frames. Analyzing functional and
structural connectivity in frontoparietal circuits might therefore
be a useful approach to study different spatial representations.
Here, we used a combination of topographic mapping, functional
connectivity analyses of functional magnetic resonance imaging
(fMRI) data, and structural connectivity analyses using diffusion
MRI (dMRI) to test the hypotheses that: (i) there are distinct
functional pathways within the dorsal frontoparietal attention
network, (ii) these pathways support different spatial representa-
tions of attentional priorities, and (iii) structural connectivity be-
tween dorsal frontal and parietal areas supports this functionality.
Our findings demonstrate that the FEF and SEF form distinct
pathways to parietal areas, consistent with roles in enabling the
specification and readout of attentional priorities in egocentric
and allocentric reference frames.

Results
Two Pathways in the Dorsal Frontoparietal Attention Network. In
our first study, we investigated whether different functional
pathways exist between FEF/SEF and PPC. fMRI data were
acquired while subjects performed a motion detection task (Fig.
1A). In this task, subjects were cued to direct and maintain at-
tention to the right or left visual field (RVF, LVF) in expectation
of moving, chromatic dots appearing in the periphery. Subjects
responded when the dots moved in a particular target direction
(see SI Materials and Methods for details). For each hemisphere
and subject, the functional connectivity between time series de-
rived from frontoparietal regions of interest (ROIs) was calculated
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for a full model that included IPS1–5, SPL1, FEF, and SEF. This
model was narrowed to IPS1, IPS2, SPL1, FEF, and SEF, be-
cause areas IPS3–5 did not significantly interact with the other
frontoparietal areas when incorporated into the extended model.
We used two measures of functional connectivity, correlation
analysis and multivariate autoregressive (MVAR) modeling, to
cross-check results. Two task conditions were analyzed in this
study: (i) the expectation condition (Fig. 1A), in which subjects
allocated attention to the periphery of the RVF or LVF before
the appearance of a target stimulus (see Fig. S2 for focused
spatial attention effects on BOLD responses from individual
visual areas), and (ii) the unattended control condition, in which
the same moving dot stimuli eventually appeared on the screen,
but subjects received no prior attentional cues and were not
anticipating or attending to the peripheral targets (Materials and
Methods). Subjects detected on average 83.7 ± 1.8% of the tar-
gets presented in the RVF and 82.9 ± 1.4% of the targets pre-
sented in the LVF, confirming that subjects attended to the cued
locations. Subjects detected 98.6 ± 0.4% of the luminance
changes at fixation during the unattended condition, confirming
that they ignored the peripheral stimuli when instructed to do so.
The correlation analysis across the group of subjects (n = 7)

revealed differential connectivity of the FEF and SEF with pa-
rietal areas. For the group, the correlation between FEF and
IPS2 was significantly greater during periods when subjects
attended to the contralateral visual field [right hemisphere (RH):
r = 0.56; left hemisphere (LH): r = 0.42; Fig. 1B, Left] than when
they attended to the ipsilateral visual field (RH: r = 0.44; LH: r =
0.25) (paired t test; RH: P = 0.023; LH: P = 0.035). The group cor-
relation between SEF and SPL1 was also significantly greater when
subjects attended to the contralateral (RH: r = 0.56; LH: r =
0.52; Fig. 1B, Left) than to the ipsilateral (RH: r = 0.43; LH: r =
0.44) visual field (t test; RH: P = 0.01; LH: P = 0.019). Consistent
with the correlation analysis results, MVAR showed that the
FEF and SEF influenced different parietal areas (Fig. 1B, Right).

The causal influence from FEF to IPS2 was significantly greater
when subjects attended to the contralateral than to the ipsilateral
visual field (t test; RH: P = 0.018; LH: P = 0.039). In addition,
the causal influence from SEF to SPL1 was significantly greater
during attention to the contralateral than to the ipsilateral visual
field in the LH, but not in the RH (t test; RH: P = 0.45; LH: P =
0.005). There were no areas whose connectivity was stronger
during attention to the ipsilateral than contralateral visual field
(P > 0.10). None of the significantly stronger connections during
expectation to the contralateral than ipsilateral visual field were
significant in the unattended control condition (P > 0.10), sug-
gesting that these frontoparietal interactions depend on active
allocation of attention. Overall, these results suggest that there
may be at least two dorsal pathways between frontal cortex and
PPC involved in spatial attention processing: a lateral projection
connecting FEF to IPS2 and a medial projection connecting SEF
to SPL1.

Flexible Object-Centered and Gaze-Centered Representations in
Frontoparietal Pathways. The FEF-IPS2 and SEF-SPL1 pathways
in the first study may have represented space in a gaze-centered
(i.e., in relation to the fixation point) or an object-centered (i.e.,
in relation to the screen) reference frame. In addition to gaze-
centered neurons, the macaque SEF contains neurons that rep-
resent space in an object-centered reference frame (9). In our
second study, we thus investigated whether the SEF-SPL1 path-
way could use a different reference frame, specifically an object-
centered representation, for attentional priorities. We tested this
hypothesis directly in a second fMRI study by using a pattern
detection task (Fig. 2A; ref. 15), which allowed us to dissociate
the effects of viewer-centered and object-centered spatial atten-
tion. In attended conditions of this task, four patterned tiles
grouped into a large square appeared in the periphery (RVF or
LVF) and subjects paid attention to the tile closest to fixation,
counting targets that appeared in this location (on the left or
right side of the large square; see SI Materials and Methods for
details). In the unattended conditions, the identical visual stimuli
appeared in the periphery, but subjects ignored them and instead
performed a letter-counting task at fixation.
We designed the task such that subjects attended to the con-

tralateral side of the large square when it was in the ipsilateral
visual field, or to the ipsilateral side of the large square when it
was in the contralateral visual field. This manipulation was done
because monkey electrophysiology has shown that many neurons
showing object-centered responses represent the contralateral
side of an object (9). We thus hypothesized that there should be
greater connectivity between SEF and SPL1 when the large
square was in the ipsilateral visual field (corresponding to atten-
tion to the contralateral side of the large square) if this pathway
represented object-centered information. Subjects detected on
average 88.1 ± 2.1% of the targets presented in the RVF and
91.2 ± 1.9% of the targets presented in the LVF, confirming that
they attended to the appropriate part of the large square.
For each hemisphere and subject (n = 13) in the pattern de-

tection task, we again used a correlation analysis to determine
significant connections among IPS1, IPS2, SPL1, FEF, and SEF.
An omnibus ANOVA of the correlation coefficients revealed
a significant attention (attended vs. unattended) × connection
(FEF-IPS2 vs. SEF-SPL1) × visual field (contralateral vs. ipsi-
lateral) interaction, F(1,12) = 6.30, P < 0.05. This three-way in-
teraction was driven by a connection × visual field interaction
that was significant in the attended conditions, F(1,12) = 22.93,
P < 0.001, but not significant in the unattended control condi-
tions, F(1,12) = 0.47, P > 0.50. More specifically, for the group, the
correlation between FEF and IPS2 was larger during periods
when subjects attended to the contralateral visual field/ipsilateral
side of the large square (RH: r = 0.59; LH: r = 0.52; Fig. 2B, Left)
than when they attended to the ipsilateral visual field/contralateral
side of the large square (RH: r = 0.47; LH: r = 0.40) (t test; RH:
P = 0.022; LH: P = 0.042), consistent with the motion detection
task results reported above. In contrast, the group correlation

Fig. 1. Two pathways in the dorsal frontoparietal attention network. (A)
Subjects were cued to covertly attend to the RVF or LVF in expectation of the
motion stimulus for the motion detection task. (B) Functional connectivity
analyses showed a lateral pathway connecting FEF to IPS2, and a medial
pathway connecting SEF to SPL1, when subjects attended to the contralat-
eral visual field, but not to the ipsilateral visual field, during the expectation
period. Solid lines denote significant correlations (correlation analysis; Left)
and solid arrows denote the direction of significant causal influence (MVAR;
Right) between frontal and PPC areas, for the group of subjects. Dotted line
denotes connection that is not statistically significant. Frontoparietal areas
are color coded (designated by color key).
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between SEF and SPL1 was larger during periods when subjects
attended to the ipsilateral visual field/contralateral side of the
large square (RH: r = 0.55; LH: r = 0.46; Fig. 2C, Left) than when
they attended to the contralateral visual field/ipsilateral side of
the large square (RH: r = 0.44; LH: r = 0.26) (t test; RH: P =
0.034; LH: P = 0.039).
MVAR showed a similar pattern of frontoparietal connectiv-

ity. The omnibus ANOVA of the path coefficients revealed
a significant attention × connection × visual field interaction,
F(1,12) = 9.73, P < 0.01. This three-way interaction was again due

to a significant connection × visual field interaction in the at-
tention conditions, F(1,12) = 8.77, P < 0.01, that was not signifi-
cant in the unattended control condition, F(1,12) = 1.95, P > 0.10.
When subjects attended to the contralateral visual field, FEF
significantly influenced IPS2 in both hemispheres (t test; RH: P =
0.011; LH: P = 0.002; Fig. 2B, Right), whereas there was no
significant influence between SEF and SPL1 in either hemisphere
(P > 0.05). In contrast, when subjects attended to the ipsilateral
visual field, SEF causally influenced SPL1 (t test; RH: P =
0.0003; LH: P = 0.0008) and the FEF (RH: P = 0.001; LH: P =
0.0005; Fig. 2C, Right), but there was no significant influence
between FEF and IPS2 in either hemisphere (P > 0.10). None of
the same connections that were significantly stronger during con-
tralateral than ipsilateral attention were significant in the unat-
tended control condition, during which subjects ignored the object
(P > 0.05). Overall, these results suggest that the SEF-SPL1 path-
way conveyed object-centered representations of spatial attention
priorities, whereas the FEF-IPS2 pathway used viewer-centered
representations, in the pattern detection task.

Robust Structural Connections Between FEF and IPS2 and Between
SEF and SPL1. In a third study, we aimed to identify structural
connections in support of the FEF-IPS2 and SEF-SPL1 path-
ways, using probabilistic tractography of dMRI data in 14 sub-
jects who participated in the motion or pattern detection tasks.
The probabilistic tractography results showed robust frontopar-
ietal connections (26), including the FEF-IPS2 and SEF-SPL1
pathways, consistent with the functional connectivity results. Fig.
3 A and B show probable fiber tracks between frontal cortex and
IPS2 or SPL1, respectively, for an individual subject. In both
hemispheres, IPS2 had a significantly higher proportion of con-
nections with the FEF than SPL1 had with the FEF [t test; RH:
P = 0.0015, LH: P = 0.0017; group mean proportion of probabi-
listic streamlines from IPS2 to FEF (vs. SEF): RH: 83.8 ± 4.7%,
LH: 82.6 ± 4.0%]. In contrast, SPL1 had a significantly higher
proportion of connections with the SEF than IPS2 had with the
SEF [t test; RH: P = 0.0073, LH: P = 0.0032; group mean pro-
portion of probabilistic streamlines from SPL1 to SEF (vs. FEF):
RH: 42.8 ± 7.2%, LH: 43.3 ± 6.7%]. We next classified each
voxel in IPS2 and SPL1 based on whether it had a higher con-
nection probability with the FEF or SEF (hard segmentation).
Fig. 3C shows the hard segmentation of IPS2 for an individual
subject, and Fig. 3E shows the group hard segmentation derived
from a conjunction analysis of each individual’s hard segmented
IPS2. Nearly all of the IPS2 voxels were preferentially connected
to the FEF (group mean proportion of FEF-preferring voxels
from hard segmentations: RH: 85.4 ± 6.4%, LH: 89.6 ± 3.9%).
Fig. 3 D and F show the hard segmentation of SPL1 for an in-
dividual and the group, respectively. SPL1 could be divided into
two regions based on its frontal connectivity pattern. Lateral
SPL1 voxels were preferentially connected to the FEF, whereas
medial voxels were preferentially connected to the SEF (Fig. 3F;
group mean proportion of SEF-preferring voxels from hard
segmentations: RH: 32.9 ± 8.7%, LH: 49.3 ± 14.9%). For six of
eight subjects who participated in both pattern detection and
dMRI experiments, the SPL1 attention activation (functional
ROI) overlapped with the SEF-projection zone (structural ROI;
Fig. S3). These results suggest that neurons contributing to different
spatial representations may be unevenly distributed across SPL1.

Discussion
The topographic mapping, functional connectivity, and structural
connectivity results converge to provide evidence for the exis-
tence of distinct pathways across dorsal frontoparietal cortex.
Further, the fMRI results are consistent with these pathways
giving rise to the representation of attentional priorities in
multiple spatial reference frames: a viewer-centered pathway
between FEF and IPS2, and a more flexible pathway between
SEF and SPL1 supporting object- and viewer-centered repre-
sentations. Such flexibility in spatial representations enables
condition-action associations, which are a hallmark of the SEF

Fig. 2. Object-centered and gaze-centered representations in frontopari-
etal pathways. (A) For the pattern detection task, subjects were cued to the
location of an upcoming stimulus comprising four patterned tiles arranged
as a large square, and they covertly attended to the tile in the section of the
square closest to the fixation point. For the unattended control, there was
no cue, so subjects ignored the tiles and instead counted letters at fixation.
(B) Significant correlations (Left) and causal influences (MVAR; Right) be-
tween frontoparietal ROIs when subjects attended to the contralateral visual
field/ipsilateral side of the large square. (C) Significant correlations (Left)
and causal influences (MVAR, Right) between frontoparietal ROIs when
subjects attended to the ipsilateral visual field/contralateral side of the large
square. Frontoparietal areas are color-coded.
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and supplementary motor cortex in general (27), as well as task-
switching, in which the SEF and SPL play prominent roles (28,
29). In comparison, evidence suggests that the FEF and IPS
contain a salience map in gaze-centered coordinates that helps
guide exploration of the visual environment (16, 30, 31), con-
sistent with our mapping of the FEF-IPS2 pathway. In addition
to using the FEF-IPS2 and SEF-SPL1 pathways to guide eye
movements and provide attentional feedback to sensory areas,
these pathways may act in concert to remap space across sac-
cades, considering that the relative positions of objects and
viewer-centered information help maintain visual stability (32).
Numerous studies have demonstrated that the FEF and por-

tions of the IPS in both the human and the monkey are essential
for the control of spatial attention (1, 30, 31). In contrast, much
less is known about how SEF and SPL contribute to spatial at-
tention control. Although macaque SEF is known to represent
attentional priorities in multiple reference frames, including
object-centered representations, the human SEF has only been
shown to respond strongly during spatial attention in an ego-
centric reference frame (9, 14, 15). Here we provide evidence
consistent with a role of human SEF in object-centered atten-
tion, similar to macaque SEF. We demonstrated that SPL1

responds robustly during spatial attention (15) and here, we now
implicate SPL1 in object-centered and gaze-centered repre-
sentations. This result is consistent with previous studies showing
overlapping activations for egocentric and allocentric processing
in superior and medial parietal cortex (33, 34). Furthermore,
a portion of the SPL is “transiently” active during voluntary shifts
of attention between locations, features, and objects (35). Based
on published coordinates (e.g., RH: x = +11, y = −60, z = +55;
ref. 36), it appears that there is partial overlap between this re-
gion showing transient responses and SPL1, with SPL1 extending
more posteriorly (RH: x = +9, y = −73, z = +43; ref. 15). The
transient activity had been interpreted to be spatially nonspecific
in the context of gaze-centered representations of space (36).
However, an alternative interpretation is possible if the SPL con-
tributes to spatial representations in multiple reference frames:
The transient activity could be spatially specific if it represented
attentional shifting between spatial representations in different
reference frames (e.g., object- to gaze-centered, object1- to object2-
centered).
We found large responses in the SEF and SPL1 when subjects

attended to the ipsilateral visual field while performing the
pattern detection task (15), consistent with the hypothesis tested

Fig. 3. Structural connectivity between IPS2-FEF and SPL1-
SEF/FEF. (A) Probable fiber tracts between IPS2 (brown) and
FEF (green) or SEF (yellow), in a typical subject (same sub-
ject in A–D). Probability is color-coded (higher-lower) for
IPS2-FEF (orange-red) and IPS2-SEF (light blue-dark blue).
(B) Probable fiber tracts between SPL1 (pink) and FEF or
SEF. Probability was color-coded (higher-lower) for SPL1-
FEF (orange-red) and SPL1-SEF (light blue-dark blue). (C)
Segmentation of right IPS2 in an example subject, shown in
sagittal (Left), coronal (Center), and transverse (Right) sli-
ces. Red voxels preferentially connect to the FEF, whereas
blue voxels preferentially connect to the SEF. (D) Segmen-
tation of right SPL1 in the same subject. Conventions as in
C. (E) Group segmentation of IPS2 derived from a conjunc-
tion analysis of the 14 subjects’ IPS2 data (axial view, Upper;
coronal view, Lower). Voxels are color-coded based on
whether they preferentially connect with FEF (orange-
yellow scale) or SEF (blue scale). The lighter the color, the
higher the number of overlapping subjects. (F) Group seg-
mentation of SPL1. Conventions as in E.
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in the current study that these areas contribute to object-centered
spatial representations. Here, SEF and SPL1 were significantly
connected only when stimuli were attended in the visual field
ipsilateral to each hemisphere, but not when stimuli were
attended in the visual field contralateral to each hemisphere,
while subjects performed the pattern detection task. If SEF and
SPL1 were only representing space in viewer-centered coor-
dinates during the pattern detection task, a significant connection
between the two areas should have also existed when subjects
attended to the contralateral visual field. Rather, our results more
strongly support the interpretation that SEF and SPL1 are able
to flexibly represent space in viewer-centered or object-centered
coordinates, depending on task requirements. Such flexibility
might arise from a population of neurons representing a range of
reference frames, including intermediates between gaze-centered
and object-centered reference frames (20, 24), whose output can
be differentially combined to support multiple spatial represen-
tations. In this regard, the functional connectivity analyses were
able to reveal distinct spatial transformations across frontopar-
ietal cortex. Flexible representation of space using different
reference frames according to context may be common in frontal
and parietal areas, with a recent study reporting flexible gaze-
and body-centered representations in parietal area BA5 and
dorsal premotor cortex (37).
Human neuroimaging and monkey physiology studies have

traditionally examined various frontal and parietal areas in iso-
lation, rather than focusing on how these areas function as
a network to subserve spatial attention. Although the functions
of various subdivisions of monkey PPC and their connectivity
patterns are better understood, comparatively little is known
about the functional characteristics and connectivity patterns of
various subdivisions within human PPC. dMRI has been used to
study the structural connectivity of human PPC (26, 38), but it
has not been combined with topographic mapping to show the
specific connections of IPS1-5 and SPL1 with frontal cortical
areas. The anatomical connections that we have identified by
using dMRI are similar to the anatomical connections that have
been identified between frontal and parietal cortex in the ma-
caque (39): An area within macaque IPS (lateral intraparietal
area) was heavily connected with the FEF, similar to our FEF-
IPS2 connection, whereas a medial region of macaque PPC was
connected with both the SEF and the FEF, similar to our SEF/
FEF-SPL1 connections.
In conclusion, the combination of topographic mapping,

dMRI, and functional connectivity analyses has provided evi-
dence of separate pathways for the control of spatial attention
across human dorsal frontoparietal cortex. These pathways
support different spatial representations of attentional priorities,
including likely gaze-centered and object-centered representa-
tions. We propose that other parietal areas, such as IPS3–5, may
form further pathways enabling flexible specification and readout
of behaviorally relevant information in additional reference frames
(e.g., body-centered or world-centered coordinates).

Materials and Methods
Subjects. Twenty-one healthy subjects (25–36 y, seven females) gave informed
written consent to participate in the study, approved by the Institutional
Review Panel of Princeton University. All subjects had normal or corrected-to-
normal vision.

Data Acquisition. Echo-planar imaging. We acquired data by using a 3T Allegra
MRI scanner (Siemens) with a Nova transmit and receive head coil (Nova
Medical) for the motion detection task [8 subjects, 26 transverse slices, slice
thickness 3 mm, interslice gap 1 mm, repetition time (TR) 1.6 s, echo time (TE)
40 ms, flip angle 72°, in-plane resolution 3 × 3 mm, 2,240 volumes], pattern
detection task (13 subjects, 20 transverse slices, slice thickness 2 mm, inter-
slice gap 1 mm, TR 2 s, TE 41 ms, flip angle 90°, in-plane resolution 2 × 2 mm,
1,248 volumes), and memory-guided saccade task (21 subjects, 25 transverse
slices, slice thickness 2 mm, interslice gap 1 mm, TR 2.5 s, TE 41 ms, flip angle
90°, in-plane resolution 2 × 2 mm, 1,152 volumes). In-plane gradient echo
field map images and magnitude images were acquired to perform geo-
metric unwarping on the high-resolution echo-planar imaging (EPI) images

(TR 345 ms, TE 5.06/8.06 ms, flip angle 40°, bandwidth 260 Hz per pixel). We
aligned all echo-planar images to a high-resolution anatomical scan taken at
the end of each session (MPRAGE sequence, 256 × 256 matrix, TR 2.5 s, TE
4.38 s, flip angle 8°, 1 mm3 resolution). Six high-resolution anatomical scans
were also acquired in a separate session and averaged to create cortical
surface reconstructions.
dMRI.Weacquired diffusion-weighted images (DWI) by using an eddy-current
compensated double spin-echo, echo-planar pulse sequence (40). Images
with 2.0 mm3 resolution were collected by using 60 different isotropic dif-
fusion directions (41) (14 subjects, 66 contiguous transverse slices, anterior to
posterior phase-encode direction, 128 × 128 matrix, slice thickness 2.0 mm,
TR 10 s, TE 95 ms, interleaved acquisition, b values 0 and 1,000 s/mm2, 1,776
Hz per pixel bandwidth, 0.61 ms echo spacing). We used a 12:1 ratio of DWI
to non-DWI images (41, 42) and cardiac gating to minimize artifacts due to
pulsatile motion (43). A total of six 60-direction sets of diffusion-weighted
data were acquired for subsequent averaging. We also acquired gradient
echo field maps and magnitude images with slice prescriptions identical to
the diffusion-weighted images to perform geometric unwarping during
preprocessing (TR 500 ms, TE 5.23/7.69 ms, flip angle 55°, 1,502 Hz per pixel
bandwidth). All diffusion-weighted images were aligned to a high-resolu-
tion anatomical scan taken at the end of each session.

Data Analysis. Defining ROIs. We defined ROIs based on the intersection of
topographic maps (FEF, IPS1-5, and SPL1) and attention activations in each
subject (n = 21). See SI Materials and Methods for details.
Functional connectivity. We extracted raw fMRI signals from the slice time-
corrected and motion-corrected EPI images. Two sources of variance were
removed through linear regression: six parameters obtained by rigid body
correction of headmotion and global mean signal changes. We next low-pass
filtered (<0.20 Hz) and linearly detrended the time series, smoothed with
a 4-mm Gaussian kernel, standardized the signals, and then averaged across
all voxels within a given ROI. ROIs were defined as the voxel with the peak
attention activity in each topographic area of each hemisphere and the six
surrounding voxels in the x, y, and z directions. We modeled each hemi-
sphere, attended and unattended conditions separately. For the motion
detection task, we analyzed timepoints during the expectation periods (8 s
mean span, shifted 2 TRs after cue) that immediately preceded the moving
dot stimuli in the attended condition. We modeled the equivalent time-
points for the unattended condition, although no cue was presented. For
the pattern detection task, we used all timepoints in each block except for
the first TR, analyzing attended and unattended conditions similarly.

For correlation analyses, wefirst averaged the BOLD signal over volumes in
each block to generate one sample point in a discontinuous time series for
each ROI; repeating this procedure for every block generated the full-time
series (44). We next calculated the Pearson’s correlation coefficient for all
ROI pairs in each subject (45) and Fisher transformed these coefficients. For
group analyses, we applied an omnibus repeated-measures ANOVA to the
Fisher-transformed coefficients from each subject with attention (attended
vs. unattended), hemisphere (RH vs. LH), connection (FEF-IPS2 vs. SEF-SPL1),
and visual field (contralateral vs. ipsilateral) as factors. We followed with
ANOVAs applied separately to the attended and unattended conditions and
one-tailed paired t tests. To control for multiple comparisons, we used the
false discovery rate (q = 0.05) approach, and significant connections satisfied
the criterion of being significant in both hemispheres. For MVAR (46) of each
subject, we used a model order of 2 for the motion detection task, and
a model order of 1 for the pattern detection task, based on the Akaike in-
formation criterion. Model quality checks were run to assess data normality
(Jarque–Bera Test) and stationarity [autoregressive conditional hetero-
skedasticity (ARCH) test] for each individual subject. For group analyses, we
applied an omnibus repeated-measures ANOVA to the path coefficients
derived from the individual subject analyses by using the same factors as
above and followed with separate ANOVAs applied to the attended and
unattended conditions and paired-sample t tests as planned comparisons.
Probabilistic tractography. All DWI and non-DWI images were corrected for
eddy currents and head motion by using affine registration [12 degrees of
freedom (DOF)] to a non-DWI reference volume, averaged to improve the
signal-to-noise ratio, and geometrically unwarped (47). The skull-stripped
anatomical volume was coregistered (12 DOF affine) to the averaged non-
DWI reference volume to derive the transformation matrix between the two
spaces. We conducted tractography by using The Oxford Center for Functional
Magnetic Resonance Imaging of the Brain’s (FMRIB’s) Diffusion Toolkit (FDT),
calculating probability distributions of fiber direction at each voxel (two fiber
populations modeled per voxel) (48, 49).

First, we performed a tractography analysis to inspect probable paths
passing through both the parietal and frontal ROIs for anatomical plausibility.
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We used an exclusion mask to restrict our analyses to ipsilateral trajectories
and a coronal waypoint mask midway between parietal and frontal ROIs
to constrain trajectories to an anterior-posterior direction. We defined
ROI pairs (IPS2-FEF, IPS2-SEF, SPL1-FEF, SPL1-SEF) in each hemisphere as
ROI seeds for “multiple mask seed” tractography with FDT and thresholded
the resulting pathways for each ROI pair to remove voxels containing fewer
than 25 samples.

Second, we performed a tractography analysis to estimate pathways
passing through any voxel in a single parietal seed and the probability such
pathwayswill pass through a voxel in either of the two frontal targets (“single
mask seed with classification targets” tractography with the FDT). From each
seed voxel, 5,000 samples were drawn from the probability distribution (0.2
curvature threshold, 0.5-mm step length, distance corrected), and the pro-
portion of these samples passing through each target equated to the
probability of connection to that target. We used identical interhemispheric
exclusion and coronal waypoint masks as above. We recorded the number of
projections to a target area as a proportion of the total going to both tar-
gets. We next calculated the mean proportion of projections from each
parietal seed to each frontal target by averaging all voxels in the seed area,
allowing comparison between seeds (50). We performed repeated-measures

ANOVAs, with factors for seed area and target area, followed by one-tailed
paired-samples t tests for planned comparisons.

We hard segmented each seed area by classifying each seed voxel by the
target mask to which it had the highest connection probability (48). To
compare subjects’ results, we performed a conjunction analysis on the IPS2
and SPL1 hard segmentations. First, we registered each subject’s skull-
stripped anatomical image to the MNI 152 template brain to create an affine
transform matrix (12 DOF) for use during the nonlinear registration pro-
cedure. Next, using this transform matrix, a nonlinear warp transformation
for each subject’s original anatomical image was calculated and applied
using FMRIB’s Nonlinear Image Registration Tool. We applied the resulting
nonlinear warp matrices to each subject’s IPS2 and SPL1 hard segmenta-
tion by using nearest neighbor interpolation and overlaid on the MNI 152
template.

Eye Movement Recordings. We monitored eye movements during scanning
sessions. See SI Materials and Methods for details.
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