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Abstract: Previous studies on crossmodal spatial orienting typically used simple and stereotyped stim-
uli in the absence of any meaningful context. This study combined computational models, behavioural
measures and functional magnetic resonance imaging to investigate audiovisual spatial interactions in
naturalistic settings. We created short videos portraying everyday life situations that included a lateral-
ised visual event and a co-occurring sound, either on the same or on the opposite side of space. Sub-
jects viewed the videos with or without eye-movements allowed (overt or covert orienting). For each
video, visual and auditory saliency maps were used to index the strength of stimulus-driven signals,
and eye-movements were used as a measure of the efficacy of the audiovisual events for spatial orient-
ing. Results showed that visual salience modulated activity in higher-order visual areas, whereas audi-
tory salience modulated activity in the superior temporal cortex. Auditory salience modulated activity
also in the posterior parietal cortex, but only when audiovisual stimuli occurred on the same side of
space (multisensory spatial congruence). Orienting efficacy affected activity in the visual cortex, within
the same regions modulated by visual salience. These patterns of activation were comparable in overt
and covert orienting conditions. Our results demonstrate that, during viewing of complex multisensory
stimuli, activity in sensory areas reflects both stimulus-driven signals and their efficacy for spatial
orienting; and that the posterior parietal cortex combines spatial information about the visual and the
auditory modality. Hum Brain Mapp 35:1597–1614, 2014. VC 2013 Wiley Periodicals, Inc.
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INTRODUCTION

In everyday life, the brain has to process a multitude of
sensory streams that continuously stimulate our senses.

Signals in different modalities can jointly influence many
different aspects of perception (e.g., speech comprehen-
sion, McGurk and MacDonald, 1976; object recognition,
Giard and Peronnet, 1999; and spatial orienting, Spence
and Driver, 1997). In the spatial domain, previous studies
have highlighted that concurrent stimulation in different
modalities but at one single location can improve whole-
body orienting responses in animals [Stein et al., 1989] and
speed up eye-movements towards the stimuli-location in
humans [Arndt and Colonius, 2003; Corneil and Munoz,
1996; Corneil et al., 2002]. Crossmodal spatial interactions
do not only influence overt orienting behaviour, but can
also affect sensory processing. When volunteers are asked
to maintain central fixation, presenting a task-irrelevant
‘cue’ in one modality can facilitate the detection/discrimi-
nation of a subsequent ‘target’ in a different modality,
selectively when cue and target are presented on the same
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side of space [McDonald et al., 2000; Spence et al., 1998].
These crossmodal and spatially specific effects are though
to arise because of supramodal mechanisms for the alloca-
tion of spatial attention [Farah et al., 1989; Macaluso,
2010].

Previous research on crossmodal spatial interactions has
employed simple and stereotyped stimuli (e.g., flashes of
light and bursts of white noise), and little is known about
behavioural and neurophysiological aspects of spatial ori-
enting in complex multisensory situations. The investiga-
tion of crossmodal interactions with complex stimuli is
most relevant with respect to the possible interplay
between attention and multisensory processing [Koelewijn
et al., 2010; Talsma et al., 2010]. Complex, ‘life-like’
situations entail the presence of multiple co-occurring
stimuli that compete for attentional resources, and include
some incertitude about the spatial correspondence between
events in different modalities. A sound may originate
from one or another object in a complex visual scene,
which implies that further selection mechanisms are
needed to associate the sound with the corresponding
visual object/event. This is in striking contrast with tradi-
tional experimental paradigms typically comparing trials
with one visual and one auditory stimulus, which can be
unambiguously classified as being either at the same or at
the different locations (e.g., valid vs. invalid trials in cross-
modal spatial cueing paradigms; see Macaluso et al., 2000;
McDonald and Ward, 2000; Spence and Driver, 1997).

Here, we investigated audiovisual (AV) spatial interac-
tions in naturalistic settings, using short AV videos por-
traying everyday life situations. Computational models of
visual and auditory salience were used to index the stimu-
lus-driven, attention-capturing strength of visual (VEs)
and auditory events (AEs) in each video. Visual saliency
(Vsal) maps [Itti and Koch, 2001; Itti et al., 1998] have been
previously used to study spatial orienting within naturalis-
tic environments (e.g., pictures, Elazary and Itti, 2008; and
videos, Carmi and Itti, 2006). In the auditory modality,
Kayser and colleagues (2005) characterised auditory sali-
ence by using a computational architecture analogous to
the visual salience model [see also Kalinli and Narayanan,
2009]. It should be noted that while the Vsal maps identify
specific locations that are more ‘attention-grabbing’ than
others, auditory saliency (Asal) maps do not provide any
such spatial information (indexing the strength of auditory
signals in the time–frequency domain, instead). Given our
specific interest in the spatial interactions between the two
modalities, here we controlled the position of the auditory
stimuli—and therefore the AV spatial relationship—by
presenting sounds unilaterally either from the left-hand
side or from the right-hand side of space.

From a behavioural point of view, we expected that
salient visual signals would attract subject’s gaze/attention
[Elazary and Itti, 2008; Itti and Koch, 2001], and that audi-
tory signals in the same hemifield would further
strengthen any such effect on orienting behaviour (Frens
et al., 1995; see also Amlôt et al., 2003; for related results

in the visuotactile domain). A central question here was
how the saliency of signals in each modality would influ-
ence any spatial interaction between the two modalities. On
the one hand, it can be hypothesised that the stronger the
signals in vision and audition on the same side, the greater
the tendency to spatially orient towards that side [Onat
et al., 2007]. By contrast, crossmodal interactions may be
inversely related to stimulus strength (e.g., ‘inverse effec-
tiveness’, Stein and Meredith, 1993; ‘optimal cue weighting’,
Ernst and Banks, 2002), with larger crossmodal interactions
expected when the unimodal signals are weak and/or unre-
liable (Lewis and Noppeney, 2010; Helbig et al., 2012; for
recent studies considering both behaviour and functional
magnetic resonance imaging [fMRI]). In this framework,
our current manipulation of visual and auditory salience
may lead to larger crossmodal spatial interactions when
one (or both) modality provides weak unimodal spatial
cues; for example, the spatial congruence between visual
and auditory stimuli may affect orienting behaviour only
when the salience of the visual event (VE) is low.

From the neuroimaging perspective, the most likely can-
didates to process AV spatial signals in complex environ-
ments include association areas in frontoparietal cortex, as
well as sensory-specific regions (e.g., the visual occipital
cortex) that have been identified in previous studies on AV
spatial interactions [Meienbrock et al., 2007; Santangelo
et al., 2009]. The dorsal frontoparietal attention system has
been traditionally linked with the control of spatial orient-
ing behaviour [Andersen et al., 1985; Rizzolatti et al., 1987]
and visuospatial attention irrespective of eye-movements
[Colby and Goldberg, 1999; Corbetta et al., 1998]. Recent
electrophysiological works associated the posterior parietal
cortex (PPC) with the processing of visual salience [Balan
and Gottlieb, 2006; Constantinidis, 2006]; and suggested
that neurons in the PPC represent the attentional spatial
priorities irrespective of oculomotor behaviour [Bisley and
Goldberg, 2003]. Moreover, the parietal cortex includes sev-
eral areas with neurons that respond to stimuli in more
than one modality [Avillac et al., 2007; Gross and Graziano,
1995], and that have been implicated in spatial orienting
towards non-visual stimuli [Linden et al., 1999; Mazzoni
et al., 1996; but see also Grunewald et al., 1999].

In this study, we investigated AV spatial interactions in
the context of both overt orienting (eye-movements
allowed) and covert orienting (central fixation). The overt
orienting condition provided us with a naturalistic view-
ing situation, and enabled us to use gaze-position to inves-
tigate the impact of visual/auditory salience and AV
spatial correspondence on orienting behaviour (i.e., an
index of ‘efficacy’ that was then used for the fMRI analy-
ses, cf. also Nardo et al., 2011). The inclusion of the covert
viewing condition provided us with a data set where all
subjects received exactly the same visual stimuli on the
retina (which instead changed for each subject, as a func-
tion of gaze-position in the overt condition), and enabled
us to generalise our fMRI findings to different (overt/
covert) modes of spatial orienting.
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Accordingly, during fMRI we presented subjects with
short videos of naturalistic scenes. Each video contained a
VE in the left or right visual hemifield, and an AE also
presented either on the left- or on the right-hand side of
space. This generated conditions with spatially ‘congruent’
or ‘incongruent’ AV stimuli, but always with full-field vis-
ual input and sounds matching with the objects/events in
the visual environment (even when on the opposite side of
the primary VE). In separate fMRI-runs, subjects viewed
the stimuli either with central fixation required (covert ori-
enting) or with eye-movements allowed (overt orienting),
without receiving any further task-instruction.

The aims of the fMRI analyses were to highlight the blood
oxygenation level-dependent (BOLD) correlates of stimulus-
driven auditory salience, to assess any effect of AV spatial
correspondence as a function of the strength (salience) of the
visual and auditory signals and to investigate the relationship
between these stimulus-driven factors and spatial overt/
covert orienting. Our main hypothesis was that the saliency
of visual and auditory signals would influence the spatial
interaction between the two modalities, thus linking the proc-
essing of multisensory signals in complex dynamic environ-
ments with spatial aspects of selective attention. At the
physiological level, the primary candidates to mediate any
such effect were the parietal cortex and/or sensory areas in
the occipital and superior temporal cortex (STC).

METHODS

Subjects

Twenty-six healthy right-handed volunteers (12 males,
age range: 19–37 years; mean age: 26 � 4.1) took part in
the fMRI experiment. All participants were free of psycho-
tropic or vasoactive medication, with no past history of
psychiatric or neurological diseases. All had normal or
corrected-to-normal (contact lenses) visual acuity, as well
as self-reported normal hearing. After having received
instructions, all participants gave their written informed
consent. The study was approved by the independent
Ethics Committee of the Santa Lucia Foundation (Scientific
Institute for Research Hospitalization and Health Care).

Rationale and Design

This study was aimed at investigating the BOLD correlates
of spatial orienting in ecologically valid AV conditions. We
created a set of short videos showing everyday life situations
and we manipulated four main variables: (i) the side of the
primary VE (left, right hemifield); (ii) the presence of the AE
(present, absent); (iii) the spatial correspondence between vis-
ual and AEs (same-side, opposite-side) and (iv) the mode of
spatial orienting (overt, covert; i.e., with or without eye-move-
ment allowed). Furthermore, we computed several indexes
characterising the contribution of stimulus-driven signals (vis-
ual and auditory saliency maps, Vsal and Asal, for details, see

the following sections) and the efficacy of AV events for spa-
tial orienting (Eff, computed from subjects’ gaze-positions, see
the following sections). These indexes were then used as addi-
tional explanatory variables for the fMRI analyses.

Stimuli

Stimuli consisted of a set of 120 short videos (2.5 s each)
displaying everyday situations in which one or more
actors interacted with some objects within the environment
(i.e., realistic context). Each stimulus contained a VE and
an AE. The VE was associated with either the action of an
agent (e.g., the actor puts an object on the table) or the set-
ting on/off of a device (e.g., the TV was switched on). The
AE was produced either by the action carried out by an
actor (e.g., the noise of the object hitting the table) or emit-
ted by an object present in the scene (e.g., computer, mo-
bile phone, radio, TV, etc.).

The VE occurred on either the left-hand or right-hand side
of the scene. The AE was also presented on the left or right
(see below), either on the same side of the action/device pro-
ducing the VE (spatially congruent AV conditions) or on the
opposite side (incongruent AV conditions). Both VE and AE
took place approximately 1 s after the video onset.

The crossing of the side of the VE and AE resulted in
‘same-side’ AV trials (CON, spatially congruent) and ‘op-
posite-side’ trials (INC, spatially incongruent). Moreover,
in same-side trials, VE and AE could be either semanti-
cally/causally related (i.e., generated by the same agent/
device) or unrelated (i.e., generated by the different
agents/objects, but still on the same side). This further dif-
ferentiation on spatially congruent trials dissociated the
effect of AV spatial correspondence (common to ‘related’
and ‘unrelated’ conditions) from other semantic aspects
that concerned the ‘related’ conditions only. Overall, the
set of 120 stimuli included 80 congruent trials (40 of which
AV related) and 40 incongruent trails. Within each cate-
gory, 50% of the VEs included a human agent and 50% a
device, balanced for left-/right-hand side of presentation.

Videos were shot in High Definition (1,920 � 1,080) with
a digital camcorder (Canon Legria HF-S21) mounted onto
a tripod. Sounds were recorded live-on-scene by means of
a stereophonic microphone (Canon DM-100) mounted onto
the camcorder, with a sampling rate of 44.100 Hz. Video
editing was performed with Final Cut Pro 7.0 and sound
editing with Soundtrack Pro 3.0, both running under Mac
OS X Server 10.6. Videos were saved in .AVI uncom-
pressed format with a resolution of 800 � 600 pixels and a
frame rate of 25 Hz. The auditory stimuli were presented
unilaterally either on the left- or right-hand side of exter-
nal space (for details, see the next section).

Procedure

Subjects underwent two fMRI acquisition runs lasting
about 12 min each. Each fMRI-run included the
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presentation of all 120 videos. However, half of the stimuli
were presented in ‘sound’ version (‘S’: including V and A
events), whereas the other half included only the visual
stimuli (no-sound version; ‘NoS’). This enabled us to
investigate the contribution of visual salience in the pres-
ence or absence of sounds (see below). The videos pre-
sented in the ‘S’ or ‘NoS’ conditions were counterbalanced
across subjects, so that each of the 120 video was pre-
sented to 13 subjects with sound (S) and to the other 13
subjects without sound (NoS). For each subject, the order
of presentation of the 120 stimuli was randomised within
fMRI-run, but maintaining the same pool of S/NoS stimuli
in the two runs.

In the first run (‘covert session’), subjects were
instructed to fixate the centre of the video, thus assessing
activations associated with covert spatial orienting. To
facilitate compliance with this instruction, a central fixa-
tion cross was presented at the centre of the visual
display. In the second run (‘overt session’), subjects were
told that they could move their eyes freely and explore the
scenes as they would do in a real environment. To mini-
mise any between-subjects variability, the covert session
was always presented first. Hence, only fMRI data pertain-
ing to covert attention relate with the processing of the
complex AV stimuli ‘at first sight’.

Inside the magnetic resonance (MR) scanner, videos
were back-projected onto a screen at the back of the MR
bore that was visible to the subjects via an MR-compatible
mirror. The screen covered a visual angle of approx. 20 �
15�. Sounds were delivered in external space in the prox-
imity of the left-/right-hand side of the visual display.
Two plastic tubes were positioned inside the MR head-
coil, delivering sounds in a more realistic way (i.e.,
external locations) as compared with using headphones.
Outside the MR-room, the tubes were connected to two
loudspeakers and the volume was adjusted so that the
sounds could be clearly heard against the MR-scanner
noise. The sound delivery apparatus in the MR-coil was
covered with black-cloth and was not visible to the sub-
jects during the experiment.

Visual and Auditory Salience Indexes

We characterised the strength of stimulus-driven signals
using computational models of visual and auditory sali-
ence. Briefly, for the visual modality, saliency maps were
computed by using local centre-surround contrasts sepa-
rately for intensity, colour, orientation, motion and flicker.
This generates a series of conspicuity maps that were then
combined into a unique saliency map by equally weight-
ing each visual feature [Itti and Koch, 2001; Itti et al.,
1998]. The resulting saliency map displays the most salient
locations within a bi-dimensional space, representing the
vertical and horizontal axes of a given visual stimulus
(here, for each frame of the video). Asal maps were com-
puted using an analogous approach, but now extracting

centre-surround contrasts from a time–frequency spectro-
gram of the auditory signals of each video. Contrasts were
computed separately for intensity, frequency, time and ori-
entation [Kalinli and Narayanan, 2009; Kayser et al., 2005].
The resulting Asal map (equal weights for the four fea-
tures) is also bi-dimensional, but now highlighting the
occurrence of salient AEs in the time–frequency space.
Our current implementation of the saliency models
was modified from the software available at: http://
www.saliencetoolbox.net.

Vsal and Asal maps were further processed to compute
indexes of stimulus-driven attention that were then used
as parametric modulators of event-related responses to
VEs and AEs in the fMRI analyses. We considered a tem-
poral window of 1.5 s, starting 1 s after the video onset
(Fig. 1). The exclusion of the first second enabled us to
minimise the contribution of the static frames that did
not contain any VE; plus any centre-bias effect in the
computation of the Eff index (cf. below; see also Tseng
et al., 2009).

The Vsal index was computed as the ratio between the
salience of the hemifield of the VE and the salience of
the opposite hemifield. For each of the 120 stimuli, on a
frame-by-frame basis, we extracted the mean salience
separately for the two hemifields excluding a central area
of 2� (see also section about Eff index, below). These val-
ues were averaged in the 1.5 s temporal window, and
the difference was normalised to obtain an index between
1 and �1 (e.g., [L � R]/[L þ R], for a left VE). Positive
values of Vsal indicate that the VE produced a stimulus-
driven spatial bias towards the side of the VE;
by contrast, negative values indicate that—despite the
VE—salience was larger in the hemifield opposite to the
VE. Accordingly, Vsal indexes to what extent the VE
succeeded in producing a stimulus-driven bias on the
side of the VE.

The Asal index was calculated by extracting the maxi-
mum value across frequencies for each time-point of the
Asal map, and by averaging these values in the 1.5 s tem-
poral window. For each of the 120 stimuli, Asal indexes
the overall (i.e., non-spatial) stimulus-driven strength of
the auditory input. As each sound was presented from a
single external location (left- or right-hand side), we could
associate the strength of the auditory input with one or
the other hemifield. This enabled us to categorise bimodal
AV trials as ‘congruent’ or ‘incongruent’, and to investi-
gate the impact of auditory salience specifically on AV
spatial interactions.

Eye-Movements Recording and Analysis (Eff index)

The horizontal and vertical gaze-position was recorded
during both fMRI sessions with a long-range eye-tracking
system compatible with the use in the MRI scanner
(Applied Science Laboratories, Bedford, MA; Model 504;
sampling rate ¼ 60 Hz). Eye-tracking data recorded in the
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Figure 1.

Visual salience and gaze-data from the overt fMRI run. A: Gaze

position for all subjects and all trials plotted separately for vid-

eos including left/right VEs, and presented without/with accom-

panying sounds (NoS/S). Subjects spatially oriented towards the

side of the VE irrespective of sound presence. H-pos/V-pos: hor-

izontal/vertical gaze position. B: Vsal bias (mean, � s.e.m.;

METHODS section) plotted over time and separately for the

different video-types: VE on the left/right (VL/VR), with spatially

congruent and related sounds (rCon); spatially congruent but

unrelated sounds (uCon); and opposite-side, incongruent sounds

(Inc). The VEs (approx., 1 s after video onset) led to a Vsal bias

towards the corresponding side of the image. For the paramet-

ric analyses of fMRI data, we computed a Vsal index, averaging

values between 1 and 2.5 s (see grey box). C: Gaze position

data (ratio of time spent in the L/R hemifield; mean, � s.e.m.)

plotted over time for the different video-types, and separately

for videos presented without/with sounds (NoS/S). Subjects

shifted gaze towards the side of the VE, with analogous patterns

irrespective of the presence of the sound. Average data in the

1–2.5 s window (grey box) were used as the Eff index (METH-

ODS section). D: Vsal and Eff plotted against each other, for

videos without/with sounds (NoS/S). The least-square regression

lines highlight the relationship between these two measures (in

cyan, considering all trials). This relationship was weaker when

considering separately trials with right VEs (green) or left VEs

(red), see corresponding (dotted) least-square lines. This sug-

gests that factors other than bottom-up salience also contrib-

uted to spatial orienting behaviour (RESULTS section and

DISCUSSION section).



covert fMRI-run served to check that subjects maintained
central fixation and to identify unwanted saccades
(modelled separately in the fMRI analyses, see below).
Eye-tracking data recorded in the overt, free-viewing run
were used to characterise the efficacy of VEs (and AEs, on
bimodal trials) for triggering spatial orienting towards one
or the other hemifield (Eff index).

The Eff index was computed separately for videos pre-
sented with (S) and without (NoS) sounds. This comprised
three steps. First, for each subject, we extracted the time
spent attending to the left and right hemifields of the dis-
play, during the 1.5 s temporal window (Ltime and Rtime).
For this, we excluded any data-point falling into a 2� cen-
tral area, because small deviations of horizontal gaze-posi-
tion around the centre of the screen (even below the
spatial precision of our measurement) would inappropri-
ately affect the Ltime/Rtime values (Fig. 1A). Next, we com-
puted the difference between the time spent in the two
hemifields and normalised this between 1 and �1 (e.g.,
[Ltime � Rtime]/[Ltime þ Rtime], for a left VE). Finally, for
each of the 120 stimuli, we averaged individual ratios
across subjects, separately for the 13 subjects who were
presented with the sound versions (S) and the 13 subjects
presented with the silent versions (NoS) of the videos.
Accordingly, for each of the 120 videos we generated two
Eff indexes corresponding to the tendency of the subjects
to look towards the VE, in the presence or the absence of
the corresponding AE.

fMRI Acquisition

A Siemens Allegra (Siemens Medical Systems, Erlangen,
Germany) 3T scanner equipped for echo-planar imaging
(EPI) was used to acquire functional MR images. A quadra-
ture volume head coil was used for radio frequency transmis-
sion and reception. Head movement was minimised by mild
restraint and cushioning. Thirty-two slices of functional MR
images were acquired using BOLD imaging (3 � 3 mm, 2.5
mm thick, 50% distance factor, repetition time ¼ 2.08 s, time
echo¼ 30 ms), covering the entirety of the cortex.

fMRI Analysis

Data pre-processing and analysis were performed with
SPM8 (Wellcome Department of Cognitive Neurology). A
total of 710 fMRI volumes for each subject were acquired in
two separate runs (2 � 355). After having discarded the first
four volumes of each run to account for T1 saturation effects,
images were realigned in order to correct for head move-
ments and slice-timed to the middle slice as reference. Images
were normalised to the MNI EPI template, re-sampled to
2-mm isotropic voxel size and spatially smoothed using an iso-
tropic Gaussian kernel of 8-mm full width at half maximum.

All fMRI analyses included first-level within-subject
analyses and second-level analyses for random effects sta-
tistical inference at the group level [Penny and Holmes,

2004]. The aim of the fMRI analysis of the first run was to
investigate the correlates of AV spatial processing in cov-
ert attention, whereas in the second run we aimed at
investigating these effects in overt spatial orienting mode.

For both fMRI-runs, the stimuli were modelled as delta
functions time-locked 1.5 s after the video onset (duration ¼
0), convolved with the standard SPM hemodynamic response
function. The subject-specific models included 12 event-types
given by the crossing of the factors: side of the VE (left vs.
right), presence of sound (AE present vs. absent), and AV
spatial correspondence (same-side vs. opposite-side, the for-
mer further divided into related and unrelated VE/AE).

To assess the impact of visual salience, auditory salience
and orienting efficacy, each model included parametric
regressors corresponding to Vsal, Asal and Eff indexes, sep-
arately for each of the six event-types with sound present (S
trials). The Vsal and Eff indexes were also included as mod-
ulators of the six event-types without any sound (NoS tri-
als). For the covert fMRI-run, the first-level models took into
account any loss of fixation (except for two subjects with
poor quality eye-tracking data). Trials containing any change
of eye-position larger than 1.5� and lasting longer than 100
ms were modelled as a separate event-type and discarded
from subsequent group-level analyses (2.6% of trials across
subjects). All models included the head-motion realignment
parameters as additional covariates of no interest. The time-
series were high-pass filtered at 128 s and pre-whitened by
means of autoregressive model AR(1).

Group-level analyses were carried out separately for the
covert and overt sessions, but using analogous second-
level statistical models. Repeated-measures ANOVAs were
used to analyse the event-related activations associated
with the 12 main event-types (see above), whereas the
effects of the parametric regressors were tested using sepa-
rate one-way ANOVAs. ANOVAs concerning Vsal and Eff
indexes included 12 conditions corresponding to the mod-
ulatory effects of visual salience and Eff for each of the 12
event-types. ANOVAs concerning Asal included only six
conditions corresponding to the event-types with auditory
stimulation. Sphericity-correction was applied in all mod-
els to account for possible differences in error variance
across conditions and any nonindependent error term for
repeated measures [Friston et al., 2002].

For all analyses, we report activations corrected for mul-
tiple comparisons at the cluster level, considering the
whole brain as the volume of interest (FWE P-corr. <0.05;
cluster size estimated at a voxel-level threshold of P-unc.
¼ 0.001). The localization of the activation clusters was
based on the anatomical atlas of the human brain by
Duvernoy (1991).

RESULTS

Behavioural Data

In the overt fMRI run, subjects’ gaze-direction was used
as a measure of the deployment of spatial attention.
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Overall, the subjects showed a tendency to orient towards
the side of the VEs, irrespective of the presence or absence
of the sound (Fig. 1A). Figure 1B shows that the presenta-
tion of the VE caused a bias of visual salience towards the
side of the VE; and Figure 1C shows the corresponding
bias in the time that subjects spent looking on the side of
the VE (both plots displaying these effects over time, and
as a function of the AV condition). The Vsal bias was
found to reliably predict the gaze-direction bias (Eff), irre-
spective of the presence or the absence of sounds (top and
bottom plots, Fig. 1D). Specifically, we found significant
linear relationships between Vsal and Eff both in the
absence of sounds (NoS conditions, r ¼ 0.58, P < 0.001;
top in Fig. 1D, least-square line in cyan) and in the pres-
ence of sounds (S condition, r ¼ 0.61, P < 0.001; bottom in
Fig. 1D, in cyan). This relationship was weaker when con-
sidering separately trials in the two hemifields, suggesting
that factors other than visual salience contributed to spa-
tial orienting (DISCUSSION section). The correlation
between saliency and efficacy was still significant for VEs
on the left-hand side (NoS: r ¼ 0.30, P < 0.022; S: r ¼ 0.33,
P < 0.010; see Fig. 1D in red), but not for VEs on the
right-hand side (NoS: r ¼ �0.01, P >0.932; S: r ¼ 0.10, P >
0.430; see Fig. 1D in green).

Imaging Data

We first report the results related to the event-related
responses associated with the presentation of the VEs
and AEs, and then turn to the trial-specific parametric
effects related to Asal, Vsal and Eff. Overall, the results
were highly consistent in covert and overt fMRI-runs
(data are presented side-by-side in Figs. 2–4 and Tables
I and II). We detail any difference between the two
modes of orienting in the last paragraph of the
RESULTS section.

Event-Related Responses to VEs and AEs

We examined brain activations associated with the pre-
sentation of complex sounds (AEs), the effect of side of the
VEs and the spatial correspondence between events in the
two modalities. It is important to note that in the context
of this study, we refer to ‘left’ (L) and ‘right’ (R) visual
conditions depending on the side of the VE, but all stim-
uli/videos comprised visual stimulation on both sides.

The complex sounds (‘S’ � ‘NoS’ trials) activated the
STC, including Heschl’s gyri (i.e., primary auditory cor-
tex), with the clusters extending into the superior temporal
sulcus and the middle-temporal gyrus (Fig. 2A and Table
I). The activation of this region was bilateral irrespective
of L/R sound position and the position of the VE (see sig-
nal plots in Fig. 2A).

The effect of the side of the VEs (‘VEleft’ � ‘VEright’
and ‘VEright’ � ‘VEleft’) revealed activation in the occipi-
tal and posterior parietal cortex (PPC) contralateral to the

side of the VE. In the occipital cortex, clusters of activation
included the superior occipital gyrus, the inferior occipital
gyrus and the lateral occipital gyrus plus the adjacent mid-
dle-temporal complex (MTþ). The involvement of MTþ
was confirmed using the ‘Anatomy Toolbox 1.8’ for SPM.
This showed that the whole of MTþ was activated bilater-
ally in the covert fMRI-run, and that 89% (right hemi-
sphere) and 43% (left hemisphere) was activated in the
overt run. In the parietal lobe, we found activation in the
PPC, extending into the medial wall of the intraparietal
sulcus (IPS; Fig. 2B and Table I). Accordingly, although
the videos contained complex visual stimuli on both sides,
the event-related analysis successfully detected activations
associated with the lateralised VE.

Next, we investigated the effect of AV spatial correspon-
dence by comparing conditions with ‘congruent’ (same-
side) minus ‘incongruent’ (opposite-side) AV events.
Somewhat surprisingly, this did not reveal any significant
modulation of the event-related responses. Nonetheless,
the effect of AV spatial correspondence became apparent
as soon as we considered the level of salience of the AE
(see the next section).

Modulations Related to Auditory Salience (Asal)

This analysis tested whether the activation associated
with the AE was modulated depending on the salience of
the auditory input (Asal), and whether any such effect
changed as a function of the AV spatial correspondence.
Irrespective of AV spatial correspondence, we found that
activity in the auditory cortex increased with increasing
values of auditory salience (Fig. 3A and Table II). The sali-
ence-modulated region was found within the region show-
ing an overall event-related response to the AE (Figs. 3A
and 2A), and included primarily the superior temporal
gyrus posterior to the Heschl’s gyrus (i.e., planum tempo-
rale). Note that this modulatory effect was found after
accounting for the overall (mean) response to the AE
(event-related response in the previous section). The signal
plots in Figure 3A show the parameter estimates associ-
ated with the modulatory effect of Asal. These correspond
to the slopes of the linear relationship between the audi-
tory salience and the amplitude of the event-related BOLD
response to the sounds, separately for left-/right-hand
side AEs and spatially congruent/incongruent AV condi-
tions. The slopes were more positive for left-hand side
sounds than right-hand side sounds, but this difference
was not statistically significant.

Next, we tested whether the spatial relationship between
the events in the two modalities affected brain activations
associated with auditory salience on AV trials (i.e., congru-
ent vs. incongruent). This revealed that activity in the PPC
increased with increasing auditory salience when the vid-
eos included same-side AV events, but decreased with
increasing auditory salience when visual and AEs were on
opposite sides (Fig. 3B). The effect was significant after
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correction for multiple comparisons at the whole-brain
level only in the left hemisphere, for the covert session.
Nonetheless, when we considered this cluster as a re-
stricted volume of interest for the overt session (small vol-
ume correction; Worsley et al., 1996), and a symmetrical
volume in the right hemisphere (overt and covert ses-
sions), we found statistically significant effects in both
hemispheres (overt session only, Table II). The clusters of
activation extended from the superior parietal gyrus into
the fundus of the IPS (descending segment). In the supe-
rior parietal gyrus, this effect partially overlapped the clus-

ter, showing an event-related response for the ‘side of the
VE’ (Figs. 3B and 2B).

We further examined the interaction between the AV
spatial correspondence and the strength/salience of the
AE by comparing AV-related and AV-unrelated condi-
tions, but this contrast showed no significant result. This
suggests that the effect of AV spatial correspondence in
parietal cortex reflected processes related to multisensory
space representation and/or supramodal attentional ori-
enting, rather than the integration of object information
across modalities.

Figure 2.

Event-related responses to naturalistic stimuli. A: Brain regions

showing event-related activation time-locked to complex AEs.

This revealed significant activation in bilateral STC. aL/aR: left-/

right-hand side of the AE, irrespective of AV spatial alignment

that was not significant in any of these areas. B: Brain regions

showing event-related activation time-locked to complex/

dynamic VEs. In the covert orienting condition (left panels), this

revealed significant activation in striate and extrastriate visual

cortex (including MTþ), and in the PPC contralateral to the

side of the VE. In the overt condition (right panels), the activa-

tion of striate cortex was now ipsilateral to the VE, whereas

remained contralateral in higher-order visual areas and PPC. vL/

vR: left-/right-hand side of the VE, irrespective of AV spatial

alignment that was not significant in any of these areas. NoS/S:

videos presented without/with corresponding sounds. Activa-

tions are projected on the standard MNI template. Effect sizes

are plotted in arbitrary units (a.u.); error bars are 90% confi-

dence intervals.
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Finally, we further probed the relevance of the Asal
index by re-analysing the fMRI data, this time using sound
amplitude instead of salience. For each stimulus, we
extracted the average sound power (Cool Edit Pro 2.0,
Syntrillium, USA) and used this as a new trial-by-trial
parametric regressor. The group analyses showed a signifi-
cant amplitude effect in the superior temporal gyrus bilat-
erally (x,y,z ¼ 56,�16,4, t ¼ 7.27, P-corr. <0.001; and, x,y,z
¼ �52,�16,�2, t ¼ 6.48, P-corr. <0.001), irrespective of AV
congruence and side. By contrast, the new amplitude-

related regressor did not show any crossmodal spatial
effect in the PPC (i.e., no interaction between amplitude
and AV spatial alignment), even when considering only
the PPC as the volume of interest (maximum peak at: x,y,z
¼ �28,�58,54, P-unc. >0.05, P-SVC-corr >0.689). These
additional analyses indicate that sound amplitude can par-
tially explain the effect of salience in the auditory cortex
(see also DISCUSSION section), but cannot account for
the crossmodal spatial effect related to auditory salience in
the PPC.

Figure 3.

Modulatory effects related to Asal. A: Brain regions where the

BOLD signal co-varied positively with the Asal index. Significant

effects were found in the STC bilaterally. The signal plots show

the parameter estimates associated with the effect of Asal, sepa-

rately for left and right sounds (aL/aR) and congruent/incongru-

ent AV conditions. The plots show a larger effect of Asal for left

than right sounds, but this was not statistically significant. B: In

the PPC, we found an interaction between Asal and AV spatial

alignment. The BOLD signal increased with increasing auditory

salience when visual and AEs occurred on the same side of

space (i.e., congruent trials, positive parameter estimates in the

signal plots), but decreased when visual and AEs occurred on

opposite sides (incongruent trials, negative parameter estimates).

rCon/uCon: spatially congruent related/unrelated AV events; Inc:

spatially incongruent AV events. Activations are projected on the

standard MNI template. Effect sizes are plotted in arbitrary units

(a.u.); error bars are 90% confidence intervals.
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Modulations Related to Visual Salience (Vsal)

Concerning visual salience, we first tested for areas
where activity increased with increasing salience irre-
spective of the side of the VE, and then looked for
effects that were specific depending on the side of the
VE. The overall effect of Vsal revealed modulation in
bilateral MTþ complex, and in the right posterior supe-
rior temporal sulcus (pSTS; Fig. 4A and Table II). This
modulatory effect of Vsal in MTþ partially overlapped

with the most anterior part of the activation found in
the event-related analyses (main effect of ‘side of the
VE’, cf. Fig. 2A).

In the left MTþ, salience was found to modulate visual
responses only during the presentation of right-hand side
VEs; by contrast, in the right MTþ (and right pSTS), sali-
ence modulated VE responses irrespective of side (signal
plots, Fig. 4A; Table II). No further modulation by the
presence/absence of sound or the congruence/incongru-
ence of the AV stimuli was found.

Figure 4.

Modulatory effects related to Vsal and Eff. A: Brain regions

where the BOLD signal co-varied positively with the Vsal index.

Significant modulations were found in the middle-temporal com-

plex (MTþ) bilaterally, and in the right posterior superior tem-

poral sulcus (pSTS). In the left MTþ, this modulatory influence

also showed a significant effect of side, with a larger modulation

when the VE was presented on the (contralateral) right-hand

side as compared to the (ipsilateral) left-hand side, see parame-

ter estimates in the corresponding signal plots and Table II. B:

Brain regions where the BOLD signal co-varied positively with

the Eff index. Significant modulations were found in the middle-

temporal complex bilaterally (MTþ), with a substantial overlap

between the effects of Vsal and Eff (A and B). This indicates that

activity in MTþ reflected both stimulus-driven signals and their

efficacy for spatial orienting. vL/vR: left-/right-hand side of the

VE, irrespective of AV spatial alignment that was not significant

in any of these areas. NoS/S: video presented without/with cor-

responding sound. Activations are projected on the standard

MNI template. Effect sizes are plotted in arbitrary units (a.u.);

error bars are 90% confidence intervals.
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Modulations Related to the Efficacy of Spatial

Orienting (Eff)

Finally, we considered the modulatory effect associated
with our Eff index. The Eff index was calculated on the
basis of eye-tracking data recorded during the overt ses-
sion, and then used for the fMRI analyses of both overt
and covert sessions. Irrespective of the side of the VE, we
found that activity in MTþ increased with increasing Eff;
that is, the longer the time subjects spent looking towards
the side of the VE, the greater the activation in MTþ
(Fig. 4B and Table II). The direct comparison between
left-hand side and right hand side VEs showed that the
modulatory effect of Eff tended to be larger in the hemi-
sphere contralateral to the side of the VE (signal plots in
Fig. 4B, statistically significant effects of side in the covert
session only; Table II).

In MTþ, the effect of Eff overlapped with both the
event-related responses and the effect of visual salience
(Figs. 2B, 4A and 4B). Accordingly, MTþ responded to
lateralised VEs, did more so when the VE was salient, and
activity there was further enhanced when the VE effec-
tively attracted subjects’ gaze/attention.

Results in Overt Condition

Overall, the results of analyses in the overt session (i.e.,
the second fMRI-run, with eye-movements allowed) sub-
stantially replicated the results found in covert condition
(Tables I and II). One exception concerned the event-
related effect of the ‘side of the VEs’. In covert condition,
this showed clusters of activation contralateral to the side
of the VE in the occipital striate and extrastriate cortex,
plus the PPC (Fig. 2B, panels on the left). By contrast, in
overt condition, the activation of the striate cortex was
ipsilateral to the side of the VE (Fig. 2B, panels on the
right; Table I), whereas activity in extrastriate and parietal
cortex remained contralateral to the VE.

DISCUSSION

We investigated brain responses associated with the proc-
essing of naturalistic AV stimuli in complex environments,
where multiple sources of sensory information interact and
compete to guide spatial orienting behaviour. We identified
patterns of brain activity associated with the bottom-up
strength of the VEs and AEs (indexed using computational
models), and activations related to the efficacy of the VEs
for spatial orienting (indexed using eye-movements). The
processing of complex VEs was associated with the activa-
tion of the visual cortex and the PPC contralateral to the
side of the event. The salience of the VE and its efficacy for
spatial orienting further modulated activity in the occipito-
temporal cortex. The salience of naturalistic sounds boosted
auditory responses in bilateral auditory cortex, irrespective
of sound side and the spatial correspondence between audi-

tory and VEs. In the PPC activity increased with increasing
auditory salience, but only when the sound was on the
same side as the VE. This crossmodal spatial effect was
found irrespective of whether subjects were allowed to
move their eyes or not. Our results demonstrate that com-
putational models of stimulus-driven attention can predict
activity in sensory cortices during viewing of complex mul-
tisensory stimuli, and that the PPC combines spatial infor-
mation about vision and audition in naturalistic conditions
entailing high levels of sensory competition.

Overt Orienting in Complex AV Environments

Behaviourally, we found that visual salience predicted spa-
tial orienting behaviour: the greater the salience bias induced
by the VE, the longer the time subjects spent attending on
that side (Fig. 1D). However, this effect was much smaller
when we considered the effect of visual salience on gaze sep-
arately for left-hand side and right-hand side VEs. This indi-
cates that the impact of salience on gaze was primarily due to
the lateralised presentation of the VE, suggesting that the VE
triggered processes other than pure bottom-up attention cap-
ture. These, in turn, led to the tendency of the subjects to
attend for longer times on the side of the VE. This observa-
tion is consistent with the proposal that endogenous, object-
related factors contribute to spatial orienting behaviour dur-
ing exploration of complex visual scenes [Einhäuser et al.,
2008; Nuthmann and Henderson, 2010].

A second aspect emerging from the analysis of gaze-data
was that sounds, and AV spatial congruence, had no signif-
icant effect on overt orienting behaviour (Fig. 1C). This was
somewhat surprising, because a previous behavioural study
reported that sounds can influence gaze-direction during
viewing of complex visual scenes [Onat et al., 2007]. How-
ever, there are several important differences between this
previous study and our work. First, Onat and colleagues
used visual stimuli that were not conceived to produce a
systematic spatial bias towards one side, whereas this was
a fundamental aspect of our videos (i.e., the VEs, see also
Fig. 1A). Second, in Onat’s study participants were asked to
‘watch and listen carefully to images and sounds’. This spe-
cific task instruction, together with the presentation of audi-
tory-only trials, may have led subjects to pay more
attention to the sounds than in this study. Third, Onat’s
study used static pictures presented for a relatively long
time (6 s), whereas here the subjects were presented with
brief and dynamic visual stimuli (2.5 s, with the VEs lasting
only 1–1.5 s). We believe that these differences biased proc-
essing in favour of the visual input—and the VEs in partic-
ular—in this study, leading to weak/no effect of sounds on
spatial orienting behaviour (but see imaging results below).

Processing of VEs in the Occipital Cortex

Although the naturalistic videos contained complex vis-
ual stimuli in both hemifields, the event-related fMRI
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analysis successfully identified activations associated with
lateralised VEs. In the covert viewing condition, increased
BOLD activity was found in the striate and extrastriate
occipital cortex with larger activation for contralateral ver-
sus ipsilateral VEs. The clusters of activation in the lateral
occipital cortex extended into the middle-temporal com-
plex (MTþ, a region known to be involved in the process-
ing of visual motion/flicker, see Schiller, 1993), compatibly
with the sensory characteristics of the VEs in this study
(METHODS section). In the overt viewing condition,
when subjects typically shifted gaze towards the VEs (see
above, and Fig. 1C), activation of the striate cortex
switched to the ipsilateral hemifield. This indicates that, in
overt condition, the activation of striate cortex largely
reflected the augmented visual input provided by the part
of the image opposite to the VE (e.g., following gaze-shifts
towards left VEs, most of the image fell in the right visual
field, in retinal coordinates). By contrast, the pattern of
activation in MTþ was unaffected by the overt/covert
mode of orienting: activity increased in the hemisphere
contralateral to the VE, even when subjects shifted their
gaze towards the VE. This indicates that the side-specific
BOLD responses in MTþ took into account the change in
gaze-position [Bremmer et al., 1997; Leopold and Logothe-
tis, 1998]. The differential impact of the orienting mode
(overt/cover) on the activity of striate and extrastriate
areas is consistent with hierarchical representations of the
visual field that change progressively from ‘retinotopic’ in
early visual areas to contralateral (with little or no topo-
graphic organization) in higher-order extra-occipital areas
[Jack et al., 2007].

The large variety of the naturalistic visual stimuli
enabled us to ask whether the stimulus-driven strength of
the VE and the efficacy of the VE for spatial orienting fur-
ther modulated these event-related responses, on a trial-
by-trial basis. We used a computational model of visual
attention [Itti and Koch, 2001; Itti et al., 1998] to quantify
the strength of the stimulus-driven spatial bias produced
by each VE. For each VE, we indexed the amount of stim-
ulus-driven spatial bias by computing the difference
between mean salience in the hemifield of the VE and
mean salience in opposite hemifield (Fig. 1B). We found
that the amount of spatial bias associated with the VE
modulated activity in bilateral MTþ and in the right poste-
rior superior temporal sulcus (pSTS; Fig. 4A). In the right
hemisphere (right MTþ and right pSTS), the BOLD signal
increased with increasing saliency bias irrespective of the
side of the VE, whereas in the left hemisphere the salience
of the VE affected MTþ primarily when the VE was pre-
sented on the (contralateral) left side. The modulatory
effect of visual salience in MTþ was unaffected by the
overt/covert orienting mode, suggesting that any side-
specificity (here, left hemisphere only) was not strictly
dependent on the VEs position in retinal coordinates.

In MTþ the event-related responses associated with the
VE were further modulated by the efficacy of the VE in
attracting subjects’ gaze (Fig. 4B). This measure of the

‘attention grabbiness’ of the VE was found to modulate
MTþ activity also in covert viewing conditions, consistent
with an attentional—rather than oculomotor—origin of
these effects. It should be stressed that our fMRI analyses
included both salience and efficacy (Vsal and Eff) within
the same multiple regression model, and that these
indexes were computed separately for left and right VEs.
This is important because a left VE tended to cause both
leftward saliency bias and a left gaze-orienting bias, and
vice versa for right VEs (Fig. 1D, and discussion of the
behavioural data above). The results of our imaging analy-
ses demonstrate that activity in MTþ was selectively
modulated by both visual salience and orienting efficiency,
after accounting for any effect common to the two factors.

These results support the view that stimulus-driven and
endogenous factors jointly contribute to processing in the
visual cortex. On the one hand, low-level aspects of the
sensory input have been found to influence selection and
competitive processes, both at the single-cell level [Busch-
man and Miller, 2007; Constantinidis and Steinmetz, 2005],
and using neuroimaging techniques [Beck and Kastner,
2007; McMains and Kastner, 2010]. On the other hand, sev-
eral lines of evidence demonstrated that top-down atten-
tion modulates the processing of incoming visual signals
and the associated activity in the visual cortex [Corbetta
et al., 1990; Kastner et al., 1999]. The ‘biased competition
model’ [Desimone and Duncan, 1995] provides us with a
framework to interpret the interplay between stimulus-
driven and top-down factors during visual selection.
Accordingly, the strength of the bottom-up signals deter-
mines which neuron populations activate, whereas the role
of attention is to bias competition towards one of these
populations. Both electrophysiological and neuroimaging
studies provide support to this view [Kastner et al., 1999;
Recanzone and Wurtz, 2000; Reddy et al., 2009]. Our
results here show that the processing of naturalistic visual
stimuli, including multiple competing signals, entails an
interplay between bottom-up and top-down attentional
mechanisms. This interplay affects processing in visual
cortex (here, primarily MTþ) boosting the BOLD response
to VEs located in the ‘most interesting’ side of space.

Visual Responses and AV Spatial

Interactions in the PPC

Together with these effects in the visual occipital cortex,
we also found that the PPC participated to the processing
of the naturalistic stimuli. The event-related analysis
showed activation of the PPC with larger responses for
contralateral than ipsilateral VEs. The clusters of activation
extended from the superior parietal gyrus to the adjacent
medial wall of the IPS (the putative human homologue of
monkey’s area LIP, see Grefkes and Fink, 2005; Koyama
et al., 2004). These effects were observed irrespective of
the overt/covert mode of orienting, in agreement with the
view that the PPC/IPS contains spatial representations
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encoded in a non-retinotopic frame of reference [Brotchie
et al., 1995; Duhamel et al., 1997; Snyder et al., 1998], and
consistently with the previous imaging findings, showing
activation of the same frontoparietal network for covert
and overt spatial orienting [Corbetta et al., 1998; Nobre
et al., 2000]. Here, we did not find any significant modula-
tion of activity in PPC/IPS by visual salience [cf. Bogler
et al., 2011; Nardo et al., 2011] although a few clusters
were found when lowering the statistical threshold (Table
II, in italics).

By contrast, here we found that activity in the PPC was
modulated by auditory salience and that mere trial-by-trial
variability in sound amplitude could not explain this
effect. Most importantly, the effect of auditory salience
was strictly dependent on the spatial relationship between
the VEs and the AEs. When the sound was presented on
the same side of the VE, activity in the parietal cortex
increased with increasing sound salience. By contrast,
when the sound was on the opposite side of the VE, the
activity in PPC decreased with increasing auditory salience
(signal plots in Fig. 3B). This crossmodal spatial effect was
found irrespective of overt/covert orienting mode (albeit
only using a restricted volume of interest in the overt
session), and did not depend on whether the sound was
or was not semantically/causally related to the VE. This
further emphasises the spatial nature of this crossmodal
interaction. Anatomically, the effect involved the superior
parietal gyrus, with the clusters extending ventrally into
the fundus of the posterior IPS, possibly including the pu-
tative human homologue of monkey’s area VIP [Bremmer
et al., 2001; Grefkes and Fink, 2005]. Previous studies have
shown that the human PPC/IPS contain polymodal areas
[Bremmer et al., 2001], and representations of space that
may combine information between different sensory and
motor systems. Specifically, in monkey’s area VIP, visual
and auditory neurons receptive fields substantially over-
lap, suggesting a role of this region in the supramodal rep-
resentation of external space [Gross and Graziano, 1995;
Schlack et al., 2005; see also Macaluso et al., 2003 for
related fMRI results].

Hence, in PPC we found that the BOLD signal was
enhanced according to the side of the VE (Fig. 2B), was
modulated by AV spatial interactions (Fig. 3B), and was
independent of oculomotor behaviour (right panels, Figs. 2–
3B). Although partially overlapping in the superior parietal
gyrus, the effects of ‘side of the VE’ and AV spatial interac-
tions appeared to primarily affect different regions of the
IPS: more lateral and anterior the former, more ventral and
posterior the latter (possibly corresponding to LIP/VIP, see
above). The involvement of multiple sub-regions within
PPC would be in agreement with the proposal that the
parietal cortex computes ‘priority maps’ (i.e., modality-
independent representations of the environment that
combine bottom-up and top-down signals) via neurons dis-
tributed in adjacent areas of the PPC [Ptak, 2012].

A more parsimonious account of the role of the PPC/
IPS in this study would implicate the mechanisms of spa-

tial orienting and spatial attention common between vision
and audition [Farah et al., 1989], without implying any
integration between the two modalities. As noted above,
there was no significant effect of audition on overt orient-
ing behaviour, that is, changes of gaze position could be
reliably predicted based on the VE only (Fig. 1D). In light
of this, we propose a two-stage mechanism for the proc-
essing of the AV events in this study. Accordingly, the VE
triggered stimulus-driven and top-down processes that
attracted spatial attention towards one hemifield. As a con-
sequence of this, the AE fell (congruent trials) or did not
fall (incongruent trials) within the current focus of attention,
thus receiving (or not) sufficient processing/attentional
resources to modulate activity in the parietal cortex. In this
view, the allocation of visual spatial attention would boost
the processing of the bottom-up auditory input, as previ-
ously suggested in the context of crossmodal spatial effects
of audition on visual occipital cortex [McDonald et al.,
2003; Romei et al., 2009; Störmer et al., 2009].

Auditory Salience Modulates Activity in the STC

Our imaging results showed that the trial-by-trial varia-
tion of auditory salience affected activity in the STC, irre-
spective of visual condition, sound side and orienting
mode. The region modulated by auditory salience was cir-
cumscribed within the area activated by the overall effect
of sound (‘sound vs. no sound’ trials, Fig. 2A).

The modulatory influence of auditory salience was
located in the STC immediately posterior to the Heschl’s
gyrus (i.e., in the planum temporale), thus mainly affecting
non-primary auditory cortex. Electrophysiological and
functional imaging studies converge in showing that a
functional dichotomy exists within the auditory cortex,
whereby activity in primary areas is more related to stimu-
lus-driven features, whereas activity in non-primary areas
is more subjected to task-related attentional modulations
[Okamoto et al., 2011; Petkov et al., 2004; Woods et al.,
2009]. However, other studies reported that both stimulus-
driven and top-down attentional modulations can affect
activity in primary [Chait et al., 2010; Sussman et al., 2002]
and non-primary auditory cortex [Ahveninen et al., 2011;
Grady et al., 1997].

Several previous studies also reported modulation of ac-
tivity in the auditory cortex when manipulating ‘sensory’
aspects of sounds, including stimulus presentation rate
[Noesselt et al., 2003], automatic detection of acoustic
changes [Schönwiesner et al., 2007] and figure-ground seg-
regation [Teki et al., 2011]. These studies considered how
changes of one specific stimulus-feature affected brain ac-
tivity [Leaver and Rauschecker, 2010; Lewis et al., 2012].
Asal maps take into account changes along multiple stim-
ulus dimensions (i.e., intensity, frequency and time).
Nonetheless, each feature contributes to the final saliency
map and, indeed, a control analysis using sound ampli-
tude rather than saliency also revealed a significant
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modulation of activity in the auditory cortex. The relation-
ship between single features and the overall saliency map
is complex, and an extensive discussion of this issue
would be beyond the scope of this study (for a detailed
treatment, see Bordier et al., 2013). However, we should
emphasise that sound amplitude should not be regarded
as an index of the auditory strength equivalent to auditory
salience. Indeed, in this study sound amplitude did not
modulate activity in PPC and, previously, we showed that
auditory salience can explain activity in the superior tem-
poral gyrus over and above any combination of low-level
auditory features [Bordier et al., 2013]. Rather, the saliency
model is thought to capture stimulus-driven aspects of
auditory attention [Kalinli and Narayanan, 2009; Kayser
et al., 2005], linking our findings in the auditory cortex
with mechanisms of selection in complex acoustic
environments.

CONCLUSIONS

This study investigated spatial orienting in ecologically
valid AV settings, examining the BOLD correlates of stim-
ulus-driven signals and their efficacy for overt and covert
orienting. The imaging results showed that: (i) stimulus-
driven signals modulate activity in visual and auditory
sensory cortices; (ii) extrastriate visual cortex (primarily
MTþ) is modulated by both stimulus-driven signals and
the efficacy of VEs in triggering spatial orienting; (iii) audi-
tory salience interacts with AV spatial alignment in the
PPC and (iv) these effects are independent of the overt or
covert mode of orienting. We conclude that, in naturalistic
conditions entailing high levels of sensory competition,
activity in sensory areas reflects both stimulus-driven
signals and their efficacy for spatial orienting, and that the
PPC combines spatial information from the visual and the
auditory modality.
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