
A Comparative Kirkwood-Buff Study of Aqueous Methanol
Solutions Modeled by the CHARMM Additive and Drude
Polarizable Force Fields

Bin Lin, Xibing He, and Alexander D. MacKerell Jr.*
Department of Pharmaceutical Sciences, University of Maryland, School of Pharmacy, 20 Penn
Street HSFII, Baltimore, Maryland 21201, USA

Abstract
A comparative study on aqueous methanol solutions modeled by the CHARMM additive and
Drude polarizable force fields was carried out by employing Kirkwood-Buff analysis. It was
shown that both models reproduced the experimental Kirkwood-Buff integrals and excess
coordination numbers adequately well over the entire concentration range. The Drude model
showed significant improvement over the additive model in solution densities, partial molar
volumes, excess molar volumes, concentration-dependent diffusion constants, and dielectric
constants. However, the additive model performed somewhat better than the Drude model in
reproducing the activity derivative, excess molar Gibbs energy and excess molar enthalpy of
mixing. This is due to the additive achieving a better balance among solute-solute, solute-solvent,
and solvent-solvent interactions, indicating the potential for improvements in the Drude
polarizable alcohol model.
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Introduction
Nowadays, computer simulations are utilized widely to study condense-phase systems and
biopolymers. In these simulations the empirical force field (FF) used as part of an effective
potential function for describing the intramolecular and intermolecular interactions is central
to their accuracy and reliability. Traditional force fields for biomolecular simulations are
based on additive, nonpolarizable models in which the nonbond terms in the potential
functions are treated in a pairwise additive fashion.1 In such models, the atomic charges are
kept fixed such that induced polarization, which has been shown to be important in some
cases, such as ion solvation2 and ion selectivity in channels and transporters,3, 4 is inherently
missing and is only taken into account implicitly. Polarizable force fields, on the other hand,
explicitly model induced polarization by adding extra electrostatic terms.5, 6 Both additive
and polarizable force fields are optimized by targeting various QM target data, including
intramolecular geometries, vibrational spectra, dihedral potential energy scans, compound-
water interactions, compound-rare gas interactions as well as experimental condensed-phase
properties such as molecular volumes, heats of vaporization, and recently, free energies of
hydration.7–9 With the majority of force fields developed to date properties of liquid

*corresponding author: alex@outerbanks.umaryland.edu.

NIH Public Access
Author Manuscript
J Phys Chem B. Author manuscript; available in PMC 2014 September 12.

Published in final edited form as:
J Phys Chem B. 2013 September 12; 117(36): 10572–10580. doi:10.1021/jp4061889.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



mixtures have not been included as experimental target data. Ideally, force fields optimized
to reproduce properties of pure liquids have captured the essential characteristics of the
molecules and should accurately model interactions among different molecular species.
However, in practice, it has been shown such force fields often do not work very well for
liquid mixtures without modifications.10, 11

Motivated to develop force fields that reproduce accurately not only pure liquid properties
but also properties of liquid mixtures, Smith and coworkers created a set of united-atom
additive force field models that reproduce experimental data analyzed by Kirkwood-Buff
analysis.12, 13 This includes Kirkwood-Buff integrals (KBIs), excess coordination numbers,
partial molar volumes (PMVs), activity derivatives, excess Gibbs free energies etc. While
this force field, termed the Kirkwood-Buff Derived Force Field (KBFF), does yield
improved properties for liquid mixtures over additive force fields commonly used for
biomolecular simulations, e.g. CHARMM,14 Amber,15 OPLS,16 GROMOS17 etc., it is not
clear if it will be adopted widely by the simulation community. Accordingly, it is of interest
to evaluate available biomolecular force fields using Kirkwood-Buff analysis to determine
their accuracy as well as lay the groundwork for future optimization efforts.

Recently, we assessed the performance of both the CHARMM all-atom additive and Drude
polarizable force fields in modeling aqueous amide solutions.18 It was shown that while
Kirkwood-Buff experimental data was not included as part of the target data during
parameter optimization, the Drude polarizable force field better reproduced the studied
liquid mixture KB data as compared to the CHARMM additive force field, with the biggest
differences occurring at low solute concentrations. In the present study, we extended our
evaluation of the CHARMM force fields to methanol and aqueous methanol as a model for
alcohols including the 2'OH in RNA and the serine and threonine amino acid side chains.

Several other force fields for methanol have been developed,9, 19–24 and a number of
simulations on methanol and aqueous methanol solutions have been performed.24–27 Among
them, work from the Smith group has developed a united-atom additive model by
reproducing the experimental KB integrals.24 A nonadditive model developed by the Patel
group showed reasonable agreement with the experimental KB integrals even when the
integrals were not part of the target data during the force field development.26 Our results in
the present study demonstrate that both CHARMM additive and Drude polarizable force
field reproduced the experimental KB integrals of methanol solutions reasonably well,
though the potential for possible improvements in the model is noted.

Methods
Kirkwood-Buff Analysis of the Experimental Data

The Kirkwood-Buff integrals (KBI) are defined as,28

(1)

where gij(r) is the radial distribution function (RDF) in the grand canonical ensemble (V, T,
μ) between species i and j, and Gij is the corresponding KB integral.

For methanol cosolvent (c) and water (w) mixtures, given the experimental measurements of

the partial molar volumes ,29 the isothermal compressibility (κT),30 density (ρ), and

excess molar Gibbs free energy 31 of the solution, KBIs can be obtained as32
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(2)

(3)

(4)

where

(5)

and

(6)

xc and xw are the mole fraction of the cosolvent and water, ρc and ρw are the number density

of the cosolvent and water,  is the excess molar Gibbs free energy of the solution, k is the
Boltzmann constant, T is the thermodynamic temperature. The second term in the definition
of D is often denoted as the activity derivative, fcc, as follows:33

(7)

Molecular Dynamics Simulations of Aqueous Methanol Solutions
Empirical force field calculations were performed with the program CHARMM34 utilizing
both the additive CHARMM General force field35 (CGenFF) and the Drude polarizable
force field5 at 300 K and 1 atm in the NPT ensemble. The TIP3P water model36 was used
for the additive FF simulations and the SWM4-NDP water model37, 38 was used in all
simulations involving the Drude model.

To simulate aqueous methanol solutions, a range of concentrations in terms of mole fraction
were considered from pure water through mixed solutions to pure cosolvent. The initial
configuration for each composition was prepared by randomly placing a certain number of
methanol molecules in a cubic box then adding water molecules to match the concentrations
listed in Table 1. All systems were then simulated to allow for extensive equilibration using
the additive model. RDFs were computed as a function of simulation time, ensuring that the
solutions were fully mixed as judged by the RDFs becoming constant (usually about 1 ns).
Then 10 ns production simulations were performed at each concentration. For the additive
simulations, extended system algorithms39 and Nose-Hoover thermostat40, 41 were used to
modulate the pressure and temperature with the mass of the pressure piston set to 1000
a.m.u. and the mass of the thermal piston set to 2000 kcal/mol ps2. Equations of motion
were integrated using the Leap-Frog algorithm at a time step of 2 fs.

The final configurations from the additive simulations were used as starting configurations
for the Drude simulations. A Nose-Hoover thermostat with a relaxation time of 0.1 ps was
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applied to all the atoms to control the global temperature of the system at 300 K. A modified
Andersen-Hoover barostat40, 41 with a relaxation time of 0.1 ps was used to maintain the
system at constant pressure. The extended Lagrangian double thermostat formalism42 was
used to control the amplitude of the oscillations of Drude particles with a separate low-
temperature thermostat (at T = 1 K) to ensure that their time course approximates the self-
consistent field (SCF) regime. A relaxation time of 5 fs was used for the Drude oscillator
thermostat. The force constant was set at 1000 kcal/(mol Å2) for the Drude particle-parent
atom harmonic terms. Simulations were performed for 11 ns using the velocity Verlet
integrator at a time step of 1 fs, with the last 10 ns used for analyses.

In both the additive and Drude simulations, the Particle Mesh Ewald43 method was used to
evaluate the electrostatic interactions with a real space cutoff of 12 Å, a coupling parameter
of 0.34 and a sixth-order spline for mesh interpolation. All nonbonded electrostatic
interactions involving Drude particles are treated in the same way as electrostatic
interactions between parent atoms while the nonbonded interactions are modified to allow
1–2 and 1–3 screened dipole-dipole interactions,44 as proposed by Thole.45 Lennard-Jones
(LJ) interactions were switched off between 10 Å and 12 Å via vfswitch in the additive
simulations and vswitch in the Drude simulations.46, 47 Nonbonded pair lists were
maintained up to 14 Å and updated heuristically. Isotropic long-range corrections to the LJ
terms were applied.48 All bonds involving hydrogens were constrained using SHAKE49 for
the additive simulations and using the SHAKE/Roll and RATTLE/Roll procedures42 for the
Drude simulations. Coordinates were saved every 1 ps for RDF computations and bulk
property calculations.

Additional solution properties were calculated as follows. Solution density (ρ) is the total
mass divided by the average volume of the simulation box 〈V〉:

(8)

The excess coordination number Nij was computed by:

(9)

where ρj is the number density of component j and Gij is the Kirkwood-Buff integral. The
molar enthalpy of mixing ΔHm was calculated from the potential energy via23

(10)

where Um is the potential energy of the mixture, Uc and Uw the potential energies of the
pure cosolvent and water, respectively. The self-diffusion constant (D0) was evaluated from
the mean squared displacement of the center of mass (COM) of the respective cosolvent and
water molecules under the Stokes Einstein relation,50 with a system size correction as
follows:51

(11)

(12)

where η is shear viscosity evaluated by the Green-Kubo relation52, 53 from a separate NVT
simulation, L is the box length of the cubic simulation box determined at the proper density.

Lin et al. Page 4

J Phys Chem B. Author manuscript; available in PMC 2014 September 12.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



The dielectric constant was calculated from the dipole moment fluctuations using the
following equation:54, 55

(13)

where M is the total dipole moment of the simulation box. The high frequency optical
dielectric constant, ε∞, was estimated from the Clausius-Mossotti equation56 for the Drude
model. For the additive simulations ε∞ was set to 1 since no electronic degrees of freedom
were explicitly modeled. The isothermal compressibility could be evaluated from KBIs
using equation (4) in theory but this approach is typically statistically unreliable. Instead it
was calculated from9, 57

(14)

where 〈V〉 is the ensemble average of volume and 〈V2〉 is the volume fluctuations. Errors
were estimated by using five 2 ns blocks from which averages and standard errors were
obtained.

Kirkwood-Buff Analysis of the Simulated Data
The simulated Kirkwood Buff integrals (KBI) were approximated by33

(15)

where R is the cutoff distance after which RDFs are essentially unity. Following the work of
Smith and coworkers, the simulated KBIs were obtained by integrating the RDFs via the
trapezoidal rule and averaging between 9.5 and 12.0 Å.24 The choice of such a range is
further justified from the reasonable agreements between the properties calculated from the
simulated KBIs and the properties determined from experimental data through Kirkwood-
Buff analysis, as shown below.

Using the simulated KBIs, the following properties can be determied and readily compared
to those determined from the experimental data.28, 33

(16)

(17)

(18)

where

(19)

and
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(20)

Results and Discussion
A summary of the simulations performed on aqueous methanol solutions is presented in
Table 1. As required for a complete Kirkwood-Buff analysis, the entire composition range
from pure water through methanol/water mixture to pure methanol is covered. They were all
simulated for 10 ns after 1 ns equilibration to ensure reasonable precision in the data.
Beyond comparison of the CHARMM additive and polarizable FF results we also discuss
previously reported results from the KBFF methanol simulations of Smith and coworkers,24

as well as other published studies on methanol.

The oxygen-to-oxygen RDFs are displayed in Figure 1 as a function of mole fraction. Both
the CHARMM additive and Drude force fields predicted increased solute-solute, solute
solvent and solvent solvent interactions as the mole fraction increased. This is consistent
with the findings from aqueous methanol solutions modeled by the KBFF.24 For all three
types of RDFs similar positions were obtained for the maxima and minima. This is not
surprising considering that the chemical structures of methanol and water molecules are very
similar. A closer look revealed that the Drude RDFs have slightly higher maxima and
slightly lower minima in the first solvation shell. This is due to the similar but different
charge distribution in both models and the introduction of induced polarization in the Drude
model. The increase in the first water-to-water solvation shell suggested an increasing
degree of water self association with the increasing methanol mole fraction, consistent with
neutron diffraction data.58

The simulated KBIs calculated using equation (1) from the RDFs in Figure 1 are displayed
in Figure 2 along with the experimental KBIs of aqueous methanol solutions computed from
the experimental data from an inverse KB procedure.32 As shown in Figure 2, the
experimental KBIs were well reproduced over the entire concentration range by both the
CHARMM additive and Drude force fields, except for a somewhat large overestimation for
the additive Gcc at xc = 0.125. This is in contrast with our previous study on the aqueous
amide solutions modeled by the CHARMM additive force field,18 in which it was shown
that there were significant overestimations for Gcc and Gww as well as significant
underestimations for Gcw at low concentrations up to xc = 0.20. This suggests that the
quality of a force field in reproducing experimental data via Kirkwood-Buff analysis must
be performed on a case by case basis for a force field, as the additive model can, to varying
extents, model aqueous solutions. Indeed, the additive KBFF is able to reproduce the KB
experimental data of aqueous methanol,24 sodium chloride,59 urea,60 guanidinium
chloride,61 acetone,62 as well as for other molecules,11, 63, 64 when such experimental data
were targeted during the force field optimization.

Excess coordination numbers via equation (9) shown in Figure 3 are another way to
compare the simulated and experimental KBIs. The trends in the experimental data were
well reproduced by both the CHARMM additive and Drude force fields. There was
essentially quantitative agreement for Ncc and Ncw over the whole composition range, while
Nww was underestimated at xc = 0.5 and 0.675 for both force fields and at xc = 0.375 for the
Drude force field. The slight underestimation for Nww also exists in the KBFF methanol
solutions. It is worth noting that the use of excess coordination numbers helps to suppress
the inherent uncertainties in both the simulated and experimental KBIs at low j
concentrations.24 This is especially true for the additive methanol solution at xc = 0.125
where a relatively large overestimation of Gcc is seen in Figure 2 but the agreement between
the simulation results and the experiment data for its excess coordination number is
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excellent. However, it should be kept in mind that the agreement may be due to cancellation
of errors in evaluating both the solution density and the KBI. When other properties such as
partial molar volumes and activity derivatives are calculated from the KBIs, the deviations
in the accuracy of KBIs will manifest themselves again, as shown below.

The simulated and experimental densities, partial molar volumes, and excess molar volumes
are presented in Figure 4. The density of pure additive methanol was slightly underestimated
and consequently there was a gradually increasing deviation from the experimental density
as the mole fraction increased. This was observed in other additive methanol models,24, 65

while an overestimation was observed for GAFF (General Amber Force Field).66 In
contrast, the density of pure Drude methanol is improved as compared to its additive
counterpart. As a result, the density of aqueous methanol solutions modeled by the Drude FF
displayed an improved agreement with the experimental density. For partial molar volumes,
both the methanol and water PMVs were quantitatively reproduced by the Drude FF,
however, there was a consistent overestimation of the additive FF for the methanol PMV
and a slight overestimation at high mole fractions for the water PMV. With better
reproduction of both density and partial molar volumes for the Drude model over the
additive model, it is not surprising that the excess molar volumes of the solutions showed
better agreement for the Drude model with the experimental data as well. The overall
agreement in Figure 4 with the experimental data is comparable for the additive methanol
model and superior for the Drude methanol model to that of KBFF methanol solutions.24 It
is worth emphasizing that the reasonable agreement between the partial molar volumes
calculated from the simulated KBIs and those from the experimental KBIs suggests that the
averaging of KBIs between 9.5 and 12 Å captured the essential quantitative characteristics
of the integrals. Care must be taken when selecting the distance for averaging as the
calculated KBIs may potentially deviate from the experimental values if the averaging was
done over the long tails of the RDFs where numerical uncertainties exist, which are
magnified by the volume factor in equation (15).

Activity derivatives, fcc, were obtained from simulated KBIs using equation (18). Then by
fitting fcc with the Redlich Kister equation,67 one can obtain the excess molar Gibbs energy.
The results are displayed in Figure 5. The oscillating behavior in fcc was relatively well
reproduced by the additive model but the Drude model predicted a more flat fcc compared to
the experimental data. The variation of excess molar Gibbs energy was also well reproduced
by the additive model at medium and high concentrations, although there was a slight
overestimation at the low concentrations. The Drude model underestimated the excess molar
Gibbs energy over the entire composition range. The result came as a surprise because the
Drude model showed improvements over the additive model in terms of KBIs, solution
densities, PMVs etc. Accordingly, one would expect the Drude model to perform better with
the activity derivative and excess molar Gibbs energy as well. Indeed, our previous study on
aqueous amide solutions showed improvement for the Drude model over the additive model
in these properties.18 A deeper analysis revealed that although the Drude model better
reproduced experimental results in terms of the absolute values of KBIs than the additive
model, according to equations (18) and (20), it is the difference of KBIs, ΔG, that plays a
more important role in evaluating the activity derivative. The additive model achieved a
better balance in computing ΔG that involved all three kinds of KBIs, therefore, a better
activity derivative and excess molar Gibbs energy was obtained as compared to the
experimental data. Another possible reason for the better performance of the additive model
is its ability of obtaining better energetics in terms of excess molar enthalpy of mixing,
calculated by employing equation (10) and shown in the bottom panel of Figure 5. The
simulated enthalpy was less favorable up to xc = 0.6 for the additive model and much more
favorable beyond xc = 0.15 for the Drude model compared to the experimental data.68 The
same overestimation was also observed for aqueous methanol solutions modeled by the
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additive OPLS force field65 and the polarizable force field based on charge equilibrium
formulism.25 Energetic deviations as such would certainly impact the solution structures
during the simulations and thus, impact the RDFs as shown in Figure 1 and ultimately all the
Kirkwood-Buff analyses followed by evaluating KBIs from the RDFs. In our previous study
on aqueous amide solutions, the Drude model achieved better excess molar enthalpy than
the additive model and also improved activity derivatives.18 Considering that it is the
opposite in the present study, it is possible that an accurate evaluation of excess molar
enthalpy is a prerequisite for an accurate activity derivative and, therefore, an accurate
excess molar Gibbs energy. More work needs to be done to verify this hypothesis in future
force field development and refinement efforts.

The concentration-dependent diffusion constants of both methanol and water calculated
from equations (11) and (12) are displayed in Figure 6. The experimental trends were
reproduced only qualitatively by the CHARMM additive model, with similar behavior being
reported for the additive OPLS model,65 but quantitatively by the Drude model. For a neat
methanol solution, both additive and Drude models overestimated the diffusion constants,
with the deviation somewhat less for the Drude model. However, the diffusion constants of
the Drude model quickly approached the experimental data as the concentration decreased
while those of the additive model were consistently overestimated. The diffusion constants
of the SWM4-NDP water over the entire composition range were excellent compared to the
experimental data while those of the TIP3P water were consistently overestimated. This is a
direct outcome of force field parametrization where the diffusion constant for the SWM4-
NDP water model is in good agreement with experiment while that for the TIP3P water
model is markedly overestimated.37

The isothermal compressibilities and the dielectric constants of the aqueous methanol
solutions are displayed in Figure 7. Essentially quantitative agreement with experiment71

was observed with a few exceptions as follows. The isothermal compressibility of the TIP3P
water was slightly overestimated while that of the additive methanol model was in excellent
agreement with experiment.9 As a result, the isothermal compressibilities of the solutions
were also slightly overestimated at the low concentrations but were nicely reproduced at the
medium and high concentrations. The same was true for the Drude model except that the
somewhat large underestimation was due to the isothermal compressibility of the pure
methanol. The dielectric constant of the TIP3P water model was largely overestimated also
as a direct consequence of its parametrization.37 However, the dielectric constant of the
additive methanol was only slightly underestimated. Therefore, the dielectric constants of
the solutions were in better agreement with experiment as the concentration increased. It is
not surprising that the dielectric constants of the Drude solutions were excellent relative to
experiment72 since both those of the pure SWM4-NDP water and pure methanol reproduced
the experimental data very well from their parametrizations.9 It also outperformed its other
additive counterparts such as OPLS and GAFF.66 The results in Figure 7 emphasize that the
solution properties of liquid mixtures can only be as good as those of their components. It is
therefore important to obtain bulk properties of pure liquids that reproduce experimental
results very well during the force field development in order to describe their mixed solution
properties correctly.

Conclusions
Kirkwood-Buff analysis was performed on aqueous methanol solutions modeled by both the
CHARMM additive and Drude polarizable force fields. It was shown that both models
reproduced the experimental KBIs and excess coordination numbers adequately well over
the entire concentration range. This is in contrast to the additive N-methylacetamide model
we previously investigated, in which significant deviations were observed for these two
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properties by the additive force field,18 whereas the Drude model performed very favorably
compared to the experimental data. Notably, in the present study the additive model
performed better than the Drude model in reproducing activity derivative, excess molar
Gibbs energy and excess molar enthalpy of mixing. This is due to the ability of the additive
to more accurately treat the difference of KBIs, ΔG, as compared to the Drude model, even
though the Drude model obtained better KBIs in terms of absolute values. Considering that
the additive model reproduced the excess molar enthalpy of mixing better than the Drude
model and the associated impact on the solution structures, it is suggested that including
energetics of the mixed solutions as target data during force field development would
improve the performance of the model in describing activity derivative and excess molar
Gibbs energy.

The Drude model showed significant improvement over the additive model in solution
densities, partial molar volumes, excess molar volumes, concentration-dependent diffusion
constants, and dielectric constants. The isothermal compressibilities from both models are
comparable. A closer look at these results showed that the concentration-dependent solution
properties could only be as good as the bulk properties of the pure liquids. It is therefore
vital to obtain accurate bulk properties of pure liquids in order to have an accurate
description of solution mixed by them.

The poorer agreement of the Drude model versus the additive force field for the activity
derivative and excess molar Gibbs energy was unexpected. As these properties are
dominated by the balance between the solvent-solvent, solvent-solute and solute-solute
interactions this may be related to the absence of lone pairs on the SWM4 water model
which are present on the Drude alcohols. This may lead to a slight imbalance in the three
types of interactions that are better treated in the additive model, which lacks lone pairs for
all molecules. To test this hypothesis, KBI calculations on the Drude model using the
recently developed SWM6 water model,55 which includes lone pairs could be undertaken.

Another possible approach to facilitate improved reproduction of the activity derivative and
excess molar Gibbs energy by the Drude model, as well as other observables, would be
optimization of the Thole scaling factor.45 This term impacts the strength of the 1,2 and 1,3
dipole-dipole interactions present in the Drude model, thereby improving treatment of the
molecular polarizability. During the development of the Drude alcohol parameters, the
Thole scaling factor was constrained to a value of 1.3, originally optimized for benzene.
Subsequent work on the Drude model showed the importance of including atom-based
Thole scaling factors in the model.44 Accordingly, inclusion of such terms is anticipated to
lead to improvements in the Drude polarizable model that may overcome limitations
observed in this study. This and potential improvements associated with the use of the
SWM6 model55 will be investigated in a future study.
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Figure 1.
The oxygen-to-oxygen radial distribution functions of aqueous methanol solutions. Mole
fractions of 0.0, 0.25, 0.50, 0.75, and 1.0 are displayed.
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Figure 2.
Kirkwood-Buff integrals as a function of mole fraction for the aqueous methanol solutions.
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Figure 3.
Excess coordination numbers (Nij ρjGij) as a function of methanol mole fraction.
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Figure 4.
The density (ρ), partial molar volumes of methanol (Vc) and water (Vw), and excess molar
volume as a function of methanol mole fraction (Vm).
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Figure 5.

The activity derivative (fcc), excess molar Gibbs energy , and excess molar enthalpy of

mixing  as a function of methanol mole fraction.
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Figure 6.
Methanol and water diffusion constant (10−5 cm2/s) as a function of methanol mole fraction.
The experimental results have been scaled to correct for isotropic effects.69, 70
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Figure 7.
The isothermal compressibilities (10−5 atm−1) and the dielectric constants as a function of
methanol mole fraction compared to the experimental data.71, 72
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Table 1

Summary of the Methanol and Water Simulations
a

additive Drude

xc Nc Nw V (nm3) ρc (M) ρ (g/cm3) V (nm3) ρc (M) p ρ (g/cm3)

0.0 0 2000 59.55 0.0 1.005 59.85 0.0 1.000

0.125 250 1750 69.33 6.0 0.947 68.05 6.1 0.965

0.250 500 1500 79.05 10.5 0.904 76.44 10.9 0.935

0.375 750 1250 88.82 14.0 0.870 85.12 14.6 0.908

0.500 1000 1000 98.71 16.8 0.842 94.19 17.6 0.883

0.625 1250 750 108.81 19.1 0.817 103.61 20.0 0.859

0.750 1500 500 119.13 20.9 0.796 113.42 22.0 0.836

0.875 1750 250 129.70 22.4 0.776 123.51 23.5 0.814

1.0 2000 0 140.59 23.6 0.757 133.88 24.8 0.795

a
All simulations were performed for 10 ns at 300 K and 1 atm in the NPT ensemble.
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