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The lateral intraparietal area (LIP) in the macaque contains a priority-based representation of the visual scene. We previously showed
that the mean spike rate of LIP neurons is strongly influenced by spatially wide-ranging surround suppression in a manner that effectively
sharpens the priority map. Reducing response variability can also improve the precision of LIP’s priority map. We show that when a
monkey plans a visually guided delayed saccade with an intervening distractor, variability (measured by the Fano factor) decreases both
for neurons representing the saccade goal and for neurons representing the broad spatial surround. The reduction in Fano factor is
maximal for neurons representing the saccade goal and steadily decreases for neurons representing more distant locations. LIP Fano
factor changes are behaviorally significant: increasing expected reward leads to lower variability for the LIP representation of both the
target and distractor locations, and trials with shorter latency saccades are associated with lower Fano factors in neurons representing the
surround. Thus, the LIP Fano factor reflects both stimulus and behavioral engagement. Quantitative modeling shows that the interaction
between mean spike count and target-receptive field (RF) distance in the surround during the predistractor epoch is multiplicative: the
Fano factor increases more steeply with mean spike count further away from the RF. A negative-binomial model for LIP spike counts
captures these findings quantitatively, suggests underlying mechanisms based on trial-by-trial variations in mean spike rate or burst-
firing patterns, and potentially provides a principled framework to account simultaneously for the previously observed unsystematic

relationships between spike rate and variability in different brain areas.

Introduction

The allocation of visual attention and the selection of saccade
targets are based on spatial priority maps in a network of regions
including the lateral intraparietal area (LIP), frontal eye field
(FEF), and superior colliculus (Fecteau and Munoz, 2006; Bisley
and Goldberg, 2010; Bisley, 2011). Consistent with priority map
model predictions, we recently showed that most neurons in LIP
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are strongly influenced by surround suppression over long dis-
tances (Falkner et al., 2010). Planning a saccade toward a location
in space enhances its relative priority both by increasing the mean
spike rate of LIP neurons representing that location and by sup-
pressing the mean spike rate of LIP neurons representing other
locations. Increasing motivation both further enhances the mean
spike rate of neurons representing the saccade target and sup-
presses the responses of neurons representing surrounding loca-
tions; related results have been reported by Louie et al. (2011).

Reducing neuronal response variability can improve the pre-
cision of a neural code (Paradiso, 1988; Scobey and Gabor, 1989;
Vogels, 1990; McAdams and Maunsell, 1999). The Fano factor,
defined as the ratio of spike count variance to the spike count
mean, is a representative measure of firing rate variability across
trials (Tolhurst et al., 1981). Fano factor reduction is associated
with stimulus onset in many cortical areas (Churchland et al.,
2010), motor preparation in premotor areas (Churchland et al.,
2006), changes in attentional allocation (Mitchell et al., 2007;
Cohen and Maunsell, 2009), and saccadic latency in area V4
(Steinmetz and Moore, 2010), and reveals additional informa-
tion to that obtained from the mean spike rate alone (Churchland
et al., 2010; Hussar and Pasternak, 2010; Steinmetz and Moore,
2010).
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Little is known about the factors that influence the Fano factor
in LIP, and, more generally, there is a lack of a framework for
understanding the relationship between spike count and spike
count variability in the brain. Similar to other cortical areas,
stimulus onset in the receptive field (RF) leads to a reduction
in neuronal Fano factor in LIP (Churchland et al., 2010), and
across-trial variability increases with time during a decision-
making task (Churchland et al., 2011); both findings relate to
events occurring in relation to the neuron’s RF. Characterizing
the variability changes across the entire LIP map requires study-
ing response variability in relation to stimulus events or behav-
ioral significance in the surround, and this has not been done in
LIP, and only very sparsely in other brain areas (Steinmetz and
Moore, 2010; Chang et al., 2012). Furthermore, the influence of
reward expectation on response variability has not been studied,
to our knowledge, in any brain area. Here we demonstrate and
quantitatively characterize the systematic variability changes
across the LIP priority map during a visually guided delayed sac-
cade task. We also demonstrate a global reduction in variability
with increased expected reward. Our quantitative modeling of
the LIP Fano factor and our use of a negative-binomial model to
capture the underlying spike count distributional changes may be
a useful framework to similarly characterize mean and Fano fac-
tor variations simultaneously in other brain areas.

Materials and Methods

Results in this study come from novel variability analyses performed on
datasets whose mean spike rate properties we have previously described
(Falkner et al., 2010). We therefore only briefly summarize the experi-
mental procedures and methods here before describing the analysis pro-
cedures that are novel to this article. More details are available in the
original publication (Falkner et al., 2010). We used three male rhesus
monkeys (Macaca mulatta, 8—12 kg). All experimental protocols were
approved by the Animal Care and Use Committees at Columbia Univer-
sity and the New York State Psychiatric Institute, and complied with the
guidelines established by the Public Health Service Guide for the Care and
Use of Laboratory Animals. After locating the intraparietal sulcus using an
MRI scan, we used standard surgical techniques to implant a head-
holding device, a recording chamber over the intraparietal sulcus allow-
ing access to LIP, and a subconjunctival search coil to record eye
movements. We used three recording cylinders: monkey D, left hemi-
sphere; monkey I, right hemisphere; and monkey Z, right hemisphere.
The other hemispheres in monkeys I and Z had been used in other LIP
recording experiments. We used the REX/MEX/VEX system developed
at the National Eye Institute Laboratory for Sensorimotor Research for
behavioral control, visual stimulus display, and data collection using a
Dell Optiplex PC running QNX (REX and MEX) and Windows 2000
(VEX). During recordings, the monkeys sat in a dimly illuminated room
with their head fixed. Visual stimuli were back-projected onto a screen
that stood 75 cm away using an LCD projector (75 Hz; CP-X275, Hita-
chi). We used a photodiode to register the actual times for stimulus
onsets and offsets. Fixation point and saccade target stimuli were 0.3°
wide colored squares, and distractors were 1.5° wide white squares. In
each session, we introduced a glass-insulated tungsten electrode (Alpha
Omega Engineering) electrodes through a guide tube positioned in a 1
mm grid (Crist Instruments) and recorded well isolated single units from
LIP. Units were isolated while the monkeys performed a passive fixation
task as white spots flashed sequentially at different locations in the visual
field. We amplified, filtered, and discriminated action potentials using an
amplitude window discriminator (MEX software). We considered neu-
rons to be in LIP if they showed a consistent visual, delay period, and/or
saccade-related response during the memory-guided saccade task or
were located between such neurons in that electrode penetration. Every
neuron responded to the abrupt onset of a visual stimulus in its RF.
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Tasks

We studied the responses of 105 LIP neurons in three monkeys (43 in
monkey Z, 26 in monkey D, 36 in monkey I). Our dataset consists of LIP
neurons with systematically mapped RFs based on their clear visual re-
sponse to a briefly flashed spot. For each neuron, we first identified the
RF center during a passive fixation task using a series of briefly flashed
stimuli to identify the location that elicited the maximal response. For
most neurons, the monkeys then performed a memory-guided saccade
task to the neuron’s RF to further characterize the neuron’s baseline
properties in this standard task. The monkeys then performed several
variants of the delayed visually guided saccade task, as described previ-
ously. We describe results from three tasks in this study. The variable
number of cells in each task does not represent a subselection of the data,
but reflects the fact that is some cases we were unable to maintain neu-
ronal isolation throughout the period needed to obtain data using all
three tasks. The target-mapping task (Figs. 1, 2, 3, 4) began with the
appearance of a central red fixation spot; 500 ms after the monkey fixated
the central spot, a saccade target appeared at a location randomly chosen
from 80 possibilities (on a 40° X 40° grid with 5° spacing). A distractor
flashed briefly for <<50 ms (two or three video frames in ~90% of trials)
at the center of the RF 500 ms after the saccade target appeared. The
fixation spot disappeared 550 ms after distractor onset; this was the cue
for the monkey to make the saccade (go-cue) within 400 ms. Monkeys
had to keep their eyes within a 3° X 3° window until the cue to make the
saccade appeared, and within a 4.5° X 4.5° window around the saccade
goal afterward. If the monkey’s eye was in the window from 400 to 500 ms
after the go-cue, the monkey received a drop of water or juice as reward.
In control fixation trials performed both in a separate block and also
interleaved (but occurring at low probability) with the saccade trials, the
saccade target appeared right on top of the fixation point (without any
noticeable flicker, since saccade targets and the fixation point had the
same size) and the monkey simply maintained fixation at the fixation
point to earn the reward.

In the cued reward task (Figs. 5, 6), we cued the monkey to expect
either a large or a small reward randomly on each trial by changing the
saccade target color (with one color each day representing large reward,
and another color representing small reward). For most neurons, we ran
a control task before this where the saccade target could be one of two
different colors, but each was associated with the same reward to confirm
the lack of color selectivity in the neuron. We conducted the task in two
blocks: in the first block, the distractor appeared at the RF center, and the
saccade was made to the suppressive surround; and in the second block,
the saccade was made to the RF center, and the distractor appeared in the
suppressive surround. Actual reward magnitudes were chosen daily
based on the monkey’s satiety level and his behavioral sensitivity to the
difference in reward sizes, and were ~1:6 on average. The task stimuli
and timings in the cued reward task were otherwise identical to that in the
target-mapping task, with the minor difference that the delay period
lasted for 1000 ms rather than 1050 ms. The final task we used was the
memory-guided saccade task (Fig. 7) to the surround. This was identical
to the target-mapping task except that the saccade target disappeared 50
ms after onset, and so the monkey had to make a memory-guided saccade
rather than a visually guided saccade. Additionally, the delay period for
this task again lasted for 1000 ms.

Data analysis

All data analysis programs were written in MATLAB (MathWorks). We
computed population-averaged spike rate peristimulus time histograms
(PSTHs) by first obtaining PSTHs from each neuron and then finding the
mean of these PSTHs. To quantify variability, we primarily use the Fano
factor because it disambiguates the changes in variance of spike count
from the associated changes in mean spike count. For example, for a
Poisson counting process, the variance is always equal to the mean and
therefore varies along with the mean. However, the Fano factor remains
equal to 1, revealing that variability does not change relative to Poisson
expectations even as the mean changes. For the negative-binomial
model, which is an extension of the Poisson counting process that we use
where the variance is larger than the mean, the Fano factor and the mean
spike count fully characterize the distribution of spike counts. However,
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we also discuss the results in terms of changes in the variance of spike
counts to provide a clearer picture.

A procedure similar to that for the PSTHs of mean spike count was
used to plot the peristimulus temporal evolution of the Fano factor: we
refer to these plots as PSTFs. Unless otherwise specified, Fano factors
were computed over 100 ms windows by dividing the variance of the
spike counts within the 100 ms window by the mean spike count. A value
of 100 ms is a plausible value for a counting window and, more impor-
tantly, keeps our analyses consistent with other recent articles on the
Fano factor (Mitchell et al., 2007). Fano factors were calculated only
when there were at least three trials and the mean spike count was >0. For
the target-mapping task, we calculated the Fano factor (and spike count)
independently for each target location. Population average PSTFs for
Fano factors were calculated using partially overlapping 100 ms win-
dows, sliding forward by 25 ms from one bin to the next. As a result, the
Fano factor may appear to change in anticipation of the stimulus; how-
ever, this is an artifact of the large bin width used.

Validation of Fano factor analyses. Because the distributions in our data
revealed significant deviations from normality (Jarque—Bera test) in the
vast majority of cases, we use the median Fano factor rather than the
mean as the summary statistic and accordingly use the Wilcoxon signed-
rank test rather than the ¢ test for all pairwise comparisons as well as the
rank-based Friedman test rather than the repeated-measures ANOVA.
However, all our main results remain qualitatively unchanged even when
using the parametric alternatives. We used the Akaike information crite-
rion (AIC) statistic to perform systematic comparisons between models
for the data from the target-mapping task. We used all correct trials
(where the monkey earned a juice reward) for our analyses. We also
repeated our analyses after eliminating trials where the monkey made a
microsaccade during the fixation period between saccade target onset
and the go-cue: this did not change our results and conclusions mean-
ingfully.

When averaging Fano factors from different locations (in the target-
mapping task) and across different time windows (the multiple non-
overlapping 100 ms windows that compose the epoch of analysis), we
calculated the Fano factor for each location and/or window and then
averaged the Fano factors. The Fano factor is a ratio, and the direct
estimation of a ratio is well known to be biased, meaning that the ex-
pected value of the ratio (or the “mean of ratios”) calculated in finite
samples does not equal the true value in the population (Rao, 2002). In
simulations from the negative-binomial model (which characterizes our
data well), we found that a “ratio-of-means” approach (where the vari-
ances and the means for each time window and/or location were averaged
independently and then the average Fano factor was calculated as the
ratio of this average variance to the average mean) was generally less
biased and performed as well as other corrected estimators like the jack-
knife estimator and Tin’s corrected estimator (Rao and Rao, 1971). How-
ever, this is a model-dependent conclusion, since, in general, this
estimator can also be biased (Rao, 2002). For consistency with other
recent analyses (Mitchell et al., 2007), we present our results using the
standard mean-of-ratios estimator, but we verified that the patterns in
our data remain robust when calculated using the ratio-of-means esti-
mator. We also verified our conclusions using the entire time window of
analysis (rather than as the average of the 100 ms component windows;
Figs. 2, 4). The Fano factor for these longer windows is expected to be
much larger than that of the Fano factor calculated as the average of the
component 100 ms windows possibly because of autocorrelation and
fractal fluctuations in the spike train, as has been shown for other brain
areas (Teich et al., 1997; Oram et al., 2001; Averbeck and Lee, 2003; Orer
etal., 2003; Osborne et al., 2004; Churchland et al., 2006). We emphasize
that the window sizes we used for the analysis we presented here (100 ms)
as well as for the validation (100-500 ms) ensured that it would be
extremely unlikely that physical reasons like the discretization of spike
times or a refractory period would produce a Bernoulli-distributed spike
count distribution with 0 or 1 spike on every trial. Therefore, the limita-
tion of the Fano factor to values <1 in the case of the Bernoulli distribu-
tion does not apply to our analyses.

Multiplicative model. We used the general linear model F = a,M + a,D
+ a;MD + a,, where a, to a, are the coefficients; M and F are, respec-
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tively, the mean spike count and Fano factor within the predistractor
epoch; and D is the distance of the saccade target from the RF (Fig. 4). We
used the mean spike count rather than the mean spike rate as the regres-
sor for the analyses in Figure 4 because they lead to more interpretable
parameters. This is because when spike counts are distributed according
to a Poisson distribution, the distribution has a Fano factor of 1, inde-
pendent of mean spike count, since the variance (V) of spike counts is
equal to the mean spike count M. However, this is not true for mean spike
rate: if the duration of the counting window is T, then V = V/ T2, while the
mean spike rate = M/T. Our data show Fano factors that are well above 1
(indicating a variance larger than the mean), and this can in principle be
captured by different versions of what are called overdispersed Poisson mod-
els that allow for Fano factors well above 1. Once again, in these models, the
Fano factor shows readily interpretable variations with mean spike count,
but not with mean spike rate.

To test the efficacy of our general linear model, we compared it with
other models where we allowed different coefficients for different tar-
get—RF distance zones. In all cases, the single multiplicative model per-
formed better in the majority of neurons. For example, in 58 of 72
neurons, the single multiplicative model with four free parameters had a
lower AIC statistic (indicating a “better” model) compared with the
more detailed model where there were three different sets of four free
parameters for each target—RF distance zone (target—RF distance be-
tween 10° and 20°, between 20° and 25°, and >25°). Similarly, we also
tested models where rather than having the Fano factor increase lin-
early with mean spike count for a fixed target—RF distance, the Fano
factor either remained constant or included a dependence on the
square of the mean spike count. Again, the linear model performed
best in most neurons.

To test how well the linear model fit the observed data after ac-
counting for the expected stochastic variability in neuronal spiking,
we used a model-based approach. Assuming that a negative-binomial
model held true, we estimated the parameters of the best-fitting
negative-binomial model for each target location using the following
relationships: scale parameter, 6 = a,D + a, + (a, + a;D)M — 1 =
Fodea — 1; and shape parameter, k = M/6 (Lindén and Mantyniemi,
2011), where F,, 4. is the Fano factor predicted from the model fit.
We then simulated the same number of trials as in the data for each
target location using the parameters estimated above and repeated
this process 500 times to calculate a distribution for the r value that
would emerge if the data were really generated from the proposed
model. The p values for the observed r? value in the real data could
then be estimated based on this distribution.

Negative-binomial model. For the analysis of the cued reward task
data (Fig. 6), we used the method of moments to fit a negative-
binomial distribution. The first two moments fully determine the
best-fitting distribution, and this method performs as well as or better
than the maximum-likelihood procedure when dealing with small
samples. The distribution is characterized by a shape parameter k and
a scale parameter 6: the method of moments equates 6 to F — 1 and k
to M/6. We only did the fitting when we had at least 10 trials for both
the small-reward and large-reward conditions, and additionally, the
mean was not greater than the variance (i.e., the Fano factor was not
<1, which was usually the case). When the mean is greater than the
variance, the distribution is underdispersed compared with a Poisson
distribution, and the negative-binomial distribution is no longer a
useful model. We chose the negative-binomial model after testing the
Poisson—Inverse-Gaussian model as an alternative to the negative-
binomial model: the negative-binomial model provided a better ac-
count of both the target-mapping and cued reward data. We also
examined the target-mapping and cued reward data for a larger than
expected probability of zero counts (zero inflation) and did not find
any evidence for it.

Burstiness and regularity. We used the burstiness/refractoriness index
(BRL Compte et al., 2003; Anderson et al., 2011) to characterize the
burstiness of the spike train. Briefly, we estimated the average autocorre-
lation function (ACF) for all trials (in a given neuron and condition) and
then subtracted the shuffle predictor, calculated as the cross-correlation
function of each trial with trials other than itself. This removes correla-
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tions resulting from time-locked variations in
firing rate that are retained across trials. The
subtracted value was then divided by the SD of
the shuffle predictor (for each value of lag) to
produce a corrected ACF. The BRI was then
defined as the average height of the corrected
ACEF over lags from 1 to 4 ms. To characterize
the regularity of the interspike intervals, we
used the measures CV2 (Holt et al., 1996) and
CV (Softky and Koch, 1993; Maimon and
Assad, 2009) from the literature. Both mea-
sures attempt to correct for the effect of within-
trial and across-trial variations in firing rate on
the interspike interval distribution. CV2 esti-
mates the normalized local difference between
two successive intervals with the assumption
that the firing rate does not change much over
that time scale. CV estimates the local firing
rate with the assumption that the temporal
evolution of firing rate is identical across all
trials, with the time-varying firing rate on each
trial differing only by a scaling factor. Inter-
spike intervals from periods with common fir-
ing rates are then collected together and
analyzed separately. The details of the calcula-
tions can be found in the original publications.

Results

Fano factor systematically decreases
from the surround toward the

saccade goal

We previously showed that LIP neuronal
spike rates were strongly reduced when
monkeys planned delayed saccades to dif-
ferent locations outside the neurons’ RFs
extending up to 35° from the RF center,
exhibiting broad surround-suppressive
effects (Falkner et al., 2010). Response
variability is another important compo-
nent of spatial representations in neural
maps: in many circumstances, a reduction
of response variability leads to a more pre-
cise spatial representation (Paradiso,
1988). We therefore first examined
whether there is a systematic spatial vari-
ation of the Fano factor in LIP neurons
with respect to the spatial distance be-
tween a delayed saccade target and the
neuron’s RF center (target-mapping task;
Fig. 1B). Monkeys were required to main-
tain fixation on a central red cue for 500
ms, after which a saccade target would ap-
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Figure 1. InLIP, the reduction in Fano factor becomes smaller with greater saccade target—RF distance. 4, B, Timing (4) and
design (B) of target-mapping task. Monkeys made delayed visually guided saccades to saccade targets randomly chosen from a 40°
X 40°square grid of locations around the central fixation point (B). A distractor was flashed briefly at the RF center 500 msinto the
1050 ms delay period (see Materials and Methods). The saccade target overlapped the fixation point, and the monkey maintained
fixationin control fixation trials. C, Population average PSTF of the Fano factor indicates a greater reduction of the Fano factorin the
epoch between target and distractor appearance for smaller target—RF distances (colors indicated in boxed legend). D, Population
average PSTHs of the corresponding mean spike rate for the PSTFs plotted in € suggests that the variation in Fano factors beyond
20°is notaccompanied by changes in mean spike rate. The PSTF in Cand the PSTH in D were calculated in 100 ms windows stepping
every 25 ms. Vertical lines in Cand D indicate the time of target, distractor, and go-cue onset. E, F, Pairwise comparisons confirm
the decrease in Fano factor at smaller target—RF distances: scatter plots of each neuron’s Fano factor (average of five non-
overlapping 100 ms bins from —470 to 30 ms relative to distractor onset, gray bar in €) comparing saccades to the near surround
(abscissa) with those to the far surround (ordinate in E; signed-rank test, p = 0.0047; n = 45) and to the RF (ordinate in F;
signed-rank test, p = 0.0006; n = 72 neurons). One point (3.18, 6.01) was omitted from the display in E for better visibility. Green,
black, and magenta circles indicate neurons from monkeys |, D, and Z, respectively. Part of B was reproduced with permission from
Falkner et al. (2010).

factor decreases during the predistractor epoch for all target—RF dis-

pear at a location randomly chosen from a 40° X 40° square grid
(Fig. 1B, bottom). We henceforth refer to the distance of this
saccade target location from the RF as the target—RF distance.
After a delay of 1050 ms, the fixation point disappeared and the
monkey had to make a saccade to the target. During most trials,
500 ms following the onset of the saccade target, a distractor was
briefly flashed at the RF center.

We first focus on the predistractor epoch in a 500 ms interval that
precedes the onset of distractor-related activity (470 ms before to 30
ms after distractor onset) and analyze it using the average of five
consecutive non-overlapping 100 ms bins. This time window allows
us to explore the spatial effects of the target and is uncontaminated
by the visual response to the distractor at the RF center. The Fano

tances compared with two separate control conditions. First, the
Fano factor for all five target—RF distance zones (plotted using 100
ms bins in Fig. 1C) is smaller than the Fano factor in a 300 ms
window before target onset (p < 0.0001 for all five comparisons,
signed-rank test, including for the farthest target locations where the
population PSTF in Fig. 1C suggests an increase). Second, the Fano
factor for all five target—RF distance zones is also significantly smaller
than the Fano factor during the predistractor epoch for the control
fixation task (Fig. 1C, gray; p < 0.0005 for all five comparisons,
signed-rank test). The Fano factor during the control fixation task in
the predistractor epoch is not significantly different from the Fano
factor in the pretarget epoch (300 ms before target onset: p = 0.9508,
signed-rank test; n = 72 neurons).
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across-trial Fano factor in the LIP priority
map from the surround toward the sac-
cade target. This gradient is also clearly
seen when we plot the average Fano factor
as function of target—RF distance after
subtracting the Fano factor for the control
fixation task (Fig. 2B; p < 0.0001, Fried-
man’s test for bins between 0° and 35%
n = 61 neurons with data for each bin).
The corresponding plot for mean spike
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saccade target. A-C, The values for the control fixation task were subtracted from that for the delayed saccade task with targets at
different locations. A, C, In contrast, mean spike count shows a change from enhancement to suppression with increasing tar-
get—RF distance (4), and a similar pattern is visible for the variance of spike counts (C). D, The Fano factor increases with measure-
ment window width but still shows the same pattern with target—RF distance: the plot for the 100 ms bin width is identical to that
in B. A-C, Error bars are SEMs. Fewer than five neurons had data for target—RF distances beyond 50° (data not shown). Each point

averages data from the bordering 5°. A represents change.

During the predistractor epoch, the Fano factor systemat-
ically decreases with decreasing distance of the saccade target
from the RF (Fig. 1C). The maximal reduction of Fano factor
occurs when the saccade target appears in the RF, and neurons
whose RFs lie further from the saccade target show smaller
reductions in Fano factors. For distances >20° from the RF
center, these changes in Fano factor occur in the absence of a
difference in the averaged spike rate during the same epoch
(Fig. 1D; p > 0.21 for all three pairwise comparisons of dis-
tances >20°, signed-rank test). To test these changes in Fano
factor statistically across the population (n 72 neurons
tested in the target-mapping task), we compared the trial-to-
trial variability of the response in the RF when targets ap-
peared at near, intermediate, and far distances from the RF
center. The Fano factor for targets 20-25° from the RF center
(the “near” surround) is significantly smaller than that for
targets >35° from the RF center (the “far” surround; Fig. 1E;
median decrease = 0.13, p = 0.0047, signed-rank test; n = 45
neurons whose RF location allowed for distance sampling at
>35°), even though the spike counts in these epochs are not
significantly different. Similarly, the Fano factor is signifi-
cantly smaller for saccade target locations within 10° of the RF
center than it is for saccade targets in the near surround (Fig.
1F, median decrease = 0.20, p = 0.0006, signed-rank test; n =
72 neurons).

Thus, during the predistractor epoch of our visually guided
saccade task, there is a systematically decreasing gradient of

holds true for a range of measurement win-
dows from 50 to 500 ms during the predis-
tractor epoch over which the Fano factor
was calculated (Fig. 2D; p < 0.0001 for 50
and 100 ms windows; p = 0.0004 for the 250
ms window; and p = 0.0119 for the 500 ms
window, Friedman’s test; n = 61 neurons
with data for each bin).

We also observe a smaller reduction
in Fano factor for larger target—RF dis-
tances in the postdistractor epoch in the
average population PSTFs (Fig. 1C),
even though the effect seems to be
weaker and perhaps restricted to target—RF distances up to
35°. This was confirmed by pairwise analysis of the Fano fac-
tors in the period 300—-500 ms following distractor onset. The
Fano factor in the postdistractor epoch for saccade target lo-
cations within 10° of the RF center is significantly smaller than
that for saccade targets in the intermediate surround (20-25°
from the RF center; median decrease = 0.19; p = 0.0021,
signed-rank test; n = 72 neurons). Additionally, consistent
with prior reports (Churchland et al., 2010), distractor onset
at the RF center leads to a marked reduction in Fano factor
to a value close to 1 (Fig. 1C), which is the expected value for a
Poisson process with no additional across-trial variability.
This reduction in Fano factor following distractor onset is
transient and is considerably reduced by the time of the
go-cue.

Fano factor systematically increases with mean spike rate in
the surround

Studies reporting on the Fano factor face the challenge of disam-
biguating changes in Fano factor from the associated changes in
mean spike rate. One approach that has been taken is to examine
Fano factors after matching for mean spike rates across condi-
tions (Churchland et al., 2010). We take a more direct approach
here by explicitly modeling the relationship between the Fano
factor and mean spike rate. For a Poisson distribution, which is
the canonical model for neuronal spike counts, the Fano factor is
independent of mean spike count. In our data, contrary to the
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expectation for a Poisson distribution, we
find that the Fano factor in the predistrac-
tor epoch also systematically increases
with mean spike rate. To examine the re-
lationship between Fano factor and mean
spike rate while minimizing the effect of
target-RF distance, we first isolated
locations with target-RF distances >25°,
where the mean spike rate ceases to show a
systematic variation with distance in the
population average (Fig. 1D). For each neu-
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ron, we divided saccade target locations
>25° into three classes (low, intermediate,
and high spike rate) based on their rank-
ordered mean spike rate within the predis-
tractor epoch. Locations with the lowest
spike rates (Fig. 3B) are associated with the
lowest Fano factor (Fig. 3A). The average
Fano factor in the intermediate spike rate
class is significantly larger than that in the
low spike rate class (Fig. 3C; median in-
crease = 0.16; p < 0.0001, signed-rank test;
n = 72 neurons), and the average Fano fac-
tor in the high spike rate class is significantly
larger than that in the intermediate spike
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rate class (Fig. 3D; median increase = 0.25; 1
p < 0.0001, signed-rank test; n = 72 neu-
rons). These results are not an artifact of us-
ing a 100 ms measurement window for the
Fano factor because similar results were also
obtained using a single 500 ms window for
the entire predistractor epoch. The average
Fano factor in the intermediate spike rate
class with a 500 ms window is again signifi-
cantly larger than that in the low spike rate
class (median increase = 0.43; p = 0.0006,
signed-rank test; n = 72 neurons), and the
average Fano factor in the high spike rate
class is significantly larger than that in the
intermediate spike rate class (median in-
crease = 1.16; p < 0.0001, signed-rank test; # = 72 neurons). The
mean number of spikes in the 500 ms window were 4.37, 6.57, and
9.95, respectively, for the low, medium, and high spike rate classes.

Figure3.

Multiplicative interaction between target—RF distance and
spike rate

The increase in Fano factor with spike rate raises an apparent
paradox about the relationship between mean spike rate and the
Fano factor at different target—RF distances. Mean spike rate in
the predistractor epoch increases as the saccade target is nearer to
the RF, and this is associated with a greater reduction in Fano
factor (an apparently inverse relationship). Yet our analysis
above concluded that the Fano factor increases with mean spike
rate within the predistractor epoch. To resolve this apparent par-
adox, we systematically examined the dependence of Fano factor
on mean spike count at all target—RF distances. We divided the
data into sequential 10° target—RF distance windows centered
5-35° from the RF center (Fig. 4A,B). For each neuron, within
each target—RF distance window, we regressed the Fano factor
upon the mean spike count, with each target location contribut-
ing one value for mean spike count and Fano factor. We chose to
use mean spike count rather than mean spike rate as the regressor
because they lead to more interpretable parameters (see Materials

Fano factor: medium spike rate

LIP neuronal Fano factor increases with mean spike rate in the surround. A, Population average PSTF of the Fano factor
indicates a larger Fano factorin the epoch between target and distractor appearance for larger mean spike counts. Target locations
>25° from the RF center were rank ordered by mean spike rate and then split into three equal classes for each neuron before
averaging. The lowest one-third of spike rates is shown in blue, the middle one-third in red, and the highest one-third in magenta
PSTF. B, Population average PSTHs of the corresponding mean spike rate for the PSTFs plotted in A confirm differencesin spike rate,
as expected from the sorting procedure. €, D, Pairwise comparisons confirm the trends shown in A: scatter plot comparing each
neuron’s Fano factor (average of five non-overlapping 100 ms bins, —470 to 30 ms relative to distractor onset, gray bar in A) for
trials with the middle one-third of spike rates (abscissa) to those with the lowest one-third of spike rates (ordinatein C; signed-rank
test, p << 0.0001; n = 72 neurons) and the highest one-third of spike rates (ordinate in D; signed-rank test, p << 0.0001;n = 72
neurons). Two pointsin D (x-axis: 1.63, 2.39; y-axis: 4.98, 4.09) were omitted from the display for better visibility. Figure format for
PSTFs, PSTHs, and scatter plots are as in Figure 1.

and Methods). We found a clear relationship between the mean
slope and intercept parameters estimated by these regressions and
target—RF distance. Both the mean slope and the mean intercept for
a given target-RF distance window were obtained by averaging
(across neurons) the fitted values obtained for each neuron for
that particular target—RF distance window. The mean slope is
significantly >0 for the bin centered at a target—RF distance of
10° (mean slope = 0.12; p = 0.005, ¢ test for deviation from 0),
but not for bins centered at 5° (mean slope = 0.07; p = 0.1593,
t test for deviation from 0). From here on, the mean slope
relating Fano factor to mean spike count systematically in-
creases with target—RF distance until 35° (Fig. 44; p < 0.005
for all target—RF distances, f test for deviation from 0). This
effect is accompanied by a reduction in the intercept with
target—RF distance (Fig. 4B), as is also illustrated by the single-
neuron example showing Fano factor versus mean spike count
plots for two different target—RF distance windows (Fig. 4C).
The mean intercept, because it describes the limit of the Fano
factor as spike count approaches 0, is a measure of the baseline
Fano factor. The increase in slope (Fig. 4A4) and the reduction
in intercept (Fig. 4B) from 10° to 35° is statistically significant
in the population (p < 0.0001, Friedman’s test; n = 71 neu-
rons that had at least three locations in each target window).
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Figure 4. Target—RF distance interacts with spike rate in a multiplicative manner to affect the Fano factor (FF) in the
surround. A, B, Regressing Fano factor on mean spike rate in different target—RF distance windows gives a slope (4) that
increases and an intercept (B) that decreases with the distance of the target from the RF center (for targets at least 10° away
from the RF center). 4, B, Slopes and intercepts as a function of target—RF distance calculated in partially overlapping 10°
target—RF distance windows, centered at 5° intervals from 5° to 30° away from the RF center. The final window included
only locations >35° away from the RF center. The dotted line is derived by averaging (across neurons) the predicted slope
() and intercept (B) at each target—RF distance using a single linear multiple-regression model with a multiplicative
interaction between spike rate and distance for all saccade target locations at least 10° from the RF center. Error bars
represent SEM. Variations of both slope and intercept with distance (solid lines) are statistically significant (Friedman’s
test, p << 0.0001). C, Single-neuron example of relationship of Fano factor versus mean spike count with superimposed
regression line for target locations between 5° and 15° (blue) and between 25° and 35° (black) from the RF center. D,
Relationship of Fano factor versus mean spike count for different target—RF distances from 10° to 30° (in steps of 5°), based
on the average parameters of the general linear model in the population (solid lines) and the individual regressions for each
target—RF distance window (dotted lines). The range of mean spike count values for each line comes from the mean
10-90% range of mean spike count values in the population for target—RF distance windows extending 5° above and
below the value for the line. E, F, Identical to A and B respectively, except that the Fano factor was calculated over the entire
500 ms predistractor epoch.
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dows (Fig. 4 A, B, dotted lines). The results
of this analysis thereby resolve the para-
dox by revealing the nature of the interac-
tion between target-RF distance and
mean spike count in determining the
Fano factor: larger target-RF distances
lead to larger slopes and smaller intercepts
for the Fano factor versus spike count re-
lationship. To further illustrate this, we
calculated the average slope and intercept
parameters across all neurons for each tar-
get-RF distance window based on both
the general linear model (Fig. 4D, solid
lines) as well as the individual regressions
within each target-RF distance window
(Fig. 4D, dotted lines), and then plotted
the predicted relationship between Fano
factor and mean spike count based on
these averages.

Our results were also not dependent
on our choice of a 100 ms measurement
window: we show the similar results that
were obtained when calculating the Fano
factor over the entire 500 ms predistractor
epoch (Fig. 4E,F; Friedman’s test, p =
0.0001 for both slope and intercept plots;
n = 71 neurons). The Fano factor calcu-
lated in this manner is expected to be
larger than that of the Fano factor calcu-
lated as the average of the component
windows due to autocorrelation and frac-
tal fluctuations in the spike train, as has
been shown for other brain areas (Teich et
al., 1997; Averbeck and Lee, 2003). Con-
sistent with that expectation, the Fano fac-
tor for the entire predistractor epoch is
larger, but also highly correlated with the
measure we used here based on non-
overlapping 100 ms windows (mean *
SEM difference = 1.30 % 0.11; linear re-
gression for entire epoch vs 100 ms win-
dows, both averaged across all target
locations: mean = SEM slope = 2.2 *
0.21; mean * SEM intercept = —0.6 =
0.34; 7> = 0.62; n = 72 neurons). Further,
all the results we presented above (the de-
pendence of Fano factor on target—RF dis-
tance and mean spike count, as well as the
multiplicative interaction between these
two factors) remain true (with expected

The increase in slope and the reduction in intercept with tar-
get—RF distance (Fig. 4A, B) appear to be linear starting from 10°
away from the RF center. We therefore predicted that a simple
general linear model with a multiplicative interaction between
spike count and distance could capture the observed Fano factor
dependencies on target—RF distance and mean spike count, as
follows: F = a;M + a,D + asMD + a,, where a, to a, to are the
coefficients. We performed such a regression for saccade target
locations lying 10° and beyond from the RF center, and predicted
the variation in slope with distance in Figure 4A as a, + a;D and
the variation in intercept with distance in Figure 4B as a, + a,.
Consistent with our prediction, the predicted variation agrees
well with the actual variation measured in different distance win-

quantitative differences) when recomputed using the Fano factor
and mean spike count for the entire predistractor epoch at once.

Increasing expected reward has different effects on the Fano
factor and mean spike rate

We previously showed that increasing motivation by signaling a
larger expected absolute reward on a subset of trials enhances the
mean spike rate of neurons representing the saccade target and
suppresses the distractor response of neurons whose RFs lie fur-
ther away relative to trials in which a low reward is signaled
(Falkner et al., 2010). Since neuronal variability can critically
impact the effect of motivation on the LIP representation, we
used the same dataset to examine the effects of increased motiva-
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Figure5.  Increasing motivation via expected reward has a differing (push—pull) effect on mean spike rate for target and distractor responses but reduces Fano factor globally. 4, Timing (left) and schematic
(right) of visually guided saccade task with variable reward. B—E, The PSTHs (B, €) and PSTFs (D, E) show data for large rewards in red and for small rewards in blue. Datain B, D, and F (left column) from target
in RF, distractorin surround task condition, and datain €, £, and G from target in surround and distractor in RF task condition. B, €, Population average PSTHs of the spike rate (15 ms non-overlapping bins) show
thatincreasing expected reward increases the mean target-response and decreases the mean distractor response. The left and right graphs in each panel show data aligned to distractor onset and saccade onset,
respectively; the left graphs replicate a plot in Falkner et al. (2010) and are reproduced with permission. D, E, Corresponding PSTFs for the Fano factor, however, show a reduction in Fano factor when a larger
reward is expected, independent of target location. Gray bar at bottom denotes time window for scatter-plot computation (F, G). PSTFs and PSTHs are as in Figure 1C. F, G, Scatter plot of data from each neuron
(calculated as an average of non-overlapping 100 ms windows from 400 ms before to 500 ms after distractor onset, marked in gray in B—E) shows a significant decrease in Fano factor with increased motivation
for both conditions (F:p = 0.0008, n = 38; G: p = 0.0030, n = 46; signed-rank test). One point in F (x-axis, 3.10; y-axis, 4.51) and G (x-axis, 4.91; y-axis, 3.36) was omitted from the display for better visibility.
Right panelsin Fand G shows normalized frequency polygons of spike counts for two-example neurons with data from the small (blue) and large (red) reward conditions for each neuron, using the entire analysis
window. With larger expected reward, for the neuronsin the upper and lower plots, the Fano factor was reduced from 5.29t0 2.37 and 7.12 to 5.41 (target in RF) and from 2.78 to 1.99 and 5.42 to 4.26 (distractor
in RF), respectively.
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tion on the Fano factor. The task (cued reward task; Fig. 5A) was
a variant of the target-mapping task where either the saccade
target appeared in the RF and the distractor at a single location in
the suppressive surround (Fig. 5B,D,F) or vice versa (Fig.
5C, E, G). These two conditions were tested in separate blocks. On
randomly interleaved trials within each block, the saccade target
color indicated either a large reward or a small reward on success-
ful trial completion: monkeys learned the color associations rap-
idly during the first few trials of the session (Falkner et al., 2010).
Increasing the expected reward enhances the response to the sac-
cade target and decreases the response to the distractor in a
“push—pull” manner (as reported earlier; Fig. 5B, C, population
PSTHs). During the delay period (400 ms before to 500 ms after
distractor onset), the spike rate increased, with a larger expected
reward when the target was in the RF (median increase = 5.08
spikes/s; p < 0.0001, signed-rank test; n = 38) and with a smaller
expected reward when the distractor was in the RF (median in-
crease = 2.46 spikes/s; p = 0.0011, signed-rank test; n = 46). In
clear contrast, increased motivation decreased the Fano factor
independent of whether the target or the distractor was in the
neuron’s RF, as indicated by the average population PSTFs (Fig.
5D, target; Fig. 5E, distractor in RF) and confirmed by the pair-
wise comparisons of Fano factors averaged during the delay pe-
riod in the large- and small-reward conditions with a target in the
RF (Fig. 5F; median decrease = 0.37, p = 0.0008, signed-rank
test; n = 38) and a distractor in the RF (Fig. 5G; median de-
crease = 0.16, p = 0.0030, signed-rank test; n = 46). Single-
neuron examples for each condition (Fig. 5F, G, right) further
illustrate this by exhibiting the spike count distributions for
small- and large-reward trials. Together, these data suggest that
increasing motivation via reward has a global effect on variability,
reducing Fano factor at widely separated locations on LIP’s map.
These results also further corroborate the increasing body of ev-
idence indicating that changes in Fano factor can occur without
concurrent variations in spike rate. Specifically, during the pre-
distractor epoch when the distractor was in the RF, the mean
spike rate did not change significantly with increased expected
reward (median increase = 0.54 spikes/s; p = 0.8313, signed-
rank test; n = 46), but the Fano factor decreased with in-
creased expected reward in the same epoch (median
decrease = 0.19; p = 0.0004, signed-rank test; n = 46).

A negative-binomial model fit captures the effects of expected
reward on the spike count distribution

Our description until now has focused on the mean and the Fano
factor as summary statistics for the observed spike count distri-
butions under different conditions. Characterizing the changes
in the full spike count distribution, even using a purely phenom-
enological model, could prove very useful for several reasons. For
example, it can justify the use of the mean and the Fano factor as
summary statistics, allow the exploration of the statistical conse-
quences of the observed changes for encoding and decoding, and
enable productive comparisons between candidate generative
models and neural data. The scatter plots (Fig. 5F, G) show that
the Fano factors in our data are all generally well above 1 (pro-
portion of neurons with Fano factor =1: with target in RF, small
reward = 100%, large reward = 89.5%; with distractor in RF,
small reward = 95.7%, large reward = 93.5%). The preponder-
ance of values =1 indicates that the spike counts are overdis-
persed compared with the expectation based on the standard
Poisson distribution for spike counts. A standard way to capture
such overdispersion is to use a negative-binomial model. This
model is characterized by a shape parameter, k, and a scale pa-
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rameter, 6, and these parameters can be estimated directly from
the mean (k6) and the Fano factor (6 + 1), thereby fully charac-
terizing the model. The negative-binomial model is a plausible
phenomenological model for overdispersed spike counts because
there are at least two candidate generative models that can pro-
duce it, based on trial-by-trial variations in the mean firing rate of
the neuron (a doubly stochastic process; Churchland et al., 2011)
or variations in burst occurrence probability and size (see Discus-
sion). In the first scenario, if the negative-binomial measure
proved to capture the data well, then the measure variance —
mean (equal to k0?) would be equal to the variance of conditional
expectation measure that has been used in recent publications
(Churchland et al., 2011; Marcos et al., 2013): this measure char-
acterizes the variability in the trial-by-trial input to a Poisson
process by subtracting out the variability due to the Poisson pro-
cess itself from the total variability. In our data, increasing ex-
pected reward led to reductions in this measure as well, just as it
did for the Fano factor, both with the target in RF (median de-
crease = 9.74; p = 0.0052, signed-rank test; n = 38) and with the
distractor in RF (median decrease = 4.98; p = 0.0064, signed-
rank test; n = 46).

To examine whether the negative-binomial model could be
used to characterize our data, we fitted a negative-binomial
model with shape parameter k and scale parameter 6 to the data
from the small- and large-reward conditions from each neuron
where the variance was greater than or equal to the mean for both
large and small expected rewards and there were at least 10 trials
per condition. This restriction reduced the number of neurons to
35 (from 38) and 40 (from 46) for the target in RF and distractor
in RF conditions, respectively. Since the model applies to the full
distribution of spike counts across trials and therefore cap-
tures variations in the mean spike count and Fano factor si-
multaneously, we chose epochs where the differences in mean
spike rate with expected reward did not vary substantially
across time (400 ms before to 500 ms after distractor onset for
the target in RF condition, and 470 ms before to 30 ms after
distractor onset for the distractor condition) and found that
the model captured the observed distributions; using a x>
goodness-of-fit test, only 4 of 70 fits for the target in RF con-
dition and 1 of 80 fits for the distractor in RF condition were
significantly rejected at the 0.05 level (using the Benjamini-
Hochberg false discovery rate correction).

To visualize the adequacy of the fit, we used the following
procedure: we counted the number of spikes on each trial within
the epoch of interest to construct the distribution of spikes across
trials (note that this is different from the averages across non-
overlapping 100 ms bins within the epoch of interest that we
mostly used until now). We then made the assumption that the
neuronal responses were independent from each other and across
trials. With this assumption, even though we did not record si-
multaneously from every neuron in our dataset, we could analyze
the data as if we had done so, and the mean of the responses from
one randomly drawn trial each from every neuron could be used
to approximate the mean spike count on a given trial across the
population of recorded neurons. Repeating this mean calculation
many times allowed us to estimate the full distribution of mean
spike counts averaged across the population of recorded neurons.
To test the model’s ability to fit the data, we used the real recorded
data to randomly sample the single-trial response from each neu-
ron (Fig. 6, solid lines), and we simulated the single-trial response
using each neuron’s best-fitting negative-binomial distribution
(Fig. 6, dotted lines). The close agreement between the solid and
dotted lines in Figure 6 indicates that the model adequately cap-



16126 - ). Neurosci., October 9, 2013 - 33(41):16117-16130

tures the true distribution of the recorded A
data. For one such comparison after 25,000
repetitions, a Kolmogorov—Smirnoff test
between the distributions estimated using
the real data and the model-based simulated
data did not reveal a significant difference
for either the large- or small-reward con-
ditions with the target or the distractor in
the RF (all p > 0.1). However, the distri-
butions for the high- and low-reward con-
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ditions were very significantly different
from each other, with either the target or
the distractor in the RF (p < 0.0001). C
To further quantify the differences be-
tween the high and low reward condition
distributions, we examined how the ef-
fects in the cued reward task translated to
variations in k and 6 parameters of the
fitted negative-binomial distributions. In
the negative-binomial model, M = k6,
V =kO + k6> and F = 1 + 6. Thus, an
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increase in Fano factor should correspond 0
to an increase in 0, while an increase in the -20
mean can come about through an increase
in either k or 6 or in both. Consistent with
this expectation, with the target in the RF,
the scale parameter 0, estimated for both
small- and large-reward conditions in
each neuron, decreased significantly with
larger expected reward (median de-
crease = 1.38; p = 0.0228, signed-rank
test; n = 35), while the shape parameter k
increased significantly with larger ex-
pected reward (median increase = 5.06;
p = 0.0001, signed-rank test; n = 35).
Similarly, with the distractor in the RF, 6
again decreased significantly with larger
expected reward (median decrease =
0.56; p = 0.0040, signed-rank test; n = 40), while k increased
significantly with larger expected reward (median increase =
1.20; p = 0.0005, signed-rank test; n = 40). As a reference, the
baseline median values in the small-reward condition were as
follows: 6 = 4.06 and k = 8.48 with the target in RF; = 1.71 and
k = 3.45 with the distractor in RF. The larger parameter values
with the target in RF reflect the larger width of the analysis
window used in this condition.

Finally, using the same epoch used for the model fitting, we
also analyzed whether reductions in Fano factor with increasing
expected reward arise via a reduction in spike count variance or
an increase in spike count mean. When the target is in the RF, the
statistically significant decrease in Fano factor with increased ex-
pected reward (median decrease = 1.02; p = 0.0324, signed-rank
test; n = 38) results from a statistically significant increase in the
mean spike count (median increase = 4.59; p < 0.0001, signed-
rank test; n = 38) without any significant change in variance
(median decrease = 7.58; p = 0.4209, signed-rank test; n = 38);
this is especially visible in the centered distribution in Figure 6D,
where the distributions of the mean spike count for the small-
and large-reward conditions appear to be superimposed after the
mean is subtracted out. We emphasize though that the expecta-
tion based on a Poisson (or near-Poisson) count model is that the
variance should increase in proportion to the mean, and there-
fore, one could equally well view the reduction in Fano via an

T g 0 T T Y
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Mean spike count (all neurons)

Figure6.  Anegative-binomial modelfit captures the effects of expected reward on the spike count distribution. A-D, Blue and
red indicate small and large rewards, respectively. Solid lines are frequency polygons of the distribution of mean spike count across
all recorded neurons (n = 35 neurons with target in RF in Aand C; n = 40 neurons with distractor in RF in B and D; only neurons
with variance greater than or equal to the mean and at least 10 trials for both large and small reward conditions are included): one
randomly chosen trial from each neuron was used to compute a mean spike count, and the distribution of the mean spike count was
estimated by repeating the process 25,000 times. Dotted lines (appearing almost superimposed on the solid ones) are similar,
except that the sum was calculated by randomly drawing one count from the best-fitting negative-binomial model to each
neuron’s distribution rather than from the dataitself; vertical lines in A and B indicate the theoretical means of these distributions.
Cand D show the data from A and B after subtracting the mean to center the distributions. Spikes were counted in the epoch from
400 ms before to 500 ms after distractor onset for the target in RF condition (4, €), and from 470 ms before to 30 ms after distractor
onset for the distractor in RF condition (B, D).

increase in mean (with near-constant variance on average) as a
reduction in variance below that expected on the basis of the
Poisson model. In contrast, for the distractor in RF condition, the
reduction in Fano factor with increased expected reward (median
decrease = 0.56; p = 0.0078, signed-rank test; n = 46) appears to
mainly be a result of a marginally statistically insignificant reduc-
tion in variance (median decrease = 2.94; p = 0.0795, signed-
rank test; n = 46) rather than a change in the mean spike count
(median decrease = 0.25; p = 0.8313, signed-rank test; n = 46).

Relationship to burstiness and regularity

The negative-binomial model may emerge either from across-
trial variations in the mean firing rate of a Poisson process or
from variations in the properties of bursts in the spike train. We
used the spike trains from the epochs used for the model fitting
above to examine whether insight could be gained into the influ-
ence of burstiness and the regularity of interspike intervals on the
Fano factor patterns we report here. The BRI (Compte et al.,
2003; Anderson et al., 2011; see Materials and Methods) did not
differ significantly across the four conditions (target in RF and
distractor in RF with small and large reward) and had a mean
value of 0.22 (SEM = 0.02). This value is clearly significantly >0,
but well below the thresholds for burstiness (1 and 2) used in the
previous studies, indicating a consistent but only slight level of
burstiness in LIP responses under these conditions. The BRI is
correlated with the Fano factor after controlling for firing rate,



Falkner et al. ® Fano Factor in the LIP Priority Map

both with the distractor in RF (partial correlations: small reward,
r=10.51, p = 0.0004; large reward, r = 0.64, p < 0.0001) and with
the target in RF (small reward, r = 0.48, p = 0.0029; large reward,
r = 0.36, p = 0.0306). Further, the change in Fano factor with
expected reward is correlated with the accompanying change in
BRI with the target in RF (partial correlation after factoring out
the change in firing rate, r = 0.45, p = 0.005) and marginally so
with the distractor in RF (partial correlation, r = 0.27, p =
0.0767). The data suggest that there may be a small level of bursti-
ness in LIP responses (consistent with Maimon and Assad, 2009),
and this burstiness can be correlated with the Fano factor.

We also examined the irregularity in the interspike intervals
within the same epoch using two measures of the coefficient of
variation that try to account for within-trial and across-trial vari-
ations in firing rate: CV2 (Holt et al., 1996); and CV (Softky and
Koch, 1993). The mean values for these two measures were close
to 1, which is the expected value for a Poisson process, and there
were only small differences between them across the four condi-
tions (CV: mean = SEM = 0.99 * 0.02; CV2: mean = SEM =
1.02 = 0.01). A similar value is obtained (mean = SEM = 1.03 =
0.02) using a modified version of CV that only analyzed firing
rates between 10 and 40 Hz, consistent with a previous report of
LIP responses using this measure (Maimon and Assad, 2009).
Fitting a gamma distribution to the rate-parsed interspike inter-
vals (Softky and Koch, 1993; Maimon and Assad, 2009) indicated
that spike trains were regular, with a median value of the shape
parameter (2.05) that is significantly >1 (p < 0.0001) and is
comparable to that in the previous report on LIP (1.95). This is
important because one potential explanation for the linearly in-
creasing relationship between the mean and the Fano factor in the
target-mapping data relies on the presence of irregularity in the
spike train, with values for the shape parameter <1 (Nawrotetal.,
2008; see Discussion). We did not find any significant relation-
ships between CV2 and the Fano factor, or in the changes in these
measures with expected reward, even after controlling for the
effects of mean firing rate (all p > 0.05).

Assessing the fit of the general linear model using

the negative-binomial model

The negative-binomial model not only fits the spike count distri-
butions in the cued reward dataset but can also capture the linear
relationship between the mean spike count and the Fano factor
seen in the target-mapping data (Lindén and Méntyniemi, 2011;
see Discussion). Because of the small number of trials for each
target location in the target-mapping task, we did not attempt to
estimate the best-fitting parameters of the negative-binomial
model for this dataset because such estimates based on small
samples can be severely affected by estimation bias, and well de-
veloped methods to overcome this bias do not exist at the mo-
ment. We, however, used the model to get an idea of how well the
multiplicative general linear model fit the observed data. While
the general linear model appears to extract the correct slopes and
intercepts on average and capture the trends in the population
(Fig. 4), it only explained a relatively small proportion of the
variance for each neuron (mean + SEM r? = 0.18 = 0.02). How-
ever, this must be evaluated in the light of the relatively few num-
ber of trials at each target—RF distance and the variability inherent
in neuronal spiking, which would both limit the r? values even if
the data truly emerged from the model and the only variability in
the data comes from the stochasticity inherent in the model. To
account for these factors, we calculated the r2 values that one
could expect if the negative-binomial model really held true. We
estimated the parameters of the best-fitting negative-binomial
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distribution for each target location from the slope and intercept
value for that target—-RF distance indicated by the general linear
model (see Materials and Methods). Across all neurons and tar-
get—RF distances (>5°), 77.2% had a variance greater than or
equal to the mean. We performed the estimation for 68 of the 72
neurons that showed a variance greater than or equal to the mean
for at least half the target locations, allowing valid negative-
binomial parameters to be estimated (even if they were biased).
We then simulated the same number of trials as in the data for
each target location using the parameters estimated above and
repeated this process 500 times to calculate a distribution for the
r? value that would emerge if the data were really generated from
the proposed model. We could then estimate the (one-tailed)
p value that an 2 value as small as that in the actual data could
emerge from the simulated model; this value is clearly nonsignif-
icant (mean = SEM p = 0.62 * 0.03; n = 68 neurons). In none of
the neurons is p < 0.025 (indicating that the model r* value was
significantly less than the data r* value), and in only three of the
neurons is p > 0.975 (indicating that the model 7 is significantly
greater than the data r?). This proportion is consistent with
chance and strongly suggests that the apparently low r* values are
due to the small number of trials and not to the inefficacy of the
general linear model.

Behavioral significance of the Fano factor for saccades

Prior reports from other brain areas have indicated that the Fano
factor in the dorsal premotor cortex, FEF, and V4 (Churchland et
al., 2006; Steinmetz and Moore, 2010; Chang et al., 2012) is asso-
ciated with changes in behavioral response time. Such an effect is
also visible in our cued reward data. We showed previously that
increases in expected reward are associated with significantly
shorter latency saccades on correct trials as well as a decreased
proportion of saccades toward the distractor, and these behav-
ioral effects are accompanied by changes in mean spike rate
(Falkner et al., 2010) as well as the reduction in Fano factor that
we have shown above. However, within each reward condition
(large or small expected reward), we did not find a significant
difference in the Fano factors for trials with saccades with laten-
cies shorter or longer than the median. We reasoned that such an
effect might be more detectable in the data from a memory-
guided saccade task (Fig. 7A, B) where saccadic latencies are typ-
ically longer and more variable compared with the visually
guided saccade task. We examined the Fano factor (Fig. 7C,E)
and mean spike rate (Fig. 7D) when the monkey made a memory-
guided saccade to a single remembered location in the suppres-
sive surround. The task timing was identical to that in the cued
reward task, and a flashed distractor was presented at the RF
center. We found that the Fano factor was larger for trials with
saccades with longer latencies (greater than the median) to-
ward the surround (population PSTF: Fig. 7E; median increase
during the 200 ms period before the disappearance of the
fixation point (the go-cue) = 0.32; p = 0.0247, signed-rank
test; n = 39). However, the mean spike rate during this epoch
was not significantly different between these two sets of trials
(population PSTH: Fig. 7D; median increase = 0.60; p =
0.1391, signed-rank test; n = 39).

Discussion

We show that the Fano factor in LIP is maximally reduced for
neurons representing the saccade goal. The reduction in Fano
factor becomes smaller as the saccade target moves away from the
RF. This creates a variability valley in the LIP priority map at the
location of the saccade goal in addition to the well known peak in
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mean spike rate. The broad extent over which the variability de-
crease is observed reconfirms the broad-ranging nature of the LIP
surround. The Fano factor increases more sharply with mean
spike count for neurons with RF centers farther away from the
saccade target, consistent with a multiplicative interaction be-
tween target—RF distance and spike count. The Fano factor is
behaviorally significant: increasing expected reward leads to both
a reduced Fano factor as well as shorter saccade latencies and
fewer distractor-directed erroneous saccades; and memory-
guided saccade trials culminating in longer-latency saccades are
associated with larger Fano factors in neurons representing the
surround.

Our results are consistent with the hypothesis that changes in
Fano factor reflect both stimulus and behavioral engagement in
LIP. This hypothesis is also suggested by recent findings showing
that sensory stimulation in many cortical areas (Churchland et
al., 2010; Oram, 2011), as well as attention in V4 (Mitchell et al.,
2007; Cohen and Maunsell, 2009) and task engagement in the
prefrontal cortex (Hussar and Pasternak, 2010), reduce the Fano
factor. Neurons whose RFs overlap the target and have the lowest
Fano factors are defined as being the most engaged by the stim-
ulus. Similarly, increases in motivation or arousal correspond to
increased behavioral engagement in the cued reward task and
memory-guided saccade to surround task, as evidenced by
shorter saccade latencies, and are accompanied by reductions in
Fano factor. Moreover, while both stimulus and behavioral en-
gagement can have a variety of effects on mean spike rate (in-
crease, decrease, or no change), they appear to consistently
reduce the Fano factor.

Our data do not indicate a specific biophysical basis for the
Fano factor reductions. We speculate, extending the work of

Churchland et al. (2010), that engagement may reflect the
strength of inputs received by the neuron in the task, such that the
excitatory and inhibitory inputs received by each neuron coun-
teract each other when determining the mean spike count but act
in concordance to reduce the Fano factor. Farther targets reduce
the Fano factor less because they evoke less input to the recorded
LIP neurons. Visual input (as in the target-mapping task), and
modulatory top-down input (as in the cued reward and memory-
guided saccade tasks) may both act via this mechanism to reduce
the Fano factor from the level set by ongoing activity in the brain.
The reduction in variability may result from the interaction be-
tween external stimulus drive and internal dynamics in neuronal
networks (Rajan et al., 2010; Litwin-Kumar and Doiron, 2012) or
changes in input spike synchrony (Sripati and Johnson, 2006).
However, recent reports indicate that recurrent excitatory inputs
that may be responsible for maintained delay-period activity or
attentional allocation in FEF may not lead to Fano factor reduc-
tions (Chang et al., 2012; Purcell et al., 2012).

Relationship of Fano factor to mean spike count:
interpretation based on the negative-binomial model

Our data show that Fano factors are well above 1 and increase
linearly with the mean spike count at a given target—RF distance.
Both these effects represent deviations from the basic Poisson
model, where the Fano factor is always 1. Both these deviations
can be captured by a negative-binomial model, which is an ex-
tension of the Poisson model that is commonly used to model
overdispersion. This extension may be justified in the following
two ways (Boswell and Patil, 1970). (1) If the mean spike count on
each trial for a Poisson process is sampled randomly from a
gamma distribution with parameters k and 6, then the resultant
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distribution of spike counts across trials will be a negative-
binomial with the same k and 6 parameters. This approach based
on trial-by-trial variations in firing rate has been used before to
characterize Fano factors >1 in hippocampal neurons (Olypher
et al., 2002) and recently in LIP itself to differentiate between
different models of decision making (Shadlen and Newsome,
1998; Churchland et al., 2011). Specifically, this interpretation is
conceptually similar to that in Churchland et al. (2011), but is
more specific in that it requires a Poisson counting process with a
gamma-distributed mean spike count on each trial and can,
therefore, predict the full distribution of spike counts. In con-
trast, the approach of Churchland et al. (2011) restricts itself to
estimating the variance of the mixing distribution up to an un-
known offset value that depends on spike count, assuming only a
quasi-Poisson counting process (with an unknown proportion-
ality constant) whose mean rate varies from trial to trial. (2) A
Poisson process where each event is a burst rather than a spike,
and the number of spikes within a burst is distributed according
to a logarithmic distribution leads to a negative-binomial distri-
bution of spike counts. We find evidence for a small degree of
burstiness in LIP, consistent with the work of Maimon and Assad
(2009), and interactions between burstiness and Fano factor have
been reported before from the forebrain nucleus of a songbird
(Kao et al., 2008). However, differentiating between these two
generating models is nontrivial, and is beyond the scope of our
dataset and analyses.

Using the negative-binomial model, the linear relationship
that we observe between F and M in the target-mapping task at a
fixed target—RF distance (F = aM + b; Fig. 4) can be captured
very naturally. When 6 varies while k remains constant, and thus
all the variation in mean spike count comes from the variation in
0, the measured Fano factor varies linearly with mean spike count
with a slope of 1/k and an intercept of 1; a similar situation is
obtained even when k and 6 remain constant and the mean spike
count and Fano factor vary due to sampling variation. More gen-
erally, if the shape parameter k and the scale parameter 6 vary in
a correlated manner such that 6 = aM + b — 1 = Foyeqi0n — |
and k = M/6 (Lindén and Mintyniemi, 2011), then the Fano
factor varies linearly with the mean spike count with a possibly
nonzero intercept. Using this model, within each target—RF dis-
tance zone (Fig. 4), the scale parameter 6 therefore behaves sim-
ilarly to the Fano factor and increases steadily with target-RF
distance, while k decreases with target-RF distance if the mean
spike count remains constant. In the cued reward task, when the
monkey expects a larger reward, 6 decreases and k increases both
when the target is in the RF and when the distractor is in the RF
(since the Fano factor goes down in both cases but the spike rate
either goes up or stays unchanged). In the two interpretations
discussed above, these variations in the mean and Fano factor
with target-RF distance and motivation then correspond to ei-
ther variations in the shape and scale of the gamma function or to
variations in the rate of burst occurrence and the distribution of
the number of spikes within a burst.

In principle, an alternative explanation for the linear relation-
ship between the Fano factor and mean spike count could emerge
from a combination of the short (up to 500 ms long) measure-
ment windows combined with a spike train process that is sub-
stantially more irregular than a Poisson process (Nawrot et al.,
2008). However, our own measurements, as well as prior reports
of regular “pulse-like” firing in LIP neurons (Maimon and Assad,
2009), suggest that LIP spike trains may, if anything, be more
regular than a Poisson process, and so the necessary assumptions
for this explanation may not hold. The explanation based on the
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negative-binomial model appears to be more satisfactory because
this model provides a good fit to the data from the cued reward
task. In addition, other deviations from a Poisson process (like
interspike interval correlations) may also have currently unchar-
acterized effects on spike count variability. However, the effects
we observe are clearly not the result of refractory-period-related
changes, since such changes would lead to reductions of Fano
factor with increasing spike rate.

Our results provide a starting framework to understand the
previously observed unsystematic relationships between spike
rate and Fano factor in different brain areas: prior analyses have
primarily restricted themselves to attempting to control for the
influence of spike rate by comparing Fano factors for neurons
with matched spike rates (Churchland et al., 2010). Our results
add to the literature indicating that the Fano factor reveals infor-
mation additional to that in the mean spike rate (Churchland et
al., 2010; Hussar and Pasternak, 2010; Steinmetz and Moore,
2010). Changes in across-trial variability have been reported to
correlate with aging (Garrett et al., 2010) and with the presence of
autism (Dinstein et al., 2012) in human fMRI recordings.

Implications for LIP priority map

We find an extended spatial gradient of Fano factor surrounding
the saccade target during a visually guided saccade task. The
broad-ranging LIP spatial surround can then not only sharpen
the priority map by suppressing mean spike rates, but can also
improve priority map precision by reducing the Fano factor (Par-
adiso, 1988). Even the reduced variability in response to distrac-
tor onset could contribute to improve filtering of the distractor.
The association in our data between saccade latency to the sur-
round and the Fano factor suggests that the variability of re-
sponses in neurons whose RFs surround the target may have
functional consequences for behavior (Steinmetz and Moore,
2010). Our findings provide a clear target for network models of
priority map representations.
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