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Abstract
A polarizable force field of saturated phosphatidylcholine-containing lipids based on the classical
Drude oscillator model is optimized and used in molecular dynamics simulations of bilayer and
monolayer membranes. The hierarchical parameterization strategy involves the optimization of
parameters for small molecules representative of lipid functional groups, followed by their
application in larger model compounds and full lipids. The polar head group is based on molecular
ions tetramethyl ammonium and dimethyl phosphate, the esterified glycerol backbone is based on
methyl acetate, and the aliphatic lipid hydrocarbon tails are based on linear alkanes. Parameters,
optimized to best represent a collection of gas and liquid properties for these compounds, are
assembled into a complete model of dipalmitoylphosphatidylcholine (DPPC) lipids that is tested
against the experimental properties of bilayer and monolayer membranes. The polarizable model
yields average structural properties that are in broad accord with experimental data. The area per
lipid of the model is 60 Å2, slightly smaller than the experimental value of 63 Å2. The order
parameters from nuclear magnetic resonance deuterium quadrupolar splitting measures, the
electron density profile, and the monolayer dipole potential are in reasonable agreement with
experimental data, and with the non-polarizable CHARMM C36 lipid force field.
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1 INTRODUCTION
Classical molecular dynamics (MD) simulations based on detailed atomic models represent
a powerful approach to understand complex biomolecular systems. To obtain meaningful
results from such simulations, however, using an accurate molecular mechanical force field
(FF) is of paramount importance. The most commonly used biomolecular force fields
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approximate the complex quantum mechanical (QM) Born-Oppenheimer energy surface
governing the interaction between molecules with simple analytical functions.1–8

Electrostatic interactions are modeled on the basis of simple point charges with fixed
constant values optimized to mimic the average interaction between molecules in different
environments.9 These fixed charged models are thus designed to account for induced
polarization in a mean-field average way. In real molecules, however, the electron density is
not static but must respond to the local electric fields. and the accuracy of fixed charge
models becomes questionable in complex heterogeneous systems.

These issues take on a special importance in the case of biological membranes, where the
molecular environment undergoes dramatic variations over microscopic length-scales.
Within a distance of 10–15 Å corresponding to the polar head group region of a
phospholipid bilayer membrane, the environment shifts from the high dielectric of bulk
water to the low dielectric non-polar hydrocarbon core at the membrane interior. This
complexity poses a particular challenge to models that employ fixed atomic charges. For
instance, it is expected that the molecular dipole of a water molecule changes from a value
close to the gas phase dipole (|μ|=1.8 Debye), in the electrostatically non-polar core of a
membrane, to a dipole that is enhanced in magnitude (2.5 < |μ| < 3.0 Debye), in the bulk
water region. Such a trend is ignored in fixed charge models, where the dipole is constrained
at a value that reflects a mean bulk water-like environment. Furthermore, the dielectric
response of the non-polar hydrocarbon region is not expected to be well represented by fixed
charge models. While an effective mean charge distribution can be an acceptable
approximation in regions where the dielectric response is dominated by the re-orientation of
permanent dipoles, as it is in bulk water, it is a poor approximation in regions where the
dielectric response is dominated by electronic polarization, as for non-polar hydrocarbons.
The local dielectric constant of the hydrocarbon core of a membrane, which should have a
value of about 2,10,11 is about 1 in fixed charge models. The lack of induced polarization in
fixed charge models of hydrocarbons has a significant impact on the dipole potential at the
membrane water interface, a property that strongly affects the permeation of charged
species.12 In such models the dipole potential is approximately twice as large as that
determined from experiment.

To improve the accuracy of MD simulations of biological membrane systems, we have
developed and parameterized a polarizable FF for phospholipid molecules based on the
classical Drude oscillator model.11,13 The chemical environment of a biological membrane
is complex, which makes teasing out and attributing the various energetic contributions to
specific terms in the FF a challenge. A reasonable strategy to determine the optimal
parameters of the FF is to focus on the properties of small compounds that are representative
of the various functional groups in a phospholipid. High level QM calculations can be used
to probe interactions in the gas phase, while experimental measurements of thermodynamic,
transport, and dielectric properties of pure substances can be used to infer energetic
contributions to interactions in condensed phase environments. The larger molecule is then
constructed from a set of well-characterized building blocks. In addition to simplifying the
parameterization procedure, this strategy makes it possible to increase the transferability of
the resulting FF. For phosphatidylcholine lipids, alkane molecules are used to model the
aliphatic tails, ester molecules to model the esterified glycerol backbone, and the molecular
ions of ammonium and phosphate model the head group. The protocol for the
parameterization of the ester group of molecules and larger model compounds used to
determine parameters that interface between functional groups will be discussed in detail,
while the parameterization for the alkane models and molecular ions will be briefly
summarized below.
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A complete polarizable model of dipalmitoylphosphatidylcholine (1,2-dipalmitoyl-sn-
glycero-3-phosphocholine), or DPPC, is assembled and used to carry out MD simulations of
solvated bilayer and monolayer membranes. DPPC, one of the most extensively studied
components of biological membranes, is an ideal benchmark system to assess the new
polarizable FF. The results from the simulations are then compared against those from the
CHARMM C36 model,2 which is perhaps the most accurate non-polarizable lipid FF
currently available. The average structure of the membrane model is assessed by comparing
to the experimentally determined area per lipid, bilayer thickness and monolayer surface
tension. Measurements of the electron density profile and NMR order parameters are used to
probe bilayer structure in greater detail. The electrostatics of the model are compared to
measurements of the interface potential of a lipid monolayer spread on an air-water
interface.

2 PARAMETERIZATION METHODOLOGY
The basic strategy used to determine the parameters for the Drude phospholipid model is
illustrated schematically in Figure 1: (A) parameters are determined for small molecule
analogs of the functional groups that constitute the macromolecule; (B) larger model
compounds are then used to determine parameters associated with intra-molecular degrees
of freedom that lie at the interface between functional groups; and (C) MD simulations of
the DPPC bilayer and monolayer are used to test the model.

For all small molecules, the parameters were optimized using reference gas phase QM data
via a grid search in parameter space and validated against available experimental data. QM
data are calculated with QCHEM14 or the Gaussian 03/09 suite of programs.15,16 To
perform QM computations efficiently without compromising accuracy, different levels of
theory and basis set are chosen depending on the application. The MP2/6-31G(d) level
provides a sufficient degree of accuracy in the optimization of gas phase geometries for
neutral molecules and cations,17 whereas the MP2/6-31+G* level is used for anions. For
each small molecules, all possible minimum energy rotamer configurations for the molecule
are identified with CHARMM starting with an initial set of guess values for torsion
parameters12 and reasonable sets of dihedral angle values about the central bond of the
torsion. QM geometry optimizations starting with the set of unique FF rotamer
configurations are performed and the set of distinct QM rotamer configurations are used in
parameter optimization. The MP2/aug-cc-pVTZ single point energy is calculated for each
resulting QM optimized rotamer configuration.

2.1 Electrostatic parameters
Electronic polarization effects are incorporated in the model by the addition of classical
Drude oscillators.18 In this model, a mobile auxiliary charged particle is attached by a
harmonic spring to a given atom. A charge of opposite sign is assigned to the atom and the
electroneutral pair forms a classical Drude oscillator able to polarize in response to an
external field. For each particle i, the model comprises core atomic charges, q(i), that are
associated with the unpolarized charge distribution of the molecule, as well as the charges

associated with the electro-neutral oscillators, i.e., the Drude charges,  (on the nucleus)

and  (on the auxiliary Drude particle). In the current model, Drude oscillators are only

added to heavy atoms (non-hydrogen) with the positive end  anchored to the atomic
site. The total potential energy associated with the Drude oscillators has the form„

(1)
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where Uelec is the sum over all Coulombic interactions between core charges q(i) located at

, and the Drude charges  and  are located at  and  respectively. The
displacement vector for the Drude particle with respect to the parent nucleus is defined as

, with a magnitude of . The contribution Uself, is the self-energy of the
Drude oscillators, which may take the form of isotropic or anisotropic harmonic restraints.
Most atoms are approximated to be isotropically polarizable. In this case, the Drude

oscillators are treated as harmonic springs with the following self-energy (1/2) ,
where KD is the spring constant for the Drude oscillator. For atomic sites bearing lone pairs,
such as oxygen, the core charge is restrained to off-atom virtual sites and the atomic
polarizability is anisotropic. To model this, an anisotropic Drude oscillator is employed for

such atoms, and its self-energy is given by (1/2) , where the force constant
tensor KD is diagonal in a local reference frame that is fixed with respect to the parent
molecular group. In the spirit of the Born-Oppenheimer approximation, the Drude particles
associated with the electronic polarization can be relaxed to their energy minimum for any
given nuclear configuration. The result is an equilibrium between the force of the Drude
spring in the local frame and the electrostatic force from the total external electric field. This
condition can be written in a form analogous to the self-consistent field (SCF) treatment for
atomic point dipoles. In practice, the SCF treatment is computationally prohibitive and an
extended Lagrangian scheme with a dual-thermostat is used to propagate the dynamics.13

Greater detail regarding the potential function used is provided in references.13,19 The non-
electrostatic portion of the potential function has been discussed elsewhere.1

As in standard fixed charge FFs, the interactions between core charges corresponding to 1–2
(neighbor) and 1–3 (next-neighbor) pairs are subsumed by explicit bonding terms in the
potential energy, Uint, and necessarily excluded from the electrostatic energy. Similarly, the
interactions of the Drude oscillators with core charges are excluded for 1–2 and 1–3 pairs,
though Coulomb interactions between Drude oscillators (i.e., dipole-dipole interactions)
corresponding to 1–2 and 1–3 atom pairs are included but shielded by a damping function
Sij(rij). The general form of the shielding function used in this work is,20

(2)

where rij is the distance between the particles forming the Drude-nucleus oscillators, αi is
the trace of the atomic polarizability tensor and ai are the Thole damping parameters that
modulate the shielding strength of Sij. The interactions involving all core charges and all
Drude oscillators are included without shielding for all 1–4 pairs and beyond.

A critical feature in the development of a polarizable model is determining appropriate
parameters to describe the atomic polarizability. In the current model, atomic polarizabilities
are assumed to be independent of their environment. However, studies of the dispersion
properties in crystals21–24 and electronic structure calculations25 have found a significant
environmental impact on the atomic polarizabilities of halides. Studies have also found
evidence for similar environmental effects on the polarizability of water.26 A possible
explanation for these observations argues that electron repulsion between neighboring
molecules in the condensed phase can impede the electronic response of a molecule,
effectively reducing the molecular polarizability relative to the gas phase. The implication
for the development of an optimal polarizable FF is to seek values that capture the effective
response in a dense liquid-like environment as the target data. This is justified because the
simulation of aqueous solvated biomolecules is ultimately the system of primary interest.
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To determine electrostatic parameters, a map of the electrostatic potential (ESP) that
surrounds a molecule is evaluated on a set of specified grid points using QM
calculations.19,27,28 The lowest energy rotamer of the molecule is typically used for
constructing the ESP maps. To measure the electronic response of the molecule a series of
perturbed maps of the ESP are computed by placing a single +0.5e test charge at a set of
chemically relevant positions around the molecule. The same calculations are repeated using
the Drude model, restricting the force constant tensor of each oscillator to be isotropic.
Optimal parameters are chosen to minimize the difference between the unperturbed and
perturbed ESP maps from the QM and FF models according to:

(3)

where {q, α, a} are the set of core charges, Drude polarizability, and atom-based Thole
damping parameters that define the electrostatic potential energy of the model. An additional

restraint, , is used to ensure that the optimized parameters do not deviate appreciably from
chemically significant values. Lone pair positions are chosen based on the local QM ESP in
the vicinity of the lone pair and further optimized based on interactions of the respective
model compounds with water. Details of the restrained fitting scheme employed here can be
found in Anisimov et al.28 and Harder et al.27

Density-functional theory provides an efficient means of evaluating the electrostatic
potential maps used to fit electrostatic parameters of the Drude model.28,29 The QM
electrostatic potential calculations are evaluated using the B3LYP functional30,31 and the
aug-cc-pVDZ basis set, a combination that has been shown to give good agreement with
molecular polarizabilities and gas phase dipole moments.28 The electrostatic parameter
fitting of the FF was carried out using a modified version of the FITCHARGE module in
CHARMM.32

2.2 Lennard-Jones parameters
The Lennard-Jones (LJ) parameters of the non-polarizable CHARMM FF33 were used as an
initial guess for the parameters of the Drude model for molecular ions. A set of models,
generated on a grid in the LJ parameter space, are selected based on their agreement with the
QM gas phase interaction data. Interaction energies and distances between the model
compound and either a rare gas atom or a water molecule are used as initial target data. The
gas phase interaction data between the ion and water is typically found to be sufficient to
determine appropriate LJ parameters. The hydration free energy of the molecular ions serves
as a test of the model validity in the condensed phase, and may be used as additional target
data for final adjustment of the LJ parameters if necessary.

In the present work, final QM interaction energies are computed at the MP2/6-311+G(3df,
2p) level which includes additional polarization and diffuse functions to ensure a faithful
polarization response. Interaction energies are evaluated as the difference between the
energy of the complex and the respective monomers and include the removal of basis set
superposition error.34 An exception is made for interactions dominated by dispersion effects,
where a higher level of theory and larger basis set become necessary. Interactions between
the model compound and rare gas atoms are therefore evaluated at the MP3/6-311++G(3d,
3p) level without the correction for basis set superposition.35 Optimized interaction energies
and distances between the model compound and individual water molecules or rare gas
atoms are obtained by scanning the energy along selected intermolecular distance
coordinates. The geometry of the molecule is held fixed at the QM optimized conformation
and the water molecule is held fixed at the experimental gas phase geometry.
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For the esters, the LJ parameters are optimized by varying the parameters and simulation of
the bulk liquid. For each parameter set, the molar volume (Vm) is calculated from the
volume of the constant pressure simulation box per molecule. The enthalpy of vaporization
is calculated from the average change in energy upon formation of the dense system,

(4)

where 〈U〉liq and 〈U〉vap are the average energies for the bulk liquid and the gas phase. The
static dielectric constant is computed from,36

(5)

where the system dipole, , corresponds to a unit cell containing N molecular
dipoles at an average volume 〈V〉 and temperature T. The infinite frequency dielectric
response, ε∞, is calculated from,

(6)

where 〈⋯〉f indicates an average over induced-dipole fluctuations only. The average is
obtained from Drude oscillators moving according to Langevin dynamics at a temperature T
with all nuclei frozen in configurations extracted from MD simulations.

The agreement between experimental and simulation estimates for the liquid molecular
volume, the enthalpy of vaporization and dielectric constant are used to select the best set of
LJ parameters. The ability to reproduce the crystal lattice is also tested to further verify the
validity of the model. In the case of esters, pair specific interactions (NBFIX)37 with water
are quantified using QM minimum energy ester-water dimer configurations that sample the
important hydrogen bonding environments around the two ester oxygen atoms and the
corresponding energies. For the ester carbonyl oxygen atom, a cone with lateral height of 3
Å is defined with the carbonyl oxygen atom at the vertex and the carbonyl vector, pointing
towards the carbonyl oxygen atom, defines the axis passing through the center of the cones
base. Water oxygen atoms are placed on the base of this cone such that the angle subtended
between nearest neighbor water oxygen atoms and the base center is 10°. One hydrogen
atom per water molecule is oriented along the straight line joining the water and carbonyl
oxygen atoms. The second hydrogen atom of water is oriented randomly. For the ether
oxygen of the ester molecules, a cone with lateral height of 3 Å is defined with the ether
oxygen at the vertex and the line from the vertex bisecting the C-O-C reflex angle defines
the axis of the cone. Water molecules are placed on the base of this cone analogous to the
case of the carbonyl oxygen atom. Starting with these 72 dimer configurations, full QM
geometry minimizations are performed using the MP2/6-31G* basis set. The unique QM
minimum energy dimer configurations are identified and single point energies are calculated
at the MP2/aug-cc-pVTZ level of theory. The same procedure is repeated for all rotamers of
the ester molecule that have energies within 10 kcal/mol of the rotamer global energy
minimum.

The NBFIX parameter optimization was started with an initial set of parameters
corresponding to the Lorentz-Berthelot combination rules. For each QM dimer

configuration, m, the set of distances  between atom i of water and heavy atom j of

the ester molecule was calculated. The QM pair interaction energy, , is also calculated.
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Starting with the m’th QM dimer configuration, the FF was used to minimize the dimer

energy. The set of distances  and pair interaction energy  are calculated
analogously for the FF minimum energy configuration. The NBFIX parameters are
optimized by minimizing the following objective function

(7)

where λ1 = 10−6. In practice, an additional harmonic restraint is placed to prevent the
NBFIX parameters from drifting more than 0.1 from the reference parameters obtained
using the Lorentz-Berthelot mixing rules.

2.3 Intra-molecular parameters
Using the non-bonded parameters and electrostatic model, equilibrium internal bonded term
parameters were optimized against crystal data from a survey1 of the Cambridge Crystal
Data Bank.38 Bonded term force constants were optimized against QM calculations of the
vibrational spectra. Vibrational spectra were computed at the MP2/6-31G(d) level with a
scale factor of 0.943439 in the parameterization of intra-molecular bond force constants.
Analysis of the vibrational spectra was performed with the MOLVIB module40 in
CHARMM using the internal coordinate assignment suggested by Pulay.41

2.4 Dihedral parameters
Parameters associated with torsional degrees of freedom were optimized against one
dimensional relaxed potential energy scans as well as rotamer energies in order to balance
the local and global QM target data. Starting from the global minimum or a rotamer
configuration with energy within 5 kcal/mol from the global minimum, QM relaxed
potential energy scans were performed using Gaussian 0916 for torsions involving non-
hydrogen atoms only. Thus, for a molecule with N such torsions, N − 1 are kept fixed while
one dihedral angle was scanned from −180 to 180° in increments of 10°. All configurations
during the scans are extracted and single point energy calculations at the MP2/aug-cc-pVTZ
level of theory are performed. For each configuration, i, obtained from each scan, the torsion
parameters are set to zero and the FF energy from the non-torsional degrees of freedom,

, is calculated. The QM energies, , are shifted such that the global minimum energy
configuration has zero energy. For torsion parameter optimization, the following objective
function was defined:

(8)

where  is a normalization constant, V0 is a global energy scale shift
factor, the subscript R and S correspond to rotamer and scan configurations,

 and , the index i runs over the total number of
configurations from the scans, the index j runs over all rotamers for the molecule, and

(9)

where Ndist is the number of distinct torsions based on the atom types with each having a
unique set of parameters, Nrep(m) is the number of distinct dihedral angles of type m in the

Chowdhary et al. Page 7

J Phys Chem B. Author manuscript; available in PMC 2014 August 08.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



molecule, and Nk is the maximum allowed multiplicity in the series expansion. FF torsion
parameters of the Drude model are adjusted to give the best agreement between the QM and
FF data from the scans and rotamers by minimizing the objective function. When using pre-
optimized parameters from other molecules, they are excluded from the optimization
although their contribution to the objective function is included.

3 COMPUTATIONAL DETAILS
All molecular dynamics (MD) simulations were performed with the programs CHARMM32

or NAMD42,43 which have been recently extended to support the Drude force field. The
electrostatic degrees of freedom are minimized at the outset of the simulation and
propagated dynamically along with the nuclei using a special dual-thermostat to keep the
Drude oscillators at a low temperature.13 For appropriately chosen kinetic variables so-
called extended Lagrangian simulations provide an accurate and efficient alternative to a
self-consistent field solution at each time step of the simulation.13,44 A mass of 0.4 amu is
typically added to the free end of the Drude oscillator and subtracted from the reference
heavy atom. Although the Drude oscillator dynamics has been shown to be approximately
adiabatic with this choice of mass45 they are coupled to an additional thermostat at a
temperature T* of 1 K.

CHARMM utilizes dual Nosé-Hoover thermostats, one each for the nucleus and Drude-
nucleus pairs, and Anderson-Hoover barostat46,47 to control the temperature and pressure of
the bulk system.13 Temperature in the monomer simulations was controlled by a Langevin
thermostat.48 A modified velocity-Verlet algorithm is used to integrate the equations of
motion48 and the SHAKE/Roll and RATTLE/Roll procedure49,50 was used to constrain
covalent bonds to hydrogens. Periodic boundary conditions were used in all liquid
simulations. A particle mesh approximation to the Ewald sum with “tin foil" boundary
conditions is used to evaluate the Coulombic interactions in the liquid simulations51 with a
real space cutoff of 12 Å, an Ewald splitting parameter of 0.34 Å−1 a grid spacing of about
1.0 Å and a 6th order interpolation of the charge to the grid. A potential switching function
between 10–12 Å is used for the LJ potential and a long range correction to the energy and
pressure from the LJ potential is included.48 NAMD on the other hand utilizes a dual-
Langevin thermostat43 and the Brünger-Brooks-Karplus method52 to integrate the Langevin
equation for bulk simulations. The equations of motion are integrated with a 1 fs time step.
All liquid simulations are performed at 1 atm.

Neat liquid simulations of systems containing 216 molecules were performed at 298 K and 1
atm. Simulations are run for 150 ps and data is collected over the last 100 ps except for
methyl acetate for which the simulation was run for a total of 2.5 ns. The dielectric constant
is evaluated from the average of 5 independent simulations. The hydration free energies
were computed from a box containing 211, 118, and 120 water molecules and one molecule
of methyl acetate, dimethyl phosphate and tetramethyl ammonium, respectively. The
dispersive and repulsive contributions to the free energy were split using Weeks-Chandler
Andersen decomposition of the LJ energy.53 The electrostatic and dispersive contributions
were evaluated by thermodynamic integration. The integration was partitioned into 10
windows and performed using the trapezoid rule. The repulsive part of the free energy was
evaluated from free energy perturbation using a protocol discussed elsewhere.54,55 Averages
in the free energy calculations were taken from the last 250 ps of a 500 ps simulation for
each window. An isotropic long range correction to the free energy is included.48 Error bars
for the free energy were estimated from a block average of three 500 ps simulations.48

Simulations of the DPPC bilayer membranes consisted of 72 DPPC molecules, 36 per
membrane leaflet, and 2189 water molecules. The simulations were started from a pre-
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equilibrated configuration from a C36 simulation of the DPPC bilayer that was graciously
provided by Dr. Jeff Klauda. The membrane lies in the (x,y) plane with the normal to the
interface along the z-direction. The simulation temperature was selected to be 323 K and
initial Boltzmann distributed velocities were assigned randomly by NAMD using an initial
seed for the random number generator. The temperature of the Drude oscillator was fixed at
1 K and a reflective hard-wall constraint was used to impose a maximum distance of 0.3 Å
between the Drude particle and its parent atom; details are presented in Appendix 7. The
simulations used a time step of 1 fs and all interactions were calculated at every time step.
Periodic boundary conditions were applied along the three principal directions. Isotropic
long range corrections to the energy and pressure for the LJ interactions were included as a
simple approximation to the full correction in NAMD.

A total of three simulations starting with the same configuration but different initial
velocities were performed with NAMD in the NPT ensemble for the Drude FF. In these
simulations, the polarizable water model SWM4 based on the Drude FF was used.45 For
comparison, one additional simulation was carried out using NAMD for the non-polarizable
C36 FF.2 In this simulation, the non-polarizable water model TIP3P was used.56 An
important point worth noting here is that the Drude model uses potential-switching for
handling pair interactions, unlike the C36 additive model which uses force-switching2

instead. For all NPT bilayer simulations, the system was equilibrated for 25 ns and
configurations were saved for analysis every 1 ps from the next 25 ns of the simulation.

The starting configuration used for the NPT simulations was also selected for constant area
simulations of the Drude bilayer in the NPNAT ensemble with area per lipid fixed at 62 and
64 Å2. The system was equilibrated for 25 ns and the trajectory over the next 25 ns of the
simulation was saved for analysis. The configuration at the end of 25 ns for the 62 Å2 area
simulation was selected for a 1 ns initial simulation at an area of 61 Å2. The resulting
configuration was used for a 50 ns simulation of a bilayer with area of 60 Å2. The
configuration at the end of 1 ns of this simulation was used as the starting point for a 1 ns
constant area simulation with area of 59 Å2. The final configuration was used for the 50 ns
bilayer simulations at an area of 58 Å2. The starting configuration for the simulation at the
constant area of 66 Å2 was generated in a similar stepwise manner starting with the
configuration at the end of the 25 ns trajectory for the 64 Å2 simulation. Thus, a total of five
constant area simulations were performed in the NPNAT ensemble for the Drude FF for 50
ns. Two 50 ns simulations using the C36 FF were also performed each at an area of 62 and
64 Å2.

Initial configurations for monolayer-water system were constructed from the final
configurations obtained from the NPNAT simulations for the appropriate area. The air-
monolayer-water-monolayer-air system is constructed by translating the bilayer leaflets and
extending the unit cell along the membrane normal to 250 Å. Consequently, the number of
DPPC and water molecules is the same as for the bilayer simulation. A total of five
monolayer NVT simulations were performed at areas of 58, 60, 62, 64 and 66 Å2. The final
configuration of the monolayer simulation with area of 62 Å2 was selected and all DPPC
molecules removed. The resulting water slab with 2189 molecules was used for a 75 ns
NVT simulation of the air-water interface. Periodic boundary conditions were applied for all
DPPC monolayer and air-water interface simulations.

4 RESULTS AND DISCUSSION
The parameter optimization and validation in the present study builds up from models of
small molecules that correspond to small molecular fragments of DPPC. These molecular
fragments were then linked to create larger model compounds for which the FF parameters,
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related to molecular connectivities between the smaller model compounds, were
supplemented. This stage of the optimization largely focused on torsion parameters. The
final stage of the process involved creation of the full lipid FF followed by testing it in
simulations of monolayers and bilayers. Results from this stage of the parameterization fed
back into the small model aspect of the process when unsatisfactory results were obtained in
the case of the bilayer simulations. Central to the overall quality of the FF is a proper
treatment of the non-bonded aspect of the model. In lieu of more direct quantitative
assessments of effective molecular polarizabilities in condensed phase environments, we
have chosen an approach that employs bulk liquid properties to make empirical adjustments
to the model polarizabilities.19,37,55,57–59

Previous experience with the C36 FF indicates that the methyl acetate (MAS) moiety is a
critical element in the lipid model. Therefore, a number of polarizable models of MAS with
the same electrostatic parameters but different LJ parameters were tested. The final model is
determined by considering the enthalpy of vaporization, molecular volume and dielectric
constant of the neat liquid as well as reproduction of the crystal lattice. For the molecular
ions the polarizabilities were determined based on a recent study of atomic ions with a
polarizable model based on Drude oscillators.60 This study found atomic polarizabilities for
cations that are approximately equal to the gas phase value and a polarizability that is scaled
down by 30% for anions gave hydration free energies that are in good agreement with
experiment.

4.1 Model compounds and force field parameters
4.1.1 Alkanes—Parameters for the hydrocarbon tails of the lipid molecules are taken from
the parameterization of a polarizable Drude model for alkane molecules.10 The molecular
polarizability of the isolated molecules and the dielectric constants of the condensed phases,
calculated as part of the present study, are summarized in Table 1 for ethane and butane.
Alkane molecules are non-polar and properties such as the density and enthalpy of
vaporization of uniform neat alkane liquids are more sensitive to dispersion effects
associated with the LJ terms then the electrostatic parameters of the model. Though
polarization effects do not manifest to a significant degree in the marginal field environment
that comprise alkane liquids, the molecular polarizability of alkane molecules is
significant.10 Because alkanes lack a permanent dipole, the dielectric permittivity of neat
liquid alkanes is almost entirely due to the electronic polarization response. The molecular
polarizability is well represented by the current Drude alkane FF as is the dielectric constant
of the liquid.10

The hydrocarbon torsion parameters lead to overall good agreement between QM and FF
torsion surfaces. In view of the importance of the relative population of trans-gauche
configurations in the DPPC hydrocarbon tail for membrane properties, we revisited the
agreement between QM and FF torsion surfaces. The 1-D potential energy scan for the C-C-
C-C torsion of an isolated n-heptane molecule based on the original torsion parameters is
shown in Figure 2. The FF was found to overestimate the energy of the gauche conformation
by 0.1 kcal/mol, as compared to the QM scan. To improve the agreement between FF and
QM 1-D scans, the torsion parameters were modified. The 1-D scan resulting from this
modification is also presented in Figure 2 for comparison with the original FF and QM data.
The agreement between the gauche energy is now improved, while the trans-gauche barrier
height is minimally affected. Heptane rotamer energies61 were also found to be in slightly
better overall agreement with QM energies.

4.1.2 Dimethylphosphate and tetramethylammonium—Parameters for the
phosphate portion of the phosphatidylcholine head group are based on a Drude model of the
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dimethylphosphate anion (DMP) and summarized in the Supporting information. The
electronic properties of the DMP model are presented in Table 2. The model polarizability
of 7.8 Å3 is smaller than the QM value of 10.6 Å3. The underestimation of the gas phase
molecular polarizability is consistent with the renormalized atomic polarizabilities used in
the parameterization of polarizable halide models.60,62 The positive moiety of the
phosphatidylcholine head group is based on the parameterization of the tetramethyl
ammonium cation (TMA) and optimized FF parameters are included in the Supporting
information. The electronic properties of the TMA model are presented in Table 2. The
molecular polarizability shown in Table 2, agrees well with the QM value. This is consistent
with a recent parameterization of polarizable cationic atoms that base the model atomic
polarizability on the gas phase polarizability of the ion.60,62

4.1.3 Esters—Ester compounds serve as the analogs of the esterified link to the glycerol
backbone. Parameters for the Drude ester model are based on a detailed parameterization of
MAS. Electrostatic parameters are determined by following the procedure discussed in
Section 2. The QM and FF electrostatic potential data used to fit the parameters are
computed for a monomer of MAS that is fixed in the QM optimized trans conformation
which is the predominant conformation found in lipid structures. The electrostatic
parameters were fitted directly to the gas phase QM data. The resulting dipole moment and
polarizability are presented in Table 3 and are in good agreement with the reference QM
values. The fitted Drude model electrostatic parameters are provided in the Supporting
Information.

The LJ parameters for the polarizable Drude FF for N-methyl acetamide (NMA) and ethers
are used as the initial guess for MAS about which a grid search in LJ parameter space is
performed. The methyl LJ parameters and the Rmin for the carbonyl oxygen are kept fixed at
the NMA values. LJ parameter sets for all other atoms are constructed about the origin such
that Emin varies by ±0.05 kcal/mol and Rmin varies by ±0.05 Å for a total of 243 grid points
including the origin. For each grid point, condensed phase simulations are performed for the
gas phase and neat liquid to finalize the ester LJ parameters for the Drude FF.

The results for Vm and Hvap are plotted in Figure 3. Each point corresponds to a different
combination of LJ parameters. The enthalpy varies monotonically but nonlinearly with the
molecular volume over the range of LJ parameter variation. Overall, decreasing the volume
brings molecules closer together in the liquid and increases attractive interactions leading to
a larger enthalpy. From the set of LJ parameters, those which give molar volume and
enthalpy of vaporization within 2% of the experimental values of 132.7 Å3 63 and −7.8 kcal/
mol,64 respectively, is selected for further analysis.

To aid in selecting an appropriate LJ parameter set, the dielectric constant of liquid MAS is
computed for the selected models. Dielectric properties provide a sensitive measure of the
condensed phase electrostatic behavior of a molecule and can help discriminate between the
different LJ parameter sets. For each model short-listed based on Vm and Hvap values, the
dielectric constant is calculated and the results summarized in the Supporting information.
The model with dielectric constant closest to the experimental value of 6.765 was selected as
the MAS model. Both the static and infinite frequency dielectric constants of the models are
summarized in Table 4. The infinite frequency response (ε∞) is due to the polarization of
electron densities and is therefore directly sensitive to the effective electronic polarizability
of the molecules in the condensed phase. The static dielectric constant is sensitive to both
the size of the individual molecular dipoles that comprise the liquid and their orientational
correlation.66 Because the dielectric constant in the model is slightly overestimated in the
model, the implication is that the dipole moment or the orientational correlations must be

Chowdhary et al. Page 11

J Phys Chem B. Author manuscript; available in PMC 2014 August 08.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



enhanced compared to experiment. Finally, the stability of the methyl acetate crystal for the
optimal model is verified and the data is presented in the Supporting Information.

The quality of the MAS model is further tested by transferring the parameters to the
following esters : ethyl acetate, methyl propionate, methyl butyrate and isopropyl acetate.
The enthalpy of vaporization and molar volumes for these bulk liquids from simulations and
experiments are presented in Table 5. The agreement is satisfactory for all the properties
presented, further justifying the application of the parameters based on MAS to the lipid.

With the optimized LJ parameters for MAS, using the Lorentz-Berthelot for the water/MAS
interactions leads to a hydration free energy of −6.2 kcal/mol, a value significantly more
favorable than the experimental value of −3.4 kcal/mol.67 To improve the hydration
behavior of MAS, for the cis- and trans-rotamers of MAS, minimum interaction energies
and distances were obtained via full QM geometry optimizations for MAS-water dimers, as
depicted in Fig. 4. The NBFIX parameters were optimized by matching the FF and QM
dimer configurations as well as energies. The energies for the optimized FF and QM
configurations are presented in Table 6. The overall agreement is better for the cis rotamer
of MAS than the trans rotamer. For the trans-MAS rotamer, the contribution of some dimer
configurations to the error in reproducing the QM dimer energies is significant. This may be
ascribed to the QM dimer configurations not corresponding to a local minimum energy
configuration or due to a deficiency in the FF. The overall root mean squared error for all
rotamers is 0.51. The resulting NBFIX parameters were then utilized in the hydration free
energy calculation for MAS and lead to a value of −3.7 kcal/mol, which is in satisfactory
agreement with the experimental value. The final set of LJ and NBFIX parameters are
presented in the Supporting Information.

4.2 Optimization of the dihedrals parameters
Parameters for the Drude FF associated with the torsional degrees of freedom found in the
phospholipid but not encompassed by the small molecule compounds are determined in this
stage of the parameterization. To determine the appropriate parameters, three larger
compounds that contain the relevant degrees of freedom associated with combining the
smaller model compounds are now examined. Again, QM computations of conformational
energies are used to provide the fundamental target data used to calibrate the parameters.
The three compounds, which are illustrated in section B of Figure 1, include propylene
glycol diacetate, a compound representative of the esterified glycerol backbone region of the
lipid that will be referred to as “GLYC”, and propylene glycol diacetate phosphate, a model
compound that encompasses the glycerol backbone region as well as the phosphate group
that will be referred to as “GLYP”, and finally phosphatidylcholine, a model compound of
the phosphatidyl choline head group that will be referred to as “PC”.

A full sampling of the conformational space of torsions would be extremely challenging,
even for the GLYC, GLYP and PC compounds as they each contain 5, 9 and 5 rotatable
bonds, respectively. The torsions specifically examined here are labeled in Figures 5, 6 and
7, respectively. Additional scans of the dihedral angles are not shown in these figures, but
are used in the parameter optimization.

Prior to the torsion optimization for these compounds, we optimize the torsions for all the
esters. For the GLYC compound, the targeted torsions are β1, θ4 and γ1. (The dihedral angle
nomenclature for DPPC is used throughout and summarized in the Supporting information.)
A rotamer search identified twenty six distinct QM rotameric states that comprise the GLYC
model. For the global minimum configuration, the additional ester torsions, β2 and γ2, are in
the approximately trans state as observed experimentally due to the large energy barrier to
rotation associated with these degrees of freedom. The energy profiles from the QM model
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are shown in Figure 5 along with the best fit FF energy profiles and the agreement between
the two is good.

The model compound GLYP, shown in Figure 1, is used to parameterize the θ1 and α1
dihedrals of the lipid. In total, nine dihedrals characterize the conformational states of
GLYP. Dihedrals for β1, θ4 and γ1 corresponding to the 26 rotamers of GLYC and the global
energy minimum of DMP (gauche-gauche) are fixed and a rotamer search performed for the
remaining two angles. QM optimizations were carried out for a total of 297 rotameric states
and the quality of agreement between FF and QM energies is included in the Supplementary
Information. Using a rotamer with energy about 5 kcal/mol above the global minimum,
relaxed potential energy profiles are constructed to determine the barrier heights for the θ1
and α1 degrees of freedom. Dihedral parameters for the Drude model are refined to give the
best agreement with this QM data and the optimized 1D profiles are presented in Figure 6.
The overall agreement between QM and FF profiles for α1 is good but for θ1, some notable
difference in the shape of both the minima and maxima are apparent. Additional
optimization of these dihedral parameters alone did not improve the overall quality of the
fits and given the quality of the final DPPC model in mono- and bilayer simulations
additional adjustments were not deemed necessary.

A model of the phosphatidylcholine head group (PC) is illustrated in Figure 1 and is used to
determine parameters for dihedral potentials associated with the α4 and α5 torsions that
modulate the conformational flexibility of the head group. Once again dihedral parameters
are optimized against 1D energy profiles and rotamers. Figure 7 shows the relaxed potential
energy scans for α4 and α5 starting with a low energy rotamer obtained from the QM data
along with the surface from the final Drude model. Clearly, the position of the minima as
well as the low energy part of the scans are well reproduced although the agreement of the
barriers is less ideal.

4.3 DPPC bilayer simulations
4.3.1 Scattering data—The overall structure of the lipid bilayer from simulations can be
validated against experiments by comparing the form factor which is measured through X-
ray and neutron scattering experiments. The form factor is related to the average electron
density profile, ρ(z), via a Fourier transform

(10)

where d is the length of the unit cell perpendicular to the bilayer and ρW is the electron
density of pure water.

In recent work, the average structure of the DPPC bilayer was resolved and modeled by a
simultaneous analysis of Neutron and X-ray scattering experiments by Kucerka et al.68 The
Scattering Density Profiles (SDP) model of Kucerka et al.68 partitions the electron density of
the bilayer system into contributions from the aliphatic methyl (CH3), aliphatic methylene
(CH2), carbonyl and glycerol (CG), phosphate and CH2CH2N (PCN), and the three methyl
groups of Choline (CholCH3). A Gaussian functional form is assigned to the volume
probability distribution for all components, except for water and CH2. The hydrocarbon
volume probability distribution is fit to an error function and the CH2 distribution can be
extracted from the difference between the hydrocarbon distribution and the Gaussian
aliphatic methyl distribution. The water probability distribution function is deduced
indirectly by subtracting the total volume probability arising from the lipid components from
unity throughout the system. The parameters for the different volume probability were
obtained by fitting the form factors and are listed in Ref.68 The total electron density profile
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of the SDP model was calculated from the volume probability distribution function and
transformed numerically to obtain the experimental form factor. In Figure 8, the form factor
calculated from the total electron density profile calculated from the simulations are
presented along with experimental data. There is good overall agreement between the Drude
FF and experimental form factors. The Drude model appears to be slightly better than the
C36 FF in reproducing the position of the peaks in |F(q)|.

The availability of analytic functional forms and appropriate parameters in the SDP model
for the five lipid components makes it possible to perform a detailed comparison of the
electron density profiles for each lipid component calculated from simulations with
experiments. All electron density profiles are presented in Figure 9. Both Drude and C36
FFs capture the general features of the electron density profile, which has peaks in the
region of the lipid head groups and has a minimum in the center of the membrane. Deviation
of the simulated form factor from experimental data are quantified with mean quadratic
differences, χ2. The value of χ2 is 0.02 and 0.01 for the Drude and C36 FFs, respectively.
Thus, the electron density profile from the Drude FF is in good agreement with experimental
results, while the C36 FF is slightly better. For a more quantitative comparison between the
FF and experimental data, it would be useful to compare the simulated form factor with the
raw experimental data instead of the analytic fit. However, given the good quality of the fit
to the experimental data at small wavelengths, small differences between the fit and
experimental data are not expected to significantly compromise the overall comparison of
bilayer structure in simulations with the real system. Furthermore, the large scatter in
experimental data at large wavelengths makes a comparison with the simulation data
difficult.

For the DPPC components, the Drude FF performs quite well for CH3, PCN and CholCH3.
The peak in the CH2 electron density is slightly shifted towards the glycerol region
compared to the experimentally resolved distribution. The CG electron density profile shows
a corresponding shift towards the water phase although the peak height and width of the
distribution compares well with experiments. Overall, the Drude FF leads to a bilayer with
total electron density profile in good agreement with experimental data. For comparison, the
C36 FF leads to good agreement for the CH3, CH2 and CholCH3 components. The CG and
PCN peaks are broader and slightly shifted with respect to the experimental data as reported
in Ref.2 The experimental data suggests penetration of water up to the glycerol region, but
we do not see this for the Drude and C36 FFs since the finite size of the simulation box
effectively reduces the interface undulations of the bilayer that could allow for this extra
hydration to be visible in the SDP model.

4.3.2 Membrane Volume, Area per Lipid, and Surface Tension—The volume
occupied by a membrane provides a coarse measure of its structure. For single component
bilayers this structure can be expressed on volume per lipid basis (VL) that can be further
decomposed into a per lipid area (A) and a membrane thickness (D) per leaflet. The bilayer
volume and its components are sensitive to the interfacial surface tension which can be
expressed as a function of the normal (PN) and transverse (PT) components of the pressure
tensor,69

(11)

The surface tension so obtained is on a per leaflet basis. Because the system is axially
symmetric, it adopts a constant normal pressure that is equal to the external pressure in the
environment (1 atm). In contrast, the transverse pressure is functionally dependent on the
depth along the bilayer normal. Roughly speaking the transverse pressure consists of
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contracting forces due to the hydrophobic effect at the interface between water and the
membrane core which is balanced by inter-lipid interactions within the membrane.70 In
equilibrium, these opposing forces balance such that the integrated transverse pressure is
equal to PN and the surface tension vanishes. As such the tension free volume components
of a FF model provide a measure of accuracy for the balance of molecular forces along the
bilayer normal.

The volume occupied by a lipid molecule in a bilayer is experimentally well characterized
and has an accepted value of 1229 Å3.68 We determine the equilibrium volume of the
system from the NPT simulations using the lipid Drude and C36 FFs starting with an area/
lipid of about 62.5 Å2 using NAMD. The average total volume (VT) of the simulation box is
calculated from the box dimensions. Using the average density of SWM445 and TIP3 water
models,56 the volume of a cubic box containing 2189 water molecules, VW, is calculated.
The volume per lipid molecule is then estimated as VL = (VT − VW) /NL where NL = 72 is
the number of lipid molecules in our system. The volume data from experiment and
simulations are presented in Table 7. The Drude FF overestimates the lipid volume by an
amount smaller than the volume occupied by a water molecule (about 30 Å3). For
comparison, the C36 FF slightly underestimates the lipid volume with respect to
experimental data. The Drude bilayers VL is clearly in better agreement with experiments
than the C36 model.

A measure of the bilayer thickness is the Luzzatti thickness (LB), which corresponds to the
distance between the Gibbs dividing surface for water on either side of the bilayer. The
experimentally accepted value is 39.1 Å.68 The position of the Gibbs surface is identified
from the Drude and C36 model volume probability distribution for water as described in
Ref.68 and the resulting values of LB are included in Table 7. The C36 model accurately
reproduces the Luzzatti thickness whereas the Drude model overestimates it.

Based on the lipid volume and Luzzatti thickness, the SDP model estimates an area per lipid,
A0, from A0 = 2VL/LB. The experimental value for A0 from Drude and C36 FFs are
presented in Table 7. The Drude FF leads to lead to an A0 value smaller that the
experimental value of about 62.78. In comparison, to this, the C36 FF leads to better
agreement between A0 and experimental area of the bilayer. Of course, in simulations, it is
straightforward to estimate the per lipid area (A) of the bilayer from the lateral box
dimension. Shown in Figure 10 is the evolution of the area per lipid for the C36 FF as a
function of simulation time. The reference experimental value is in the range 62–64
Å2.68,71,72 Consistent with the previously reported bilayer simulations with the C36 FF,2 the
area per lipid stabilizes at approximately 62.8 Å2. Figure 10 includes the area per lipid for
the Drude FF from three independent simulations. On average, the bilayer area stabilizes to
a value approximately equal to 60 Å2, which is in reasonable agreement with experimental
values. The stability of the bilayer was further verified by extending the simulation time to
150 ns and this data is presented in the Supporting Information. Taking into consideration
finite size affects73 the Drude FF leads to a bilayer area of about 62 Å2, which is in good
agreement with experimental estimates. For both the Drude and C36 FFs, A0 slightly
exceeds A, but the difference is larger by at about 1.1 Å3 for the Drude FF. This discrepancy
highlights a possible limitation of using A0 as the correct area per lipid, or using the volume
of the bulk simulation box for water for determining VL or some shortcoming in the Drude
FF.

Another way of validating the value of A is by noting that the equilibrium area per lipid in
the NPT ensemble is the area at which the surface tension vanishes, i.e., a zero-surface
tension simulation. It is possible to confirm the accuracy of the NPT simulations by
calculating the surface tension from constant area NPANT simulations, with the area per
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lipid ranging from 58 to 66 Å2. The estimated surface tension values are presented in Table
8. The zero surface tension area per lipid can be identified as lying between 58 and 60 Å2 for
the Drude FF.

4.3.3 NMR data—Measurements of the quadrupolar splitting of the resonance signal of H2

nuclei can provides a detailed probe of bilayer structure. In the liquid crystalline phase the
conformations of lipid molecules are axially averaged on the time scale of the experiment
and the splitting frequency depends functionally on the angle, θ, made by the associated C-D
bond with respect to the interface normal.74 The splitting frequency is linearly proportional
to the order parameter, SCD, which is the second Legendre polynomial of the angle θ,

(12)

where cos(θ) is the angle formed by the C-D bond with respect to the bilayer normal.

By selective deuteration of lipids, measurements of the quadrupolar splitting provide a
means of determining the conformational order of C-D bonds at different positions along the
lipid molecule. The order parameters are sensitive to the area per lipid of the bilayer and
comparison between models with the same area is preferable. However, for the sake of
comparing results for the same thermodynamic state, we compare order parameters resulting
from the Drude and C36 FFs, disregarding the equilibrium area per lipid.

The order parameters calculated at various positions in the glycerol region and along the
aliphatic tails of the lipid are shown in Figure 11 for the Drude and C36 FFs. Along the
aliphatic tails the order parameter is larger near the head group region, reflecting the
imposed order of the tethered head groups to the water interface. This order decreases along
the chains falling towards the isotropic limit as one moves away from the head group of the
lipid molecule. This trend is captured with good precision by both the Drude and C36 FFs.
Along most of the aliphatic tails, the pair of hydrogens of each chain display equivalent
values of SCD. This equivalence breaks down at the C2 position where the sn-2 chain is
tilted near the glycerol region while the sn-1 chain is on average parallel.75,76 This results in
lower values for the order parameters associated with the hydrogens on the sn-2 chain
compared to the sn-1 chain and this feature is seen in the C36 bilayer simulation. By
comparison, for the Drude model the order parameter for one C-D of the sn-2 chain is
comparable to the sn-1 chain value while the other is smaller. A shift of the sn-2 C-D order
parameters by 0.05 would bring the splitting into better agreement with experiments.

In the glycerol region the carbons are labeled G1–G3. A nonequivalence in the signal from
the hydrogens at the G1 and G3 position of the glycerol moiety is also seen in the
experimental order parameters. At the G1 position, the split is well represented by both the
Drude and C36 FFs. For the G2 and G3S positions, the C36 FF performs better. The order
parameters for the C36 FF are in overall better agreement with experimental data. This is not
surprising since the C36 FF torsion parameter optimization targeted the reproduction of
order parameters. Finally, the head group carbons, labeled α and β give order parameters
that are both close to zero, experimentally. This is reproduced well by the Drude and C36
FFs. Examination of the dihedral angle distribution for the glycerol linker region constructed
from the Drude and C36 simulations, presented in Supporting information, shows
differences between the Drude and C36 FFs. Therefore, re-optimization of torsion
parameters focusing on these torsional degrees of freedom will be performed in a future
update of the FF.
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The 31P chemical shift anisotropy (CSA) measured from NMR experiments is also a source
of information about the average bilayer structure. The CSA is,

(13)

where

(14)

and,

(15)

In Eqs. (14) and (15), σ(t) is the instantaneous second-rank shielding tensor

(16)

where σii and êi(t) are, respectively, the instantaneous magnitude and direction of the
principal tensor components, and x̂, ŷ, and ẑ are unit vectors in the lab frame (the bilayer
normal is assumed to be in the ẑ direction). The 31P chemical shift tensor was taken from
Ref.77 The anisotropy calculated from the simulation is summarized in Table 9.
Experimental measurements place the value at −47 ppm,78 which is slightly smaller that the
value computed from simulation for the polarizable FF. In contrast the C36 FF
underestimates this value somewhat giving a value of −35 ppm. Thus, the Drude and C36
FFs bracket the experimental chemical shift anisotropies and leave room to improve the
model as evidenced by the poor reproduction of the deuterium order parameter at selected
positions near the head group region of the lipid. This also indirectly provides information
about the tilt of the vector between the phosphorus and nitrogen atoms in the PC group with
respect to the interface plane. Recent experiments estimate this angle to be 27 °.79 Our
simulations with the Drude and C36 FFs lead to tilt angles of 26.8 ± 0.2° and 27.2 ± 0.3°
respectively, both in good agreement with experiments.

4.4 Lateral diffusion
An important aspect of membrane is the rate of lateral diffusion of lipid molecules within
the 2D-plane of the bilayer leaflets. A number of experimental techniques have been
employed for measuring the diffusion coefficient for lipids in bilayers and the results range
from 0.1 to 22.4×10−7cm2/s (as discussed in Ref80) depending on the experimental
technique employed. The long time diffusion coefficient estimated from NMR or
photobleaching experiments81,82 is 1.52 × 10−7cm2/s, whereas neutron scattering place the
short time diffusion coefficient83 at 12 × 10−7cm2/s.

The mean square displacement calculated from the Drude and C36 simulations is shown in
Figure 12. The calculated mean squared displacement for the Drude FF represents an
average from three trajectories of 75 ns each. The result for the C36 FF was obtained from a
single trajectory of 100 ns. At short times (t ≤ 0.5 ps), the mean squared displacement grows
non-linearly with time before reaching a linear regime over longer times. This nonlinearity
is suggestive of transient sub-diffusive motion, where each lipid molecule is caged by its
neighbors. Local motion yields the rapid increase at short time, while more infrequent jumps
give rise to the slower diffusion at longer times. At the time scales presented here (up to ~ 2
ns), the mean squared displacement starts to become linear. The effective diffusion constant
at short time can be deduced from neutron scattering measurements;83 its value is 12 × 10−7
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cm2/s. The short-time diffusion constants extracted from the simulations are 12.9 and 8.5 ×
10−7 cm2/s, for the C36 and Drude FFs, respectively. A similar result (14 × 10−7 cm2/s) was
previously obtained from the C27r FF.84

The long-time diffusion coefficient extracted from the simulations are 5.6 and 3.9 ×
10−7cm2/s for the C36 and Drude FFs, respectively. A simple linear fit was performed for
the time range 1–2 ns. Both estimates are larger than the available long time experimental
values. However, as shown by Klauda et al,84 it is important to note that finite size artifacts
are significant for small lipid patches. This can be appreciated by comparing previous results
for the C27r force field;84 diffusion coefficient of 2.92 × 10−7 cm2/s and 0.95 × 10−7 cm2/s
were obtained from simulations comprising 72 and 288 DPPC molecules, respectively.
Thus, one should not expect quantitative agreement with experimental values from
simulations based on a small bilayer of 72 lipids. The purpose of the present analysis is
mainly to compare FFs. While further computations will be needed to fully characterize the
models, it seems clear that, over the entire time scale examined, the diffusive movements of
the lipids with the Drude FF are slower than in C36. This is expected since water diffusion
with the polarizable SWM4 model45 is about twice slower than with the TIP3P model.56

4.5 DPPC monolayer simulations
The Drude DPPC model can be further tested against experimental surface tension and
surface pressure data for lipid monolayers spread on a water-air sub-phase. For monolayer
systems, the surface tension is measured at a fixed surface area. At the temperature under
consideration (323 K), the bare water-air interface has an experimental surface tension value
of γ0 = 67.9 dyn/cm.85 Upon addition of lipid, the surface tension decreases. This
perturbation of the bare water-air tension, is the surface pressure induced by the monolayer,

(17)

where γ0 is the water/vapor surface tension and γ is the surface tension after addition of
lipids to the interface. The surface tension is calculated from simulations at area per lipid of
58, 60, 62, 64 and 66 Å2 and presented in Table 10 along with the surface pressure. The
Drude FF gives surface tensions and surface pressure values in reasonable agreement with
experimental data86 over the entire range of areas considered here. For comparison, the C36
FF is not as successful in reproducing the monolayer surface tension over the same range of
areas using the same truncation scheme. Given the fairly inaccurate air/water surface tension
by the TIP3P water model,56 it is not surprising that the C36 monolayer simulations lead to
poorer agreement with experiments. Accurate reproduction of the air/water surface tension
by the polarizable SWM4 model45 is a significant reason for its better performance.

4.5.1 Membrane dipole potential—The nonrandom orientation of molecular dipoles at
the water-membrane interface gives rise to a surface potential that affects the permeation of
charged species across the membrane. The measured permeabilities imply an electrostatic
potential difference, that interacts with the ion, of approximately 200 mV.87 This potential
difference is traditionally equated to the potential difference encountered by a test charge
traversing the same interface, which is otherwise known as the Galvani potential.88 In a
membrane bilayer, such a characterization is complicated by the nature of the membrane
interface. Specifically, the potential measured across points in different media, here
(between bulk water and the interior of the membrane) is dependent on a quadrupole
moment of the molecular charge density in addition to the orientation of molecular
dipoles.89 This quadrupole contribution does not vanish in isotropic systems and is sensitive
to details of the molecular charge density that lie within the van der Waals surface of the
molecule, a physical regime that is inconsequential to inter-molecular interactions.90 The
quadrupole contribution depends solely on the environment at the end points of the potential
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measurement, and strictly vanishes, only when the material environment at these positions is
the same. For the lipid bilayer and similar systems, the end points are not the same and
consequently the bilayer dipole potential is of dubious physical significance. For instance, it
does not reflect the physical potential felt by a molecular species that penetrates the
membrane interface.91

A physical measure of the impact that the membrane dipole potential has, on the
configuration of a charged species, is provided by measurements on lipid monolayers.90 The
experimentally accessible observable is the electrostatic potential difference, ΔV, measured
across a lipid monolayer spread on an air-water interface with respect to the bare air-water
sub-phase.

Shown in Figure 13 is the potential profile computed from molecular simulations of the lipid
monolayer and water-air systems. The electrostatic potential profile is calculated from the
average system charge density as a solution to the Poisson equation.12,45 The potential
difference ΔV is shown in the figure and its magnitude is 0.28 V for the Drude FF. This
estimate for the polarizable FF was found to be in reasonable agreement with experimental
values that range from 0.2 to 0.4 V92,93 although it is somewhat smaller that the typically
accepted value of 0.35 V. Decreasing the area per lipid to 60 Å2, which is closer to the NPT
value for the area, leads to a potential difference of 0.33 and this is in much better agreement
with the experimental value. In view of the smaller area for the bilayer in the NPT
simulation, it is conceivable that corrections to the torsion parameters could lead to a slightly
different orientation for the DPPC molecule in the bilayer and this could improve the
electrostatic potential.

To understand the relationship between the physical observable, ΔV, of the monolayer and
the Galvani potential in a bilayer, we consider a simple approximation. Presuming the water/
lipid interface is structurally similar in both the bilayer and monolayer systems, the bilayer
potential can be related to ΔV through two additional interfaces,

(18)

where, Vbilayer is the potential difference between bulk water and the membrane core of the
bilayer, Vwater−air, is the potential difference from pure water to air and Vhydrocarbon−air is the
potential difference from a hydrocarbon liquid to air. Individually, the three potentials to the
right of Eq. (18), are unphysical, representing measurements between different materials.
Together, the potential is a measure between common air environments that is analogous to
the monolayer system potential. Figure 14 shows the profile of the electrostatic potential that
is computed from simulations with the Drude FF. The potential difference between bulk
water and the membrane core (Vbilayer) is 0.38 V for the Drude FF, and 0.7 V for the C36
FF. Since the number density profiles for all the molecular components of the DPPC
molecule are quite similar the Drude and C36 simulations (see Figure 9), the major
difference between the electrostatic profiles for the two models must primarily be due to
differences in electrostatic representation of the hydrocarbon, water and water-headgroup
interactions. Induced polarization in the interfacial region, where the average electric field is
the largest, is a particularly important feature that cannot be captured by a FF with fixed
partial charges.

5 SUMMARY
Polarizable force fields for molecular compounds resembling the functional groups in a
phospholipid molecule are parameterized against gas and liquid phase properties.
Dimethylphosphate and tetramethyl-ammonium are used to represent the zwitterionic head
group of a phosphatidylcholine lipid. Methyl acetate is used as the basis for the esterified

Chowdhary et al. Page 19

J Phys Chem B. Author manuscript; available in PMC 2014 August 08.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



glycerol backbone and linear alkanes are used to represent the hydrocarbon lipid tails. The
polar compounds give both accurate gas phase interactions with water and hydration free
energies. Additional condensed phase data including the enthalpy of vaporization, neat
liquid density, and dielectric constant are used to determine parameters for the esters. The
large molecular fragments are used to optimized the torsional degrees of freedom missing
from the small molecule FF. Final parameters are then used to assemble the phospholipid
FF. Simulations of lipid bilayers and monolayers are conducted to test the properties of the
model membrane.

The polarizable FF reproduces the electron density profile, volume per lipid, area per lipid
of the bilayer, and the surface tension as well as surface pressure properties of the lipid
monolayer reasonably well. Additionally, the FF reproduces most of the deuterium order
parameters determined from NMR spectra well, even though they were not targeted in FF
optimization. This is in contrast to the C36 FF, which does target the order parameters
during the FF optimization. Deviations from experimental values helped identify the salient
shortcomings of the current FF, and these will be improved in subsequent work. Any FF for
simulation of lipids should perform well for at least these properties. Polarizability is
specifically found to play a crucial role in the dipole potential of the the membrane which is
well reproduced by the Drude FF and not by the non-polarizable additive C36 FF. Thus, it
would be beneficial to employ the Drude lipid FF in membrane protein simulations
particularly with the polarizable Drude FF for proteins (under development) for maximum
compatibility between lipid and protein force fields.
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Refer to Web version on PubMed Central for supplementary material.
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Appendix: Drude Oscillator Hard-Wall Constraint
Infrequently, a Drude particle can go far away from its nucleus leading to unstable
simulations. This phenomenon was more prominent in the case of the negatively charged
anions with a large polarizability.62 To prevent such over-polarization of the Drude
oscillators, a steep anharmonic restraining potential was introduced.62 However, the
anharmonic restraint makes it necessary to use a shorter time-step of 0.5 fs to integrate the
equations of motion, which undermines the efficiency of the simulation. To resolve this
issue, we introduced the hard-wall constraint to enforce the upper limit of the distance
between the Drude and the nucleus which makes MD simulations stable with 1 fs time step.

We consider a typical Drude-nucleus pair forming an oscillator (the atom index i is omitted
for clarity). T* is the temperature of the thermostat coupled with the Drude oscillator. The
mass of the nucleus and the Drude particle are denoted as mN and mD respectively. The
positions are represented as rN and rD, then the vector from the nucleus to the Drude particle
is defined as rND = rD − rN. The velocities are denoted as vN and vD. The distance between
the nucleus and the Drude particle is typically not allowed to exceed Lw = 0.2Å. Hard-wall
constraint is imposed after new positions are calculated in velocity-Verlet algorithm.94 If the
distance between the nucleus and the Drude particle is larger than Lw (|rND| > Lw), the
positions and velocities of the nucleus and the Drude particle will be adjusted along the
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direction of the bond vector (rND) as following. The velocities of the nucleus and the Drude
particle projected along the vector rND/|rND| are written as,

(19)

and

(20)

The velocity of the center of mass along rND/|rND| is written as,

(21)

We assume that the relative velocity between the nucleus and the Drude particle projected

along rND/|rND| is scaled down to  when |rND| hits the reflecting wall (|rND| =
Lw) and the directions of the velocities relative to the center of mass along the bond vector
are reversed for both particles. The velocities relative to the center of mass along rND/|rND|
after velocity rescaling read,

(22)

(23)

The new positions of the nucleus and the Drude particle are,

(24)

(25)

The new velocities of the nucleus and the Drude particle are,

(26)

(27)

The change in the pressure tensor upon a collision with the a hard reflecting wall is,
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(28)

where Δt is the time step in MD simulations.
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Figure 1.
The figure illustrates the three stage process used to determine parameters for the model. (A)
Model parameters are first calibrated against properties of small organic molecule analogs of
functional groups of the phospholipid. (B) Torsional degrees of freedom that lie at the
interface between functional groups are calibrated against QM calculations for an esterified
glycerol compound (GLYC) a phospho-glycerol compound (GLYP) and a phosphatidyl
choline compound are used to determine model parameters that lie at the interface between
functional groups. (C) Simulations of a DPPC bilayer are used to test the model.
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Figure 2.
The torsion energy surfaces for heptane. The C2–C3–C4–C5 dihedral is scanned while
keeping all other dihedrals fixed at 180°. The QM data is from Klauda et al. J. Phys. Chem.
B 109, 5305 (2005) as is computed using the MP2:CC method described therein. The Orig
model is the best fit of the QM data and New corresponds to the FF gauche state stabilized
by an additional 0.1 kcal/mol required for better agreement with the QM data.
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Figure 3.
The enthalpy of vaporization and molecular volume of neat methyl acetate liquid
simulations for the Drude model (red triangles). The experimental values are shown as black
lines.
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Figure 4.
Methyl Acetate-Water dimer conformations for the (a) Cis and (b) Trans (methyl orientation
with respect to carbonyl oxygen) methyl acetate conformations used to evaluate pair specific
interaction energies between methyl acetate with water.
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Figure 5.
The 1-D relaxed energy profile as a function of dihedral angle in the glycerol backbone
model compound (GLYC) for γ1, θ4 and β1. Energies are offset relative to the energy
minimum rotamer conformation. The rotamer configuration is (β1 = −68.3, β2 = −176.5, θ4
= 170.73, γ1 = 77.3 and γ2 = −178.5.
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Figure 6.
The energy profile as a function of dihedral angle in the glycerol backbone model compound
(GLYP). A single dihedral angle is probed holding the others fixed starting with a rotamer
configuration γ2 = −167.9, γ1 = 87.6, θ4 = 170, β1 = 141.4, β2 = −169.9, θ1 = −178, α1 =
−92.1, α2 = −72.1 and α3 = −70.3.
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Figure 7.
The energy profile as a function of dihedral angle in the head group model compound PC. A
single dihedral angle is probed holding the others fixed starting with a rotamer configuration
α2 = −77.2, α3 = −61.6, α4 = −124.4, α5 = 70.1, and α6 = −175.4.
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Figure 8.
The x-ray scattering form factor for the DPPC bilayer system obtained by transforming the
electron density profile from (a) Analytic model representing experimental data68 (red), (b)
Drude model (green) and (c) C36 model (blue).
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Figure 9.
The electron density profiles for the DPPC bilayer system as obtained from the NPT
simulations of the C36 and Drude lipid models (blue lines) compared with experimental
data68 (red lines). The heavy atom electron density is partitioned according to chemical
groups as defined in Ref.68 and summarized in the text.
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Figure 10.
The time variation of the NPT bilayer area per lipid for one simulation with the CHARMM
C36 lipid FF and for three simulations with the final Drude model. Also shown with straight
lines are the average magnitude of the area per lipid of 60 Å2 for the Drude FF and the
experimental value of 62.8 Å2 which is reproduced by the C36 FF.
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Figure 11.
Deuterium order parameters associated with the C-D bonds of the DPPC bilayer for the C36
and Drude models.
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Figure 12.
In-plane mean square displacement of the DPPC molecules in the bilayer for C36 and Drude
models over a broad time scale (bottom).
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Figure 13.
Monolayer-air heavy atom electron density profiles (top) and the electrostatic potential
profile (bottom) for the Drude (solid line) and C36 (dashed line) models. Also shown is the
water-air electrostatic potential profile for the polarizable SWM4 and non-polarizable TIP3
water models. The area of cross-section corresponds to monolayer area per lipid fixed at 62
Å2.
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Figure 14.
Membrane bilayer heavy atom number density profiles (top) and the electrostatic potential
profile (bottom) for the Drude (solid line) and C36 (dashed line) models.

Chowdhary et al. Page 40

J Phys Chem B. Author manuscript; available in PMC 2014 August 08.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Chowdhary et al. Page 41

Table 1

Polarizability and dielectric constant of Drude models for selected alkane compounds. Dielectric properties are
evaluated at T=184.55 K and 272.65 K, respectively. Experimental data is from Ref.64

α (Å3) ε

Molecule Experiment Drude Experiment Drude

Ethane 4.47 4.06 1.76 1.71

Butane 8.20 8.01 1.81 1.80
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Table 2

Electronic properties of dimethyl phosphate(DMP) and tetramethyl ammonium(TMA). Shown are the trace of
the molecular polarizability. The unit of length is Å.

Molecule Properties QM CHARMM Drude

DMP TR(ᾱ) 10.6 N/A 7.8

TMA TR(ᾱ) 8.0 N/A 8.1
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Table 4

Thermodynamic properties of methyl acetate at 298 K.

Properties Experiment Drude

ΔH (kcal/mol) −7.81 −7.6 ± 0.4

< υ > (Å3) 132.72 131.8 ± 6

FE (kcal/mol) −3.43 −3.5 ± 0.4

ε0 6.74 6.9 ± 0.6

ε∞ 1.984 1.5 ± 0.2
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Table 5

Thermodynamic properties of ester series at 298K. The models are based on the Drude model of methyl
acetate. Experimental data is from Reference.95

Molecule ΔH (kcal/mol) < υ > (Å3)

Experiment Drude Experiment Drude

Ethyl Acetate −8.5 −9.1 ± 0.5 163.6 165.4 ± 7.7

Methyl Propionate −8.6 −9.0 ± 0.4 160.9 165.5 ± 9.1

Methyl Butyrate −9.7 −10.0 ± 0.4 189.9 194.2 ± 6.4

Isopropyl Acetate −8.9 −9.2± 0.5 194.5 192.4 ± 8.3
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Table 6

Summary of gas-phase interaction energies for heterodimers of methyl acetate with water as shown in Fig. 4.
The pair interaction energy for the QM and FF minimum energy dimer configurations is presented along with
the mean squared (MSD) errors.

Configurations Cis Trans

QM Drude QM Drude

1 −5.96 −5.92 −6.53 −6.62

2 −4.94 −6.25 −4.64 −4.72

3 −5.50 −6.25 −4.50 −4.71

4 −3.85 −5.92 −4.97 −4.86

5 −5.56 −6.25 −5.18 −5.22

6 −4.94 −6.25 −4.72 −4.48

7 −3.59 −3.69 −4.64 −4.71

8 −3.49 −3.69 −2.23 −3.24

9 −3.59 −3.70

10 −3.37 −3.69

11 −3.95 −3.59

12 −3.48 −3.69

RMSD error 0.76 0.14

average RMSD error 0.51
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Table 7

Dimensions of the per lipid volume (VL), area per lipid from simulation (A), Luzzatti thickness (LB), and area
per lipid A0 = 2VL/LB.

Model VL (Å3) A (Å2) LB (Å) A0 (Å2)

Experiment68 1229 63 ±1 39.1 62.8

C36 1233 ± 1.0 62.6 ± 3 39.42 63.2

Drude 1237 ± 0.8 60 ± 2 40.5 61.1
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Table 9

Chemical Shift Anisotropy from 31P-NMR measurements in ppm. Principal axis values of the 31P chemical
shift tensor (−76,−17,110) were taken from ref.77 Experimental data is from Ref.78 extrapolated to T=323 K.

Model Δσa

Exp. −47

C36 −36 ± 29

Drude −54 ± 24
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Table 10

Monolayer surface pressure and surface tension in mN/m evaluated from Eq. (17); the pure water-air surface
tension is 64 for the SWM4 model45 and 68 dyn/cm from experiment.86

Area Per Lipid Experiment Drude

Π γ Π γ

58 44 24 49 15±8

60 37 31 37 27±3

62 32 36 33 31±4

64 27 41 29 35±5

66 25 43 13 51±9
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