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Abstract
Cleavage and polyadenylation (C/P) of nascent transcripts is essential for maturation of the 3′ ends
of most eukaryotic mRNAs. Over the past three decades, biochemical studies have elucidated the
machinery responsible for the seemingly simple C/P reaction. Recent genomic analyses have
indicated that most eukaryotic genes have multiple cleavage and polyadenylation sites (pAs),
leading to transcript isoforms with different coding potentials and/or variable 3′ untranslated
regions (UTRs). As such, alternative cleavage and polyadenylation (APA) is an important layer of
gene regulation impacting mRNA metabolism. Here, we review our current understanding of APA
and recent progress in this field.

APA is widespread in eukaryotes
The mechanism of 3′ end processing of nascent transcripts in eukaryotic cells is determined
by the type of RNA polymerase used for transcription and specific signals embedded in the
transcript (reviewed in [1]). Except for most replication-dependent histone mRNAs in
metazoans, and some protozoans (reviewed in [2]), all pre-mRNAs are processed by C/P,
which involves endonucleolytic cleavage of the nascent RNA and synthesis of a poly(A) tail
(reviewed in [3]), and is a necessary prelude to subsequent transcription termination. The
site of C/P, also known as the poly(A) site or simply pA, is defined by surrounding cis
elements (Box 1). Mutations affecting pA usage have been implicated in several human
diseases (reviewed in [4]), such as thrombophilia and some thalassemias, underscoring the
importance of 3′ end processing in gene expression and its relevance to human health.

Box 1

Core cis elements for cleavage and polyadenylation

Cleavage and polyadenylation is controlled by cis elements located upstream and
downstream near the pA. In metazoans, upstream elements include the hexamers
AAUAAA/AUUAAA or other close variants, commonly referred to as the
polyadenylation signal (PAS), U-rich elements, and UGUA elements. Downstream
elements include U-rich elements and GU-rich elements. In addition, distal downstream
G-rich elements can be frequently found for mammalian pAs. Although variants of A[A/
U]UAAA have significantly lower activities than A[A/U]UAAA in C/P [94], they are
prevalent. In the human genome, about half of the pAs have AAUAAA, ~16% have
AUUAAA, ~20% have single nucleotide variants of A[A/U]UAAA, and ~10% of pAs do
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not have a recognizable AAUAAA-like sequence (at least in the −40 to −1 nt region
relative to the pA). Importantly, the type of PAS varies with pA location, with the 3′-
most pA having the highest frequency of AAUAAA [50]. This difference in PAS
supports the notion that the 3′-most pAs are typically strong, ensuring proper termination
of transcription, and upstream pAs are weak, allowing regulation. Variation in placement
and occurrence also applies to other cis elements around the pA [89]. Statistical analysis
suggests that the pA strength is defined by surrounding cis elements in a combinatorial
manner [95]. Consistent with this, a functional pA requires only an A-rich upstream
sequence and strong U-rich elements, and pAs of this type are more regulated across
tissues [96].

Recent genomic studies have uncovered widespread occurrences of APA in metazoan
protein-coding transcripts (Box 2): 70–79% of mammalian genes [5,6] and about half of the
genes in flies [7], worms [8], and zebrafish [9] have been reported to display APA.
Interestingly, large fractions of yeast and plant genes have also been reported to show APA
(Box 2). Although the exact statistics can vary widely due to differences in experimental
conditions and bioinformatic methods used to identify pAs (Box 2), it is clear that
eukaryotic genes express isoforms that have significant differences in the 3′ end portion of
the transcript. Here, we review our current understanding of the biochemistry and genomics
of APA. We focus mostly on metazoans, and offer perspectives on future directions. Some
aspects of APA have also been discussed in several recent reviews [10–12], to which readers
are referred for full appreciation of this rapidly growing subject.

Box 2

Mapping pAs in genomes

pAs are mapped by aligning cDNA/EST sequences to the genome. An unaligned poly(A)
sequence immediately downstream of the last aligned position is considered to be derived
from the poly(A) tail. Recent advances in deep sequencing technologies have enabled
systematic mapping of pAs and quantitative analysis of APA. Several methods focusing
on 3′ end sequencing have been developed in the past 2 years, which largely fall into
three major categories: (i) oligo(dT)-based cDNA synthesis and sequencing, such as
PAS-seq, PASAS, and PolyA-seq [5,42,49], which is essentially the same as traditional
cDNA/EST sequencing; (ii) capture of 3′ end fragments by RNA ligation followed by
cDNA sequencing, such as 3P-seq and 3′ READS [6,8]; and (iii) direct RNA sequencing
(DRS) of the 3′ end region of transcript [97]. Like traditional cDNAs/ESTs, approach (i)
is affected by internal priming; the oligo(dT) can prime at internal A-rich sequences
during cDNA synthesis, despite the ease of the protocol. Approach (ii) eliminates the
internal priming issue because oligo(dT) is not used for cDNA synthesis. However, the
method can be complex and RNA ligation bias can affect quantitative comparison of
different pA isoforms, if not properly controlled. Approach (iii) is the simplest but
requires the Helicos sequencer, which is generally not accessible. In principle, it can still
have the internal priming issue, but it has been reported to have few false positives
[97,98].

Using deep sequencing methods, studies have found a large fraction of mRNA genes in
metazoans have APA: 70–79% in mammals [5,6]; 55% in zebrafish [9]; 54% in
Drosophila[7]; 30–40% in Caenorhabditis elegans[8,99,100]. Interestingly, 70–75% of
mRNA genes in A. thaliana have been found to have multiple pAs [98,101], but the
occurrence of intronic pAs is very low [98]. Surprisingly, a large fraction of yeast mRNA
genes have also been found to have alternative pAs, although the statistics differ widely
(43% [102] vs 70% [97]). One source of variation in statistics is clustering of closely
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spaced pAs. The cleavage reaction is typically not precise, presumably due to imprecise
and overlapping placement of cis elements for C/P (Box 1), which leads to multiple pAs
within a short window; for example, 24 nt for mammalian pAs [50]. These heterogeneous
cleavage sites need to be clustered for analysis of APA.

APA impacts the cellular transcriptome and proteome
A given gene can encode transcripts with multiple pAs located in different regions (Figure
1). With respect to the impact on protein-coding, alternative pAs in the 3′-most exon
typically leads to variable 3′ UTRs, whereas pAs in upstream introns and exons cause both
coding sequence (CDS) and 3′ UTR changes. Alternative pAs in introns can be further
divided into two subtypes depending on the configuration of the terminal exon in which they
reside: namely, skipped terminal exons (a whole exon is skipped due to splicing), and
composite terminal exons (partially internal and partially terminal) (Figure 1). A recent
study of the mouse transcriptome indicated that about 68% of mRNA transcripts have APA
in the 3′-most exon and 42% have pAs in upstream regions (31% have both types of pA) [6].
The diverse APA configurations have been shown to impact gene expression at different
levels.

Regulation of mRNA metabolism via alternative 3′ UTRs
For mouse genes with APA, the shortest and longest 3′ UTRs of a given gene can differ
significantly in length, with the median length being 249 and 1,773 nucleotides (nt),
respectively [6]. For simplicity, we refer to the region in the 3′ UTR before the proximal pA
the constitutive UTR or cUTR, and the region after that, the alternative UTR or aUTR
(Figure 2). The 3′ UTR, via its embedded cis elements, plays a key role in regulating mRNA
metabolism including its localization, stability, and translation; therefore, APA isoforms
with different 3′ UTR lengths have distinct properties.

Metazoan 3′ UTRs are frequently targeted by miRNAs; a type of small RNA (~22 nt) that
modulates mRNA stability and/or translation of target transcripts [13,14]. Bioinformatic
surveys have indicated that, for mammalian genes expressing alternative 3′ UTR isoforms,
more than half of conserved miRNA target sites are located in aUTRs [15,16]. Evasion of
miRNA targeting by short mRNAs, that is, those without aUTRs, can have significant
biological implications, particularly for genes having regulatory roles. For example, cells
that express short mRNA isoforms of the proto-oncogenes cyclin D2 (CCND2) and insulin-
like growth factor 2 mRNA binding protein 1 (IGF2BP1) that lack let-7 and/or miR-15/16
target sites are more proliferative and oncogenic, respectively, than those that express long
mRNA isoforms [17]. Another important example is that differential expression of short
isoforms of the myogenic regulator Pax3 (paired box 3) that lack miR-206 target sites leads
to variation of muscle stem cells in different muscle types [18].

Box 3

Core protein factors for C/P

The C/P machinery is composed of 15–20 core polypeptides, including four protein
complexes and several single proteins. The protein complexes include CPSF, containing
CPSF-160, CPSF-100, CPSF-73, CPSF-30, and hFip1 (human Fip1); CstF, containing
CstF-77, CstF-64, and CstF-50; CFI, containing CFI-68/CFI-59 and CFI-25; and CFII,
containing Pcf11 and Clp1. Single proteins include Symplekin, PAP, PABPN, and RNAP
II. A proteomic study of the human C/P machinery has identified homologs of several
yeast C/P factors, such as WDR33, RBBP6 (retinoblastoma binding protein 6), PP1
(protein phosphatase 1) α and β [103]. WDR33 has been shown to be a subunit of CPSF.

Tian and Manley Page 3

Trends Biochem Sci. Author manuscript; available in PMC 2014 June 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



In addition, mammals have a paralog of CstF-64, τCstF-64, which is also found in the C/
P machinery, suggesting its general role in C/P. Extensive protein–protein interactions
have been found between C/P factors (reviewed in [104]). Both CFI and CstF are dimers
in the complex. Many C/P factors have RNA-binding activities. CPSF-73 is the
endonuclease that cleaves pre-mRNA; CPSF-160 interacts with the PAS sequence, such
as A[A/U]UAAA; Fip1 and CPSF-30 bind preferentially to U-rich sequences; CFI binds
the UGUA element; and CstF-64/τCstF-64 interact with U/GU-rich elements. Some
proteins that do not bind RNA have scaffolding functions, such as Symplekin and
CstF-77. The carboxy terminal domain (CTD) of RNAP II, with a large size and dynamic
phosphorylation patterns, is believed to provide a platform with which other factors can
associate with before or during C/P. The C/P machinery purified from human cells has a
sedimentation coefficient of ~50S and shows a distinct ‘kidney’ shape as imaged by
electron microscopy [103].

The 3′ UTRs also contain binding sites for a large group of RNA-binding proteins (RBPs)
that regulate mRNA stability, including AU-rich elements (AREs), GU-rich elements
(GREs), Puf (Pumilio and FBF) protein binding elements (reviewed in [19]), and structural
elements [20]. Accordingly, APA isoforms having different RBP-binding sites can have
variable stabilities. A case in point is the recent finding that a genetic polymorphism leading
to differential expression of two APA isoforms of human interferon regulatory factor (IRF)5
mRNA is linked to risk of systemic lupus erythematosus [21]. Because of the presence of an
ARE in the aUTR, the two isoforms have different decay rates, leading to different amounts
of protein products [21]. It is notable that aUTRs are generally more AU-rich than cUTRs
[16], making it possible that differences in mRNA stability between APA isoforms is a
general phenomenon.

APA isoforms with different 3′ UTRs have also been shown to have different localization
potentials. For example, whereas the brain-derived neurotropic factor (BDNF) short mRNA
form is restricted to the neuronal soma, the long form is capable of localizing to the
dendrites, where it is locally translated [22]; similarly, long and short isoforms of both myo-
inositol monophosphatase-1 (IMPA1) [23] and RAN binding protein 1 (RANBP1) [24]
mRNAs are localized to the axon and soma, respectively. Notably, genes in general tend to
be expressed as long 3′ UTR isoforms in neurons [25], making it plausible that differential
localization of APA isoforms is a widespread mechanism in these cells. Interestingly, a
recent study of mRNA localization mediated by muscleblind-like (Mbnl) RNA-binding
proteins in C2C12 mouse myoblasts indicated that APA isoforms in these nonpolarized cells
can be differentially localized[26]. Knockdown of Mbnl causes a change in the distribution
of mRNAs between cytosolic and insoluble fractions, and mRNAs with Mbnl binding sites
in aUTRs are more affected by the knockdown, suggesting at least some differential
localization is mediated by Mbnl. Similarly, differences in nuclear retention between APA
isoforms have also been reported for transcripts containing RNA structures formed by
inverted Alu sequences in aUTRs [27]. Interestingly, this difference in mRNA localization
exists in HeLa cells but not in embryonic stem (ES) cells.

Effect on protein isoforms
Most intronic pAs are situated between coding exons, leading to isoforms encoding different
proteins [6]. One classic case is the genes encoding immunoglobulin heavy chain M (IgM)
proteins [28]. IgM mRNAs switch from using a distal pA to a proximal pA during activation
of B cells, which results in a shift in protein production from a membrane-bound form to a
secreted form. A genomic survey has found that the membrane-anchoring potential of 376
mouse genes can change through alternative usage of 3′ terminal exons [29], similar to IgM
mRNAs. Interestingly, a promising therapeutic strategy is to switch from expression of
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mRNA isoforms encoding membrane receptors to expression of isoforms encoding soluble
proteins that function as dominant negatives. For example, switching isoforms by antisense-
based attenuation of splicing for the vascular endothelial growth factor receptor-2
(VEGFR2/KDR) inhibits angiogenesis [30].

To a much lesser extent, pAs can be located in 5′ UTRs or CDSs, although the significance
of such sites is largely unexplored. Presumably, pAs in CDSs lead to transcripts without an
in-frame stop codon, which are subject to rapid degradation via the nonstop decay
mechanism [31]. However, in some cases, an in-frame stop codon is created using the
poly(A) tail sequence, as demonstrated recently in the case of the gene encoding
glutamylprolyl tRNA synthetase (EPRS) [32]. Full-length EPRS is part of the GAIT (γ-
interferon-activated inhibitor of translation) complex, which inhibits translation of mRNAs
containing the GAIT complex-interacting element. The truncated protein, resulting from a
pA in its CDS, has a dominant-negative function. The UAA stop codon of the truncated
EPRS is derived partly from a tyrosine codon (UAC) and partly from the poly(A) tail.
Genome-wide analysis has revealed that at least seven more genes can have the same
conversion of a tyrosine codon to a stop codon due to pA in the CDS [32].

Long noncoding RNAs (lncRNAs)
lncRNAs are an emerging class of transcripts typically defined as having >200 nt and no
coding potential (reviewed in [33]). Most if not all of these RNAs also use C/P for 3′ end
processing. A recent study has indicated that at least 66% of annotated mouse lncRNA genes
(2600 in total) display APA, and lncRNA genes are more likely than mRNA genes to have
alternative pAs in upstream regions [6], suggesting differences in APA evolution between
mRNA and lncRNA genes. A study of NEAT1 (nuclear paraspeckle assembly transcript 1),
a lncRNA that plays a role in forming paraspeckles (ribonucleoprotein bodies in the
interchromatin space of the nucleus), indicates that it is subject to APA [34]. The long 23-kb
isoform NEAT1_2 but not the short 3.7-kb NEAT1_1 isoform is required for paraspeckle
formation, and heterogeneous nuclear ribonucleoprotein (hnRNP) K, a paraspeckle protein,
negatively regulates 3′ processing of NEAT1_1, thereby increasing the ratio of NEAT1_2 to
NEAT1_1 and thus enhancing paraspeckle formation.

APA is dynamic under different biological conditions
Tissue specificity

Studies of individual genes over the past two decades have reported hundreds of cases in
which APA isoforms are differentially expressed under different cellular conditions (some
early studies are reviewed in [35]). Global analysis of APA isoforms using expressed
sequence tag (EST) libraries has indicated variation of expression in different tissues
[25,36], suggesting that APA isoform expression is not stochastic. Some human tissues have
been found to have a global tendency favoring certain isoform types [25]. For example,
promoter-distal pAs are generally preferred in neuronal tissues, and cells in the blood have
the opposite trend [25]. In addition, distinct APA isoform expression patterns have been
reported in testes and different stages of spermatogenesis [25,37]. By surveying the usage of
2590 orthologous pAs in brain, kidney, liver, muscle, and testis, Derti et al. [5] have recently
reported that pA usage is more similar among the same tissues across different species than
among different tissues within the same species; particularly for brain and liver samples,
suggesting conservation of tissue-specific regulation of APA. A similar tissue bias in APA
isoform expression has also been reported in flies [7] where, as in humans, brain and testis
tissues have been found to express the longest and shortest 3′ UTRs, respectively [7].
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Response to extracellular signals
Related to tissue specificity, the APA of a set of genes can be regulated by specific
extracellular cues. For example, Flavell et al. [38] have found that promoter-proximal pA
isoforms, which encode truncated proteins or short 3′ UTRs, are upregulated for a group of
genes when neuronal cells are activated by depolarization agents. In the same study,
additional analyses of microarray data sets from various cell types stimulated by
extracellular factors, including epidermal growth factor (EGF) stimulation of astrocytes,
interleukin-2 stimulation of T cells, and anti-IgM and CpG co-application to B cells, have
revealed distinct APA patterns, suggesting that APA can be regulated in a pathway-specific
manner in response to extra-cellular signals. Notably, regulation of 3′ end processing in
some genes has been shown to be mediated by specific signaling pathways, such as
modulation of pA usage of prothrombin pre-mRNA via the p38 kinase in response to the
stress-inducing agent anisomycin [39] and that of BCL2-interacting killer (BIK) pre-mRNA
via protein kinase C (PKC)δ in response to DNA damage [40].

Cell growth and development
APA also varies as a function of proliferation or differentiation status. For example, in a
pioneering work on global APA changes, Sandberg et al. [15] have reported, based on
microarray data, a general 3′ UTR shortening after T cells were activated to proliferate. In
addition, they have found that the 3′ UTR length in a cell line is generally shorter than in its
corresponding tissue, and that there is a general negative correlation between 3′ UTR length
and expression of cell proliferation-related genes. This result has been echoed by Ji et al.
[16], who have examined APA regulation in mouse embryonic development using ESTs,
data from microarrays, and serial analysis of gene expression (SAGE). Despite variations
among tissues, during development, 3′ UTR length has been found to correlate negatively
with expression of genes involved in proliferation and positively with expression of genes
involved in differentiation and morphogenesis [16]. 3′ UTRs are globally lengthened when
proliferating myoblast cells are differentiated into quiescent myotubes [16] and shortened
when differentiated cells are reprogrammed to ES cell-like induced pluripotent stem (iPS)
cells [41]. A notable exception, however, has been observed with spermatogonial germ cells,
whose reprogramming to ES cells involves 3′ UTR lengthening [41]. Notably, this is in line
with the fact that germ cells are more proliferative than ES cells. Similar trends of 3′ UTR
length regulation have been reported for comparisons of ES cells versus neural stem/
progenitor (NSP) cells or neurons [42]. Although these studies have all pointed to a
connection between 3′ UTR length and cell proliferation, cardiac hypertrophy, in which
myocytes grow in size rather than in number, has also been found to involve 3′ UTR
shortening [43]. Thus, a general rule may be that APA regulation is correlated with cell
growth.

Cancer
Cancer cells are of course highly proliferative. In keeping with this, and consistent with the
above, cancer cells have been found to express, in general, mRNAs with shortened 3′ UTRs,
as first shown in transformed cell lines [44] and in mouse B-cell leukemia/lymphoma
models [45], and more recently in human colorectal carcinomas [46] and breast and lung
cancers [47]. In the study by Singh et al. [45], the APA profile was found to be informative
in separating tumor subtypes with different survival consequences, indicating its relevance
to cancer development and utility as a diagnostic marker. One key question concerning APA
regulation in cancer is whether proliferation or transformation is the major driver of APA.
Meta-analysis of microarray data from transformed and nontransformed cells with similar
predicted proliferation rates has led to the conclusion that cell transformation has a
significant role in 3′ UTR regulation [44]. However, a recent study has shown that, by
comparing the same cells (BJ primary fibroblast and mammary epithelial cell line MCF10A)
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in proliferating, arrested, and transformed states, proliferation is a more important
determinant of 3′ UTR length [48]. Adding to the complexity of 3′ UTR regulation in
cancer, Fu et al. [49] have reported that, compared to MCF10A, breast cancer cell lines
MCF7 and MB231 show shortened and lengthened 3′ UTRs, respectively. Notably, it has
also been reported that, contrary to the general trend, some gene groups, such as cell–cell
adhesion genes, tend to express mRNAs with lengthened 3′ UTRs in cancer cells [45,46].
Therefore, it remains to be fully delineated how APA of different transcripts is regulated in
different cancer types and at different stages.

APA is modulated by multiple mechanisms
Regulation of core C/P factor expression

The core components of the mammalian C/P machinery include ~15 polypeptides, most of
which exist in multi-subunit subcomplexes (Box 3 and Figure 3). Regulation of APA by
modulation of core factor expression was first demonstrated for cleavage stimulation factor
(CstF)-64, one of the subunits of the CstF complex (Box 3), which is strongly upregulated
during B cell maturation, resulting in higher usage of the upstream intronic pA in the IgM
pre-mRNA [28] (discussed previously). This has been shown to reflect the higher affinity of
CstF-64 for the distal pA site, such that it is preferentially utilized when CstF-64 levels are
low. Consistent with the dynamic regulation of APA in development and differentiation,
expression of a substantial fraction of the core factors is highly regulated during embryonic
development, reprogramming of differentiated cells, and differentiation of myoblasts
[16,41]. Interestingly, the aggregated expression changes of C/P factors inversely correlate
with global 3′ UTR length changes [41], suggesting that downregulation of 3′ end
processing activity leads to lengthening of 3′ UTRs and vice versa. This view is consistent
with reporter assay results showing decreased alternative pA usage when C2C12 cells are
differentiated [16]. Additionally, isoforms using weak pAs are less expressed during
differentiation and development, regardless of the pA location [6], even though upstream pA
sites tend to be weaker than downstream sites [50]. Although the mechanisms controlling
expression of C/P factors are not well understood, genes encoding C/P factors tend to have
proliferation-related cis elements in their promoters, such as E2F binding sites [41,48].
Indeed, inhibition of expression of E2F factors 1 and 2 leads to 3′ UTR lengthening of a set
of transcripts shown to have shortened 3′ UTRs in proliferating cells [48].

Although the global downregulation of C/P factors correlates with 3′ UTR lengthening,
perturbations of individual C/P factors have presented a more complex picture. First,
knockdown of cleavage factor I (CFI)-68, a subunit of the CFI complex, has been found to
cause a general shortening, not lengthening, of 3′ UTRs [51]. Second, CstF-64 knockdown
in the same study did not induce dramatic changes in pA choice. This result can be
explained, however, because downregulation of CstF-64 triggers a compensatory
upregulation of the highly homologous τCstF-64, likely offsetting the effect of CstF-64
knockdown [52]. Third, knockdown of the nuclear poly(A)-binding protein PABPN1 has
been found to induce global 3′ UTR shortening [53]. Importantly, ectopic expression of
trePABPN1(A17), a short triplet repeat expansion mutant that is found in autosomal
dominant oculopharyngeal muscular dystrophy (POMD) patients, leads to a similartrendof3′
UTR shortening in both cultured cells and mouse tissues, suggesting a connection between
3′ UTR regulation and etiology of POMD. Although the mechanistic details remain elusive,
the apparent importance of a factor known to be involved in the polyadenylation step of 3′
end processing for pA choice highlights the interplay between cleavage and
polyadenlyation.
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RBPs
As with alternative splicing, RBPs can affect APA. Indeed, since the early work on the
hnRNP protein polypyrimidine tract-binding protein (PTB) [54], a growing number of RBPs
have been found to regulate C/P (reviewed in [55]). Some RBPs inhibit pA usage by
occluding the binding of core C/P factors, and some enhance pA usage by recruiting core
factors. Both modes of action can be elicited by the same protein in different contexts, as
shown for the neuronal RBP Nova: its binding near the pA is inhibitory, whereas binding
distant from the pA can be enhancing [56]. Given the tissue-specific expression of some
RBPs, such proteins may play roles in defining tissue-specific APA [57]. For example,
Hilgers et al. [58] have shown that the RBP ELAV (embryonic lethal abnormal vision) in
flies mediates neural-specific 3′ UTR lengthening by suppressing proximal pA usage.
Similarly, its mammalian homologs, the Hu proteins, have been shown to inhibit pAs with
U-rich elements in HeLa cells [59]. Interestingly, the mRNA for HuR, a ubiquitously
expressed Hu family member, is also subject to APA regulation, either by HuR itself [60] or
by other neuron-specific Hu proteins (HuB/C/D) [61]. Although the former serves as a
negative feedback mechanism to control its own expression, the latter is implicated in
balancing the prodifferentiation activity of HuB/C/D and the pro-proliferation activity of
HuR. It is also worth noting that regulation of APA by RBP is not limited to metazoans. In
fact, one of the classic examples of RBP-mediated APA has come from a plant study, which
revealed that binding of FCA, an RBP involved in control of flowering, to FY, the plant
homolog of C/P factor WDR33 (WD repeat domain 33), regulates APA of the FCA pre-
mRNA itself [62].

Splicing and U1 small nuclear ribonucleoprotein (snRNP)
Splicing and C/P are frequently interconnected. This is indicated, for example, by the
interactions between key factors involved in these two processes such as cleavage and
polyadenylation specificity factor (CPSF)-160 and U1 snRNP [63]; U2 snRNP and CPSF
[64]; and U2AF65 and CFI [65]. Coupling of C/P and splicing was initially suggested to
help define the 3′ terminal exon [66]. However, U1 snRNP, via its inhibition of poly(A)
polymerase (PAP)α [67], can exert a negative role in pA usage. As such, weak 5′ splice sites
and large introns allow increased usage of composite terminal exon pAs [68,69].
Significantly, inhibition of U1 snRNP activity by antisense morpholino oligo-nucleotides
against U1 snRNA leads to activation of cryptic pAs near transcription start sites [70], a
phenomenon not observed when splicing is generally attenuated by spliceostatin A, a U2
snRNP inhibitor. Additionally, mild attenuation of U1 snRNP function that does not inhibit
splicing has been found to increase usage of proximal pAs in 3′ UTRs and in upstream
alternative terminal exons [71]. This mechanism, dubbed telescripting, has been shown to
cause pre-mRNA shortening via APA during rapid and transient transcriptional upregulation
upon activation of neurons.

Coupling of pA usage and transcription
Similar to the coupling of transcription and alternative splicing, in which the promoter
sequence can affect splicing of specific exons (reviewed in [72]), accumulating evidence
indicates that transcriptional activity impacts pA choice. Two types of coupling are
conceivable: kinetic coupling, in which the elongation rate of transcription regulates pA
choice, and recruitment coupling, in which factor recruitment at the promoter influences
downstream pA usage. In support of the kinetic coupling model, it has long been known that
cis elements that cause pausing of RNA polymerase (RNAP) II, such as G-rich elements,
facilitate pA usage [73]; presumably this is because of the slow assembly of the C/P
complex relative to transcription. Consistent with this, defects in the transcriptional
elongation factors RPB2, TFIIS, and SPT5 enhance usage of upstream pAs in yeast [74],
and the elongation factor ELL2 (eleven-nineteen lysine-rich leukemia gene 2) has been
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shown to modulate the usage of the proximal pA of IgH pre-mRNAs [75]. More direct
evidence comes from a recent study of a mutant Drosophila strain expressing an RNAP II
with a slower elongation rate [76]. In this strain, expression of the proximal pA isoform of
the polo gene is increased. Importantly, APA of polo is physiologically relevant because
transgenic flies lacking the distal pA die at the pupa stage due to perturbed proliferation of
precursor cells of the abdomen.

Studies showing that transcriptional activators (TAs) can bring about more efficient 3′ end
processing provide support for the recruitment coupling model. Such enhancement has been
observed both in transfection assays in vivo [77] and in a transcription-coupled 3′ end
processing assay in vitro [78]. Globally, inducible genes tend to generate isoforms with
shorter 3′ UTRs when expressed at high levels, and isoforms with longer 3′ UTRs when
expressed at low levels [79]. In addition, C/P factors have been found at the promoter region
of genes by chromatin immunoprecipitation (ChIP) analysis [80–83]. Med23, one of the
Mediator subunits, can also directly interact with several RNA processing proteins,
including CFI-59, and its knockdown leads to many changes of pA choice [84].
Furthermore, TAs can recruit C/P factors either directly [85] and/or via the RNAP II-
associated factor (PAF) elongation complex [78], leading to enhanced 3′ end processing.

Chromatin structure and histone modifications?
Considerable evidence now indicates that alternative splicing can be affected by chromatin
structure and modifications [86], but is APA? Several studies have suggested this may be the
case. For example, studies from yeast and humans have shown that the region around the pA
is depleted of nucleosomes [87]. Interestingly, highly used alternative pAs tend to have a
higher downstream affinity for nucleosomes [88], suggesting chromatin organization might
potentially impact APA. However, because highly used pAs have different downstream
sequences than less used sites [89], and sequence composition is an important determinant
of nucleosome levels, it is not clear to what extent the variation in nucleosome density is due
to sequence alone versus active remodeling. Nevertheless, a correlation between nucleosome
levels and accumulation of RNAP II after the pA has been observed [90], suggesting that
nucleosomes in this region can cause RNAP II pausing. Additionally, variations in
nucleosome density and levels of H3K36me3, a type of histone modification enriched at
gene 3′ ends, between genes expressed at different levels, have been found to be much
greater at proximal pAs than at distal pAs [79], suggesting an interplay between pA usage
and nucleosome configuration and histone modification. Supporting this idea, the PAF
complex, which associates with RNAP II and plays roles in histone methylation, has been
shown to interact with the C/P machinery and influence pA usage [82].

Concluding remarks
Building upon biochemical studies of 3′ end processing in the past three decades, recent
advances at the molecular and systems levels concerning APA have stimulated interest in
comprehending this dynamic process and its widespread implications for regulation of gene
expression and cell growth control. Many questions remain to be addressed in the coming
years. For instance, with the availability of powerful deep sequencing methods to study APA
isoforms, thorough understanding of APA in different species, tissue types, developmental
stages, and disease states is within reach. Whether APA can be used for cancer diagnosis/
prognosis should be rigorously explored. Additionally, the impact of APA on RNA
metabolism needs to be fully studied, particularly at the systems level. For example, how
different isoforms are sorted in polarized versus nonpolarized cells is largely unknown.
Similarly, to what extent APA impacts protein output in different cell types, and in cell
growth and differentiation, during which APA is globally regulated, needs to be addressed.
Whether the presence or absence of miRNA target sites through APA can engage mRNAs in

Tian and Manley Page 9

Trends Biochem Sci. Author manuscript; available in PMC 2014 June 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



competition for miRNAs, a hypothetical scenario known as ‘competing endogenous RNA
(ceRNA)’ [91], needs to be explored.

Furthermore, given the diverse consequences of perturbation of core C/P factors on APA,
and the role of other factors including tissue-specific RBPs, pA usage appears to be more
complex than previously thought. Regulation of pA is reminiscent of transcriptional control
at the 5′ end of genes, involving factors binding to both core promoters and enhancers. Here,
RBPs and core factors appear to interact with different cis elements around the pA, and pA
usage seems to be determined in a combinatorial manner. How regulation of these factors,
including post-translational modifications, leads to APA needs to be explored. Along these
lines, it is worth noting that depletion of yeast mRNA export adaptor protein Yra1, which
interacts with C/P factor Pcf11, leads to widespread APA [92]. Thus, how other proteins
interacting with the C/P machinery can change APA needs to be established. Finally, a
clearer picture of APA regulation by chromatin organization, histone modifications, and
DNA methylation [93], is expected to emerge in the coming years. How APA patterns are
regulated, reinforced, or memorized at the epigenetic level will be unraveled.
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Figure 1.
Alternative cleavage and polyadenylation sites (pAs) in a gene. (A) Alternative cleavage and
polyadenylation (APA) in 3′-most exon. A hypothetical gene is shown, with two pAs
located in the 3′-most exon. The top gray line is genomic DNA with exons boxed, and
bottom lines are mRNAs. Coding sequence (CDS) and 3′ untranslated region (UTR) are
shown as thick and thin blue lines, respectively, as indicated in the graph, splicing as bent
line, and pAs as arrowheads. AAAn indicates the poly(A) tail. (B) APA in upstream regions.
The type of terminal exon is indicated. The top mRNA shows only splicing. Skipped,
skipped terminal exon; composite, composite (internal/terminal) exon; exonic, upstream
exon.
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Figure 2.
Regulation of cis elements in 3′ untranslated regions (UTRs) by alternative cleavage and
polyadenylation (APA). Two mRNA isoforms are shown. The 3′ UTR region upstream of
the proximal cleavage and polyadenylation site (pA) is called the constitutive UTR (cUTR),
and the downstream region is called the alternative UTR (aUTR). RNA-binding protein
(RBP) and miRNA targeting to the aUTR are shown. Impacts on mRNA localization,
translation, and degradation are indicated. CDS, coding sequence.
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Figure 3.
Regulation of the cleavage and polyadenylation machinery in 3′ end processing. (A) Some
cleavage and polyadenylation (C/P) factors (yellow boxes) are recruited at the promoter by
transcription activators (TAs) or other unknown mechanisms. (B) The pA is surrounded by
several core cis elements, as indicated. The components of the C/P complex are indicated,
and those binding to core elements are shown in red. Cleavage factor (CF)I and cleavage
stimulation factor (CstF) are dimers, shown as two overlapping boxes. Phosphorylation of
the RNA polymerase (RNAP) II carboxy terminal domain (CTD) is indicated. Splicing
factors, such as U1 small nuclear ribonucleoprotein (snRNP), U2 snRNP, and U2AF65,
interact with the C/P complex. Arrow indicates positive regulation of C/P and T-ended line
indicates negative regulation. Two nucleosomes are shown (right), as well as attached
symbols representing histone marks, such as H3K36me3. Other RNA-binding proteins
(RBPs) can bind to sequences near the pA, thereby enhancing or inhibiting C/P. CPSF,
cleavage and polyadenylation specificity factor; hFip1, human Fip1; PABPN, nuclear
poly(A)-binding protein; PAP, poly(A) polymerase; PAS, polyadenylation signal; Wdr33,
WD repeat domain 33.
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