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recurrent excitation-inhibition in prefrontal cortex circuits:
implications for gamma oscillations
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Key points

• Previous studies indicate that cholinergic neuromodulation is required for cognitive processes
and for gamma oscillatory activity in neocortical networks in vivo. The cholinergic agonist
carbachol (CCh) induces gamma oscillations in vitro, via mechanisms that may be shared with
those mediating in vivo gamma oscillations.

• Here, we studied the effects of CCh on cortical circuit components thought to be critical
for gamma oscillations, and found that CCh stimulated firing of pyramidal cells (PCs) and
increased excitatory synaptic input onto fast-spiking interneurons (FSNs).

• CCh also modulated synaptic transmission between FSNs and PCs, decreasing synaptic
depression during repetitive presynaptic firing, while simultaneously reducing the unitary
synaptic currents.

• CCh increased the probability of neuron firing per oscillation cycle when PCs and FSNs fired
in response to oscillatory input at gamma frequency.

• Combined, these effects of CCh may help explain the contribution of cholinergic modulation
to gamma oscillations.

Abstract Cholinergic neuromodulation in neocortical networks is required for gamma
oscillatory activity associated with working memory and other cognitive processes. Importantly,
the cholinergic agonist carbachol (CCh) induces gamma oscillations in vitro, via mechanisms that
may be shared with in vivo gamma oscillations and that are consistent with the pyramidal inter-
neuron network gamma (PING) model. In PING oscillations, pyramidal cells (PCs), driven by
asynchronous excitatory input, recruit parvalbumin-positive fast-spiking interneurons (FSNs),
which then synchronize the PCs via feedback inhibition. Whereas the PING model is favoured by
current data, how cholinergic neuromodulation contributes to gamma oscillation production is
poorly understood. We thus studied the effects of cholinergic modulation on circuit components
of the PING model in mouse medial prefrontal cortex (mPFC) brain slices. CCh depolarized
and evoked action potential firing in a fraction of PCs and increased excitatory synaptic input
onto FSNs. In synaptically connected pairs, CCh reduced the short-term depression at FSN–PC
and PC–FSN synapses, equalizing synaptic strength during repetitive presynaptic firing while
simultaneously increasing the failure probability. Interestingly, when PCs or FSNs fired in response
to gamma frequency oscillatory inputs, CCh increased the firing probability per cycle. Combined
with the equalization of synaptic strength, an increase by CCh in the fraction of neurons recruited
per oscillation cycle may support oscillatory synchrony of similar strength during relatively long
oscillation episodes such as those observed during working memory tasks, suggesting a significant
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functional impact of cholinergic modulation of mPFC circuit components crucial for the PING
model.
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Introduction

Cholinergic neuromodulation is essential for various
cognitive processes including working memory, which
is impaired by cortical ACh depletion (Croxson et al.
2011) or muscarinic ACh receptor (mAChR) antagonists
(Yamamoto et al. 2011; Zhou et al. 2011). Synchronized
gamma band (30–80 Hz) oscillations may be involved
in the neural basis of the role of ACh signalling in
cognition, as gamma band power increases in relation to
working memory load (Roux et al. 2012) and abnormal
gamma oscillations are associated with cognitive deficits
(Uhlhaas & Singer, 2010). Cholinergic neuron stimulation
facilitates in vivo gamma oscillations (Munk et al. 1996;
Cape et al. 2000), which also are stabilized by mAChR
agonists (Rodriguez et al. 2010) and depressed by mAChR
antagonists (Rodriguez et al. 2004). In rodents, the medial
prefrontal cortex (mPFC) is highly involved in cognition
(Seamans et al. 2008; Rossi et al. 2012), and displays
prominent in vivo gamma oscillations (Ruiz-Mejias et al.
2011) that are dependent on cholinergic input (Janiesch
et al. 2011).

Gamma oscillations produced by bath application of
the mAChR agonist carbachol (CCh) to hippocampal and
neocortical brain slices (Buhl et al. 1998; Hajos et al. 2004;
Mann et al. 2005; Yamawaki et al. 2008; Oke et al. 2010;
Roopun et al. 2010; Anver et al. 2011; Akam et al.
2012) provide a good model system to study the circuit
mechanisms involved, as they share several properties
with in vivo gamma rhythms. Both in vivo and in vitro,
pyramidal cells (PCs) fire in synchrony but at a frequency
below gamma, whereas interneuron firing follows the
network oscillation frequency more closely (Csicsvari et al.
2003; Hajos et al. 2004; Mann et al. 2005; Senior et al. 2008).
Moreover, spike timing during the oscillation cycle is quite
similar in vivo and in vitro, with PCs firing first, followed
by interneurons a few milliseconds later (Hajos & Paulsen,
2009; Buzsaki & Wang, 2012).

The spike timing during gamma is consistent with
the pyramidal interneuron network gamma (PING)

model, in which PCs, driven by asynchronous excitatory
input, recruit interneurons via monosynaptic inputs and
are synchronized via feedback inhibition (Whittington
et al. 2000; Mann & Paulsen, 2005; Hajos & Paulsen,
2009). Such feedback inhibition is mainly mediated by
parvalbumin-positive fast-spiking neurons (FSNs; Mann
et al. 2005; Fuchs et al. 2007; Sohal et al. 2009; Oren
et al. 2010). Alternative to the PING model, in the
interneuron network gamma (ING) model, oscillations
depend on reciprocal inhibition between FSNs that receive
strong tonic excitation (Whittington et al. 1995; Wang
& Buzsaki, 1996). However, in ING models, the firing
of PCs and FSNs is nearly synchronous (Borgers &
Kopell, 2003), and thus inconsistent with the spike timing
observed experimentally. Moreover, gamma oscillations
are unaffected when the reciprocal inhibition required in
ING is disrupted by deleting GABAA receptors selectively
in FSNs (Wulff et al. 2009). In contrast, ablation
of AMPA receptors selectively in FSNs, and thus the
phasic interneuron excitation required in PING, markedly
disrupts gamma activity (Fuchs et al. 2007). Thus,
currently available data suggest that gamma oscillations
are produced via PING-like mechanisms.

Importantly, the mechanisms of CCh-induced in vitro
gamma oscillations seem to differ between hippocampal
and neocortical circuits. Whereas bath-applied CCh
reliably induces gamma activity in hippocampal slices
(Fisahn et al. 1998; Hajos et al. 2004; Mann et al. 2005;
Akam et al. 2012), in somatosensory, motor or visual
cortex slices, CCh-induced gamma oscillations require
co-application of the glutamate agonist kainate (Buhl
et al. 1998; Yamawaki et al. 2008; Oke et al. 2010;
Anver et al. 2011). The mechanisms by which addition
of kainate facilitates CCh-induced gamma oscillations
in neocortical slices may involve additive contributions
of each modulator. Alternatively, the combination of
both modulators may produce synergistic interactions
not predictable based on the effects of each modulator
alone. Therefore, a necessary first step to under-
stand the mechanisms of neocortical gamma activity
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is characterizing the independent contribution of each
modulator to the mechanisms of PING oscillations.

Here, we assessed the contribution of mAChR activation
to PING oscillations by testing the effects of CCh on circuit
components involved in oscillation production in the
PING model. In recordings from single neurons in layer 3
of mouse mPFC, we found that CCh evoked firing in PCs
and increased the EPSP frequency in FSNs. Furthermore,
by attenuating short-term depression of unitary synaptic
currents in synaptically connected pairs of PCs and
FSNs, CCh equalized synaptic strength throughout pre-
synaptic neuron spike trains in both PC–FSN and FSN–PC
connections. Such an equalization effect was associated
with a higher probability of failures that decreased the
unitary synaptic current strength. We found, in addition,
that CCh increased the probability of PC and FSN firing
per oscillation cycle during stimulation with gamma
wave-like input currents, an effect that may balance the
higher synaptic failure rate observed in the presence
of CCh. These findings reveal important mechanisms
by which mAChR activation may contribute to the
production of gamma rhythms in mPFC circuits.

Methods

Ethical approval

Experiments were carried out in accordance with the
guidelines of the NIH, and approved by the University
of Pittsburgh’s Institutional Animal Care and Use
Committee. The authors have read, and the experiments
comply with the policies and regulations of The Journal of
Physiology (Drummond, 2009).

Slices

Experiments were conducted in brain slices prepared from
the frontal cortex of 25–95-day-old (mean age: 47 days)
G42 mice (Jackson Laboratory) of either sex, in which
enhanced green fluorescent protein (GFP) is exclusively
expressed in parvalbumin-positive FSNs (Chattopadhyaya
et al. 2004). Mice were deeply anaesthetized with isoflurane
and decapitated. The brain was quickly removed and
immersed in ice-cold slicing solution containing (in mM):
choline chloride, 120; KCl, 2.5; Na2HPO4, 1.2; NaHCO3,
25; glucose, 20; ascorbate, 1.3; pyruvate, 2.4; MgCl2, 7;
CaCl2, 0.5; pH 7.3–7.4, and continuously bubbled with
95% O2–5% CO2. The mPFC was next sectioned into
300 μm-thick slices in the coronal plane, using a vibrating
microtome (VT1000S, Leica Microsystems). Slices were
immediately placed in an incubation chamber filled with
artificial cerebrospinal fluid (ACSF) maintained at 36◦C
and containing (in mM): NaCl, 125; KCl, 2.5; Na2HPO4,
1.25; glucose, 10; NaHCO3, 25; ascorbate, 0.4; MgCl2, 1;

CaCl2, 2; pH 7.3–7.4 when gassed with carbogen (95% O2

and 5% CO2). After 5 min of incubation at 36◦C, brain
slices were stabilized at room temperature in the same
solution for at least 30 min before they were transferred to
the recording chamber.

Electrophysiological recordings

For recording, slices were transferred to a submersion
chamber and superfused at a rate of 2 ml min−1 with
oxygenated ACSF solution at 30–32◦C. Patch pipette,
tight-seal whole-cell recordings were obtained from
visually identified layer 3 PCs and GFP fluorescent FSNs
in the infralimbic, prelimbic or anterior cingulate regions
of the mouse medial frontal cortex, here collectively
referred to as mPFC. Layer 3 was defined visually
under bright-field microscopy as the band between:
(1) twice the thickness of layer 1, measured as the
distance between the pial surface and the border between
layer 1 and layer 2; and (2) half the distance from
the pial surface and the white matter border. PCs and
FSNs were visualized using Olympus or Zeiss micro-
scopes equipped with infrared illumination, differential
interference contrast, epifluorescence illumination and
CCD video cameras (EXi Aqua, Q-Imaging). FSNs
were identified by GFP fluorescence (excitation wave-
length = 470 ± 20 nm). Pipettes pulled from borosilicate
glass had a resistance of 3–6 M� when filled with the
following solutions (in mM): solution A: potassium
gluconate, 120; KCl, 10; HEPES, 10; EGTA, 0.2; MgATP,
4.5; NaGTP, 0.3; sodium phosphocreatine, 14; the pH was
adjusted to 7.2–7.4 using KOH; solution B: potassium
gluconate, 60; KCl, 70; HEPES, 10; EGTA, 0.2; MgATP,
4.5; NaGTP, 0.3; sodium phosphocreatine, 14; the pH was
adjusted to 7.2–7.4 using KOH. Solution A was used in all
whole-cell recordings except for PCs in FSN–PC connected
pairs, in which solution B was used to increase the
driving force and thus detection of IPSCs. In cell-attached
recordings (Fig. 1C), pipettes were filled with oxygenated
ACSF. Recordings were obtained using Multiclamp 700B
amplifiers (Molecular Devices). Signals were low-pass
filtered at 6 kHz, and digitized at 10 or 20 kHz using Power
1401 data acquisition interfaces (Cambridge Electronic
Design). Data acquisition and analysis were performed
using Signal 5 software (Cambridge Electronic Design).
In voltage-clamp mode, the pipette capacitance was
compensated and series resistance was continuously
monitored but was not compensated. Only recordings
with a stable series resistance of <20 M� were used
for analysis. When current-clamp mode was used, series
resistance and pipette capacitance were monitored and
cancelled using bridge and capacitance neutralization.
Only cells with an initial resting membrane potential of
−60 to −80 mV were included in this study.
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The frequency of spontaneous (s)EPSPs was measured
in current-clamp recordings of FSNs in the presence
of the GABAA receptor blocker gabazine (10 μM) using
Mini analysis software (Synaptosoft). When necessary, the
cells’ membrane potential was maintained at the resting
membrane potential value measured at the beginning of
the experiment by injecting current through the recording
pipette.

Gamma wave stimulation

To determine the effects of cholinergic modulation on the
intrinsic response of PCs and FSNs to rhythmic input
at gamma frequency, we used a gamma wave stimulus
protocol. For these experiments, we injected 4.5 s-long
rectangular current steps combined with a 4 s-long 50 Hz
sinusoidal current wave. The rectangular current step
amplitude was progressively increased in 5 pA increments,
and each step amplitude was repeated three times. After the
rheobase (minimal rectangular step current necessary to
elicit spikes) was determined for each cell, the neuron was
stimulated with at least 10 additional steps of increasing
amplitude. The sinusoidal current wave had onset 0.5 s
after the beginning of the rectangular step (see Fig. 9). The
amplitude of the sinusoidal wave was adjusted to produce
a 6 ± 1 mV change (peak-to-peak) in the membrane
potential, so that the gamma wave sequentially depolarized
and hyperpolarized the neuron by ∼3 mV relative to the
baseline potential generated by the rectangular current
step (Fig. 9). After application of the gamma wave stimulus
in control conditions, CCh (10 μM) was bath-applied
for 10 min, after which the gamma wave stimulation was
resumed using identical parameters. The voltage threshold
for action potential (AP) firing was measured in APs
evoked by rheobase current. The frequency of AP firing
produced by the gamma wave stimulus was measured for
spikes produced during the time window of the sinusoidal
current wave, thus excluding spikes in cases evoked by the
rectangular current step before or after this time window.

Paired recordings from synaptically connected PCs
and FSNs

Simultaneous whole-cell recordings were performed from
FSN and PC pairs in layer 3 of the mPFC. Presynaptic
cells were recorded in current-clamp, when necessary,
injecting steady current to keep the steady-state membrane
potential near rest. The postsynaptic cells were recorded
in voltage-clamp mode at a holding potential of −80 mV.
The presence of a synaptic connection in paired recordings
was determined by evoking APs with brief suprathreshold
current pulses (2–3 ms, 2 nA) at 0.2 Hz in one neuron
while searching for a postsynaptic current time locked to
the evoked AP in the other neuron. We recorded FSN–PC

and PC–FSN connected pairs. The overall probability
of finding a connection was 37%, and the probabilities
for each type of connection were 23% (FSN–PC), 7%
(PC–FSN) and 7% (reciprocally connected pairs). In
reciprocally connected pairs, CCh effects were tested
only in one synapse, i.e. either the PC–FSN or the
FSN–PC connection. In connected pairs, unless otherwise
indicated, presynaptic APs were evoked by brief current
pulses in accordance with the following stimulation
protocol: a single AP was evoked every 7.5 s (0.13 Hz)
in the presynaptic cell at least five times to estimate the
baseline unitary (u)IPSC (or unitary (u)EPSC) amplitude,
then a stimulus train protocol was used. For FSN–PC
connections, the stimulus train protocol consisted of APs
evoked in the FSN at a baseline frequency of 5 Hz. Every
7.5 s, the stimulus frequency was switched from 5 Hz base-
line to a 1.5 s-long train of stimuli at 25, 40 or 60 Hz,
after which the 5 Hz baseline stimulation was resumed.
The stimulation with 5 Hz baseline +25–60 Hz trains was
repeated 30–40 times, and then FSN stimulus frequency
was returned to 0.13 Hz for at least 1.5 min, after which
CCh was bath-applied (10 μM). Stimulus frequency was
maintained at 0.13 Hz for 10 min in the presence of CCh,
and then the stimulus train protocol was repeated to test
the effects of CCh. For PC–FSN connections, the stimulus
train protocol was similar to that described above, except
that PC APs were evoked at a baseline frequency of 2.5 Hz,
and every 7.5 s stimulation was switched from 2.5 Hz base-
line to a 1.5 s-long train of 7.5, 10 or 20 Hz frequency.
The 2.5 Hz baseline +7.5–20 Hz train stimulation was
repeated 30–40 times. The first epoch of the stimulus
trains was excluded from the analysis to allow reaching
a steady-state response to the 5 Hz or 2.5 Hz baseline
stimulation. In each connected pair, only one presynaptic
stimulus train frequency (7.5, 10, 20, 25, 40 or 60 Hz)
was tested. To calculate uIPSC and uEPSC amplitudes,
30–40 traces were averaged (failures included) and uIPSC
and uEPSC amplitudes were measured as the difference
between peak amplitudes and baselines detected within a
time window placed between 5 ms and 3 ms preceding the
first event in the presynaptic stimulus train.

For the analysis of failures of synaptic transmission, the
voltage-clamp recordings were digitally filtered at 1 kHz
(low pass). Individual responses were considered a success
in synaptic transmission if the amplitude of the response
was greater than three times the standard deviation of
the baseline current before the response (Kraushaar &
Jonas, 2000; Kobayashi et al. 2008). The mean baseline
current and its standard deviation were computed by
averaging the postsynaptic current in a 2 ms time window
starting 3 ms before the presynaptic AP. The postsynaptic
response amplitude was computed by subtracting the
baseline current from the peak value of the postsynaptic
current, detected within a time window placed between
1.5 ms and 15 ms after the brief current pulse in the
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presynaptic neuron. To confirm the efficiency of this
method to discriminate failures from successes in synaptic
transmission, as depicted in Fig. 5A, we averaged multiple
single traces (thinner traces in Fig. 5A) in which a failure
was detected in the response to the same stimulus position
in the train (second stimulus in Fig. 5A). We found that the
average trace (thicker trace in Fig. 5A) similarly indicated
an absence of a postsynaptic event in response to the
second stimulus.

Extracellular stimulation

When cell-attached recordings were used to record AP
firing in PCs, the ability of the recorded neurons to
initiate APs was monitored at the beginning and the end of
the experiment by suprathreshold stimulation of synaptic
inputs. Focal stimulation electrodes were fabricated with
theta-type capillary glass pulled to an open tip diameter
of ∼3–5 μm and filled with oxygenated ACSF. Silver
wires inserted into the theta glass were connected to a
stimulus isolation unit (World Precision Instruments)
commanded by TTL pulses. Stimulation electrodes were
typically placed within 50–100 μm of the soma of the
recorded neuron. Stimuli of 100 μs duration had current
intensity adjusted (10–100 μA) to produce APs.

Statistical analysis

Results are expressed as mean ± SEM. The statistical
analysis was performed using SPSS 20 (IBM). The
significance of differences between group means was
determined using Student’s t test, paired Student’s t
test, repeated measurements (RM) one-way ANOVA, RM
two-way ANOVA, Pearson’s correlation test, Kolmogorov–
Smirnov test or Chi-square test, as indicated in each
case. Differences between group means were considered
significant if P < 0.05. The results of statistical comparison
of differences between group means are shown in the text
and/or in the figure legend of each figure.

Results

Cholinergic receptor activation stimulates pyramidal
neuron firing

During PING oscillations, the firing of PCs is driven by an
asynchronous excitatory input and then synchronized by
feedback inhibition from FSNs (Whittington et al. 2000,
2011; Tiesinga & Sejnowski, 2009). Therefore, cholinergic
neuromodulation may contribute to the production of
gamma oscillations by driving PC firing. To test whether
cholinergic receptor activation stimulates PC firing in layer
3 of mouse mPFC, we determined the effects of 10 μM
CCh. In 71% of the PCs tested (15 of 21), bath-applied

CCh produced a significant subthreshold depolarization,
whereas in the absence of CCh, the PC membrane potential
showed a significantly smaller change after a similar period
of recording (Fig. 1A; Table 1).

In the remaining 29% of the PCs tested (6 of 21
cells), CCh produced a suprathreshold depolarization
that induced AP firing (Fig. 1B) at a frequency of
8.7 ± 1.6 Hz (measured during the first 10 s of firing). PCs
with CCh-induced firing had a resting potential similar
to that of non-firing PCs (P = 0.604, t test; Table 1);
however, the depolarization observed 0.5 s before the onset
of CCh-evoked firing was significantly larger than the
depolarization in non-firing PCs (Table 1). Furthermore,
firing was not observed in any of 28 PCs tested when
injecting hyperpolarizing current through the recording
pipette to prevent the CCh-induced depolarization
(P < 0.01 vs. CCh with no current injection, Chi-square
test), suggesting that CCh induces firing via supra-
threshold depolarization in some PCs. Importantly, the
input resistance, membrane time constant, AP amplitude,
AP width, AP threshold, adaptation ratio and after-
hyperpolarization amplitude before CCh application
did not differ between PCs that fired APs with
bath-applied CCh versus those that did not (Supplemental
Table S1).

The suprathreshold stimulation by CCh of only a
fraction of PCs may be caused in part by attenuation of
the excitatory effects of CCh by intracellular effects of
the pipette solution or capacitive load by the recording
electrode under whole-cell recording conditions. To test
this possibility, we examined the effects of CCh in
cell-attached recordings and found that, whereas strong
synaptic stimulation evoked APs in 29 of 29 PCs tested
(Fig. 1C), CCh elicited firing in 9 of the 29 PCs (Fig. 1C),
a proportion not significantly different from that observed
in whole-cell recordings (Fig. 1D; P = 0.752, Chi-square
test). Moreover, the time course of CCh-induced PC firing
was similar in whole-cell and cell-attached conditions
(Fig. 1E). Therefore, whole-cell recording conditions do
not seem to significantly alter the excitatory effects of
CCh.

Bath application of CCh increases the frequency of
spontaneous IPSCs in PCs (Kawaguchi, 1997; Martin
et al. 2001; Yoshino et al. 2011), an effect that may
inhibit AP initiation and decrease the proportion of PCs
with CCh-induced firing. However, in the presence of
the GABAA receptor antagonist gabazine (10 μM), in 18
of 26 PCs CCh produced a subthreshold depolarization
(4.5 ± 0.9 mV, n = 18) that was not significantly different
from than that observed in the absence of gabazine
(P = 0.257, t test). Moreover, CCh evoked APs in 30.8%
(8 of 26) of the PCs, a proportion nearly identical to
that observed without gabazine (P = 0.904, Chi-square
test). Therefore, inhibitory effects of IPSPs do not affect
CCh-induced firing in mPFC PCs.

C© 2013 The Authors. The Journal of Physiology C© 2013 The Physiological Society
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Figure 1. Cholinergic modulation induces depolarization and AP firing in PCs
Aa, representative trace of a recording from a non-firing PC. The line below the trace indicates the timing of
current steps used to test the overall capacity of the recorded neuron to fire spikes. The open bar above the trace
indicates carbachol (CCh) application, and the dashed line shows the baseline resting membrane potential. Ab,
expanded region of the trace indicated by the vertical rectangle in a. Ac, changes in membrane potential versus
time for non-firing PCs in control conditions (n = 12) and in the presence of 10 μM CCh (n = 15), the open bar
indicates CCh bath application. Data are mean ± SEM. Paired sample t test indicated a significant depolarization
in the presence of CCh versus control from the average values of the membrane potential change between 15
and 17 min (the measured data points for each cell between 15 and 17 min were averaged), P < 0.05. B–E, PCs
with CCh-evoked firing. B, C, representative traces of recordings of firing PCs in whole-cell (B) and cell-attached
recording configurations (C), the continuous line below the trace indicates the timing of test current steps (B) or
synaptic stimulation (C). The dashed line in Ba shows the baseline resting membrane potential. D, the percentage
of PCs displaying CCh-evoked firing in whole-cell and cell-attached configurations. Chi-squared comparison of
proportions indicated no significant difference between the two recording configurations, P = 0.752. E, cumulative
fraction of PCs displaying CCh-evoked AP firing as a function of time of CCh bath application in whole-cell
and cell-attached recordings. The cumulative fraction of PCs firing did not differ between recording conditions
(Kolmogorov–Smirnov test, P = 0.594).

C© 2013 The Authors. The Journal of Physiology C© 2013 The Physiological Society
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Table 1. CCh-induced depolarization of PCs and FSNs

CCh

Control Non-firing Firing

PCs RMPi (mV) −75.1 ± 2.9(12) −71.1 ± 0.9(15) −70.1 ± 1.3(6)
Depolarization (mV) 0.7 ± 0.6(12) 3.2 ± 0.6(15)∗ 11.0 ± 0.7(6)∗, †

FSNs RMPi (mV) −72.9 ± 1.2(18) −71.2 ± 3.3(23) —
Depolarization (mV) 0.3 ± 0.3(18) 1.9 ± 0.5(23)∗ —

CCh, carbachol; FSN, fast-spiking interneuron; PC, pyramidal cell; RMPi, initial resting membrane potential. In the case of firing PCs
the depolarization change was measured immediately before the onset of AP firing. ∗P < 0.05 vs. control, †P < 0.05 vs. non-firing PCs
under CCh, the sample size is in parentheses.

During gamma rhythms, FSNs fire tightly synchronized
with the population oscillation (Bragin et al. 1995;
Hajos et al. 2004; Dugladze et al. 2012). Gamma
oscillation-associated FSN firing may originate in part
from direct effects of cholinergic modulation on the
FSNs. However, whether ACh directly activates FSN firing
remains poorly understood. mAChR activation hyper-
polarized FSNs in some studies (Xiang et al. 1998),
whereas other studies showed little or no change of
the FSN membrane potential with muscarinic signalling
(Kawaguchi, 1997; Gulledge et al. 2007; Kruglikov & Rudy,
2008; Cea-del Rio et al. 2010; Szabo et al. 2010). We
found that CCh produced in FSNs a small but significant
depolarization compared with the changes of membrane
potential observed in the absence of CCh (Table 1).
However, contrasting with its effects on PCs, CCh did
not elicit firing in any of the 23 FSNs tested (P < 0.05,
Chi-square test; Fig. 2Aa, b). The stronger effect of CCh
on the excitability of PCs versus FSNs is in agreement
with the PING model, in which PCs receive an external
drive and FSNs are driven mainly by synaptic input from
the PCs (Whittington et al. 2000, 2011; Borgers & Kopell,
2003; Tiesinga & Sejnowski, 2009). Additionally, because
FSNs typically fire APs during gamma oscillations, the lack
of FSN firing in the presence of CCh is consistent with pre-
vious studies showing that bath-applied CCh, alone, is not
sufficient to produce gamma activity in neocortical slices.

In PING models interneuron firing is mainly driven
by phasic input from local PCs. Thus, the stimulation
of PC firing by CCh (Fig. 1) may contribute to gamma
oscillation generation if it involves PCs synaptically
connected onto FSNs, thus producing EPSPs in FSNs
in an AP-dependent manner. Consistent with this pre-
diction, bath-application of CCh increased the EPSP
frequency by 68% in FSNs (Fig. 2C and D; P < 0.01,
paired t test), and this effect was reverted by the mAChR
antagonist ipratropium (10 μM; Supplemental Fig. S1).
Moreover, the CCh-induced increase in EPSP frequency
was prevented by blocking APs with 1 μM TTX (Fig. 2E;
F2,38 = 1.291, P = 0.6356, by RM ANOVA). Although we
cannot rule out that TTX blocked ectopic AP generation
(Dugladze et al. 2012) or subthreshold depolarization (Shu

et al. 2006) in distal PC axons that normally enhance
EPSP frequency, the TTX-sensitivity of the increase in
EPSP frequency by CCh likely is produced by blockade of
CCh-induced AP firing in local PCs that provide excitation
onto the FSNs, as in PING models.

Cholinergic modulation equalizes synaptic strength at
connections between PCs and FSNs during repetitive
presynaptic cell firing

FSN–PC inhibitory synapses are crucial in PING
oscillations, as they provide the feedback inhibition of
PCs that generates gamma band synchrony. Importantly,
in recordings from synaptically connected pairs, we found
that repetitive presynaptic firing at gamma band frequency
produced short-term depression of the uIPSCs at FSN–PC
synapses in mPFC layer 3 (Fig. 3A), as shown pre-
viously in other cortical regions (Galarreta & Hestrin,
1998; Reyes et al. 1998; Ali et al. 2001). Short-term
depression during repetitive firing of each FSN at gamma
frequency would produce uIPSCs of progressively smaller
amplitudes. If so, then the strength of the compound
IPSC generated by the FSN network on each PC would
decrease toward the end of the gamma oscillation episodes,
consequently reducing the oscillation power. Importantly,
if, as suggested by several lines of evidence, cholinergic
modulation is required for gamma oscillation production
(Munk et al. 1996; Cape et al. 2000; Rodriguez et al.
2004, 2010; Janiesch et al. 2011), then repetitive firing of
FSNs at gamma frequency may be at all times coincident
with activation of the presynaptic mAChRs found at
FSN–PC synapses (Hajos et al. 1998; Freund & Katona,
2007). Because short-term plasticity is mainly a pre-
synaptic phenomenon (Regehr, 2012), one possibility is
that the effects of presynaptic mAChR activation attenuate
short-term depression thus maintaining uIPSC strength
throughout oscillation episodes. In order to compare the
effects of repetitive presynaptic firing in the presence
versus absence of CCh, in FSN–PC connected pairs, we
stimulated the presynaptic FSN repetitively at 25, 40 or
60 Hz, in 1.5 s-long episodes that had duration similar to
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the duration of gamma oscillation episodes observed in
the rodent mPFC in vivo (Ruiz-Mejias et al. 2011; Massi
et al. 2012).

To mimic the effects on synaptic transmission of gamma
activity episodes that, as observed in vivo, arise from
some baseline activity level as opposed to an inactive
state, we stimulated the presynaptic FSNs at a baseline
frequency of 5 Hz, and every 7.5 s delivered stimulus
trains (Fig. 3A and B). The 5 Hz baseline stimulation
had a significant impact on FSN–PC transmission, as the
amplitude of the first uIPSC in the gamma frequency trains
(uIPSC1) was reduced by 40 ± 8% compared with the
absence of baseline stimulation. Moreover, whereas the
failure rate for uIPSC1 was virtually zero without baseline
stimulation, it increased to 14.0 ± 1.8% with 5 Hz baseline
stimulation (Fig. 3B). These somewhat closer to physio-
logical conditions were used to study short-term plasticity

of uIPSCs induced by stimulus trains under cholinergic
modulation.

To test whether the uIPSCs remained stable throughout
the stimulus protocol, we measured the amplitude of
uIPSCs produced by single APs evoked in the presynaptic
FSN at 0.13 Hz before and after stimulation with trains
in control conditions. Next, we monitored the effects
of CCh application on the uIPSCs at 0.13 Hz before
testing the effects of stimulus trains in the presence
of CCh. As illustrated in Fig. 3C, relative to its value
at the beginning of the experiment (t = 0), the uIPSC
amplitude remained stable after the first series of stimulus
trains (t = 5–6 min), showing the absence of long-term
changes in uIPSC amplitude. After about 4 min of CCh
application (10 μM), the 0.13 Hz uIPSC amplitude
decreased, reaching a nearly steady-state reduction
of 30 ± 7.4% by 7–8 min in the presence of CCh, as

Figure 2. Cholinergic modulation induced a small depolarization and increased the number of
spontaneous (s)EPSPs in FSNs
Aa, representative trace of recordings from a FSN, the continuous line below the trace indicates the timing of test
current steps, the open bar above the trace shows the timing of carbachol (CCh) application, and the dashed
line shows the baseline membrane resting potential. Ab, expanded region of the trace in a, indicated by the
vertical rectangle. B, changes in the membrane potential versus time for FSNs in control conditions (n = 18) and
in the presence of 10 μM CCh (n = 23), the open bar indicates CCh bath application. Data are mean ± SEM. C,
representative traces of recordings from FSNs showing EPSPs in control conditions and in the presence of 10 μM
CCh. D, sEPSP frequency in the presence (CCh) and absence (control) of 10 μM CCh. Data are means ± SEM,
n = 20, ∗∗P < 0.01 (paired t test). E, sEPSP frequency in control conditions and in the presence of 1 μM TTX or
1 μM TTX + 10 μM CCh. Data are means ± SEM, n = 20. RM ANOVA indicated significant differences between
group means; F2,38 = 14.118, P < 0.001. Individual groups not sharing the same letter are significantly different,
P < 0.05 post hoc comparisons with the Tukey test.
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reported previously in hippocampus and insular cortex
(Hefft et al. 2002; Yamamoto et al. 2010; Szabo et al.
2010). After 10 min in the presence of CCh, stimulation
with trains was resumed, revealing that CCh reduced
the amplitude of uIPSCs evoked at basal 5 Hz baseline
frequency by 29.4 ± 6.2% (Fig. 3D; P < 0.01 paired
t test; see also Fig. 4D). The CCh-dependent reduction
of the uIPSC amplitude was mediated by mAChR

activation, as it was prevented by bath-applying 10 μM
ipratropium at least 15 min prior to CCh (Fig. 3E and
F). Importantly, we found that for stimulus trains at
gamma frequency (40 and 60 Hz), short-term uIPSC
depression was less pronounced with CCh than in the
absence of CCh (Fig. 4A–C). The reduction in short-term
depression was reflected in significant changes in the
amplitude of the uIPSCs at steady-state (uIPSCSS) relative

Figure 3. Cholinergic modulation reduces the unitary (u)IPSC amplitude at fast-spiking interneuron
(FSN)–pyramidal cell (PC) connections
A, representative traces of recordings in a synaptically connected FSN–PC pair. Membrane potential in the pre-
synaptic FSN and membrane current in the postsynaptic PC are shown from an experiment in which the FSN was
stimulated with a protocol including baseline stimulation at 5 Hz and a 1.5 s episode of 40 Hz stimulation. The
traces are averages of 40 repetitions. The arrow marks the response to a voltage step used to monitor the series
resistance during voltage-clamp recording. B, representative traces illustrating the effects of baseline stimulation
at 5 Hz on uIPSCs in a connected FSN–PC pair. The FSN was stimulated with a 40 Hz train in the absence (grey)
or presence (black) of 5 Hz baseline stimulation, as indicated in the left panel. The right panel shows the first
two uIPSCs evoked by a 40 Hz train without (upper traces) or with (lower traces) 5 Hz baseline stimulation.
The asterisk indicates a single failure of synaptic transmission, shown are 25 superimposed consecutive traces.
C, uIPSC amplitude (relative to the initial uIPSC amplitude) for events evoked at 0.13 Hz in control and during
bath application of 10 μM carbachol (CCh). Each symbol is the average of four consecutive uIPSCs ± SEM. The
arrows indicate the times when the stimulus train protocols were applied (in the absence and presence of CCh,
respectively). Traces in the top panel show representative recordings of uIPSCs in a PC at t = 0 (control), t = 5–6 min
(control) and t = 14–15 min (CCh). See Results and Methods for further details. D, uIPSC amplitudes in FSN–PC
synapses in the absence and presence of 10 μM CCh at 5 Hz stimulation measured on the first uIPSC of the 25,
40 and 60 Hz trains. ∗∗P < 0.01 paired t test. E, uIPSC amplitude (relative to the initial uIPSC amplitude) for events
evoked at 0.13 Hz during bath application of 10 μM ipratropium, at t = 6 min 10 μM CCh was added to the
superfusion medium (ipratropium was included in the perfusion medium at least 15 min before the onset of CCh
bath application). Each symbol is the average of four consecutive uIPSCs from 9 pairs ± SEM. The arrows indicate
the times when the stimulus train protocols were applied (in the absence and presence of CCh, respectively). Traces
in the top panel show representative recordings of uIPSCs in a PC at t = 0 (control), t = 5–6 min (control) and
t = 14–15 min (CCh). F, uIPSC amplitudes in FSN–PC synapses in the presence of 10 μM ipratropium or 10 μM
ipratropium + 10 μM CCh at 5 Hz stimulation measured on the first uIPSC of 40 Hz trains. P = 0.625, paired
t test.
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Figure 4. Cholinergic modulation decreases relative unitary (u)IPSC depression by presynaptic gamma
frequency activity at FSN–PC connections
A, left, representative traces of a FSN–PC connected pair in the presence (carbachol, CCh) and absence (control)
of 10 μM CCh. The inset shows the traces standardized to the first uIPSC amplitude. Centre, a plot of relative
uIPSC amplitude during 40 Hz trains. The relative uIPSC amplitudes were obtained by dividing the amplitude of
each uIPSC in the train by the average amplitude of four uIPSCs evoked during 5 Hz baseline stimulation. The
plot also shows relative uIPSC amplitude at 5 Hz shortly after the 40 Hz train. Data are shown as mean ± SEM,
n = 16 pairs. Right, relative depression during the stimulus trains quantified using a ratio between steady-state
uIPSC amplitude and the amplitude of the first uIPSC of the train. The ratio was compared between the absence
(control) and presence of 10 μM CCh (CCh). Data are mean ± SEM, ∗P < 0.05 (paired t test). B, C, left, plots of
relative uIPSC amplitude as shown in A, in this case for 25 Hz (B, n = 16 pairs) or 60 Hz trains (C, n = 16 pairs).
The period of 5 Hz stimulation immediately following 25 or 60 Hz trains is not shown. Each connected pair was
tested with either 25, 40 or 60 Hz, no pairs were tested with more than one frequency.Right, relative depression
during the stimulus trains as shown in A. Data are mean ± SEM, ∗P < 0.05 (paired t test). D, the uIPSC amplitude
at the steady-state of stimulus trains relative to its value at 5 Hz baseline was plotted as a function of stimulus train
frequency, in data from the experiments shown in A–C. In the absence of CCh (control), stimulus frequency had a
significant effect (F3,86 = 13.331, P < 0.001), whereas with 10 μM CCh (CCh) the effects of stimulus frequency
were not significant (F3,86 = 2.008, P = 0.119). Accordingly, RM two-way ANOVA showed a significant effect of
CCh (F1,86 = 16.715, P < 0.001). Results are mean ± SEM, #P < 0.05 control vs. CCh at the same frequency. For
control values, individual groups not sharing the same upper case letter are significantly different, P < 0.05 post
hoc comparisons with Tukey test. E, left, plots of relative uIPSC amplitude as shown in A, in the presence of 10 μM
ipratropium (n = 9 pairs). The period of 5 Hz stimulation immediately following the 40 Hz trains is not shown.
Right, relative depression during the stimulus trains as shown in A. Data are mean ± SEM, P = 0.486 (paired t test).
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to uIPSC1 (Fig. 4A–C) and was effectively blocked by
ipratropium (Fig. 4E). As a consequence of the reduced
depression, with CCh the uIPSCSS amplitude, relative to
5 Hz baseline, was independent of stimulus frequency
(Fig. 4D; F3,86 = 2.008, P = 0.119, RM ANOVA), whereas
in the absence of CCh the stimulation frequency had
a highly significant effect (Fig. 4D; F3,86 = 13.331,
P < 0.001, RM ANOVA). These results indicate that, by
reducing short-term depression, activation of mAChRs by
cholinergic modulation equalizes the strength of uIPSCs
produced by FSN activity at frequencies within the gamma
band, while reducing the uIPSC amplitude at lower firing
frequency.

Consistent with a presynaptic mechanism of depression
at FSN–PC connections, the probability of uIPSC
failures increased during stimulus trains (Fig. 5A and
B; Supplemental Figs S2 and S3), and the magnitude
of short-term depression of the uIPSC amplitude was
positively correlated with the increase in failure rate
for uIPSCSS relative to uIPSC1 (Pearson’s r = 0.6505,
P < 0.001). In the presence of CCh, the steady-state
failure rate was significantly higher during 5 Hz or 25 Hz
stimulation (5 Hz: F1,75 = 20.602, P < 0.001, RM ANOVA;
25 Hz: F1,75 = 5.571, P < 0.05, RM ANOVA), but did
not differ between the presence or absence of CCh
at 40 or 60 Hz stimulation (Fig. 5B and C; see also
Supplemental Fig. S2). Consequently, stimulus frequency
strongly affected the failure probability in the absence of
CCh (F3,75 = 4.807, P = 0.004, RM ANOVA; Fig. 5C), but
had weak effects on failure rate in the presence of CCh
(F3,75 = 2.752, P = 0.048, RM ANOVA; Fig. 5C).

To additionally investigate if CCh modulates synaptic
depression via presynaptic mechanisms, we determined
whether CCh affected the increase in failure rate associated
with synaptic depression in the absence of CCh. To test
this possibility, we computed a ratio between the failure
rates for uIPSC1 and uIPSCss. If CCh reduces synaptic
depression in part presynaptically, it should increase
uIPSC1/uIPSCss failure rate ratio. Figure 5D shows that
the uIPSC1/uIPSCss ratio of failure rates was higher in the
presence of CCh at 40 and 60 Hz (P < 0.05, paired t test),
but not at 25 Hz (P = 0.925, paired t test). Therefore,
equalization of uIPSCs by CCh during presynaptic FSN
firing at gamma frequency is at least in part due to a tuning
of synaptic depression via presynaptic mechanisms.

Similar to FSN–PC synapses, in various cortical regions
excitatory PC–FSN synapses display presynaptically
mediated short-term depression during repetitive PC
firing (Ali et al. 1998; Galarreta & Hestrin, 1998; Reyes
et al. 1998). To evaluate the effects of stimulus trains on
PC–FSN synapses in mPFC, in synaptically connected
PC–FSN pairs we stimulated the presynaptic PC at a
baseline frequency of 2.5 Hz. During gamma oscillation
episodes, PCs fire phase-locked to the oscillation cycle;
however, they do not fire in every cycle, showing a mean

firing rate below the gamma band (Hajos et al. 2004;
Oren et al. 2006). Therefore, we stimulated the PCs with
1.5 s-long trains of 7.5, 10 and 20 Hz. These stimulus trains
produced short-term depression of the uEPSCs, which was
associated with an increase in failure rate consistent with a
presynaptic mechanism (Fig. 6A). Similar to that observed
in FSN–PC synapses (Fig. 3C), the amplitude of uEPSCs
evoked by single stimuli at 0.13 Hz remained stable before
and after the first application of stimulus trains (t = 0
and t = 5–6 min in Fig. 6B). Because phasic excitation
from local PCs is essential to drive FSNs in the PING
model, cholinergic modulation may contribute to PING
oscillations by shaping short-term depression at PC–FSN
connections. We found that after 7–8 min of CCh bath
application, the amplitude of uEPSCs evoked by 0.13 Hz
presynaptic stimuli was reduced by 35.3 ± 8% (Fig. 6B).
Then, the stimulus trains were resumed, revealing that the
amplitude of uEPSCs evoked at basal 2.5 Hz stimulation
frequency was 34.8 ± 5.2% smaller in the presence of
CCh (Fig. 6C; P < 0.01 paired t test, see also Fig. 7D).
The CCh-dependent reduction in the uEPSC amplitude
was blocked by bath-applying 10 μM ipratropium at least
15 min prior to CCh application (Fig. 6D and E). In
addition, CCh significantly reduced the relative uEPSC
depression at 10 and 20 Hz by 24% and 53%, respectively
(Fig. 7A–C), and this effect was blocked by the mAChR
antagonist ipratropium (Fig. 7E). Consequently, whereas
in the absence of CCh stimulus frequency had a highly
significant effect on the steady-state uEPSC (uEPSCss)
amplitude (F3,40 = 50.537, P < 0.001, RM ANOVA), in the
presence of CCh the frequency dependence of depression
was weaker (CCh: F3,40 = 4.009, P = 0.014, RM ANOVA),
as shown in Fig. 7D.

The effects of CCh on short-term uEPSC depression
could be explained at least in part by presynaptic effects,
as CCh increased the uEPSC1/uEPSCss ratio of failure
rates for stimulus trains at 10 Hz (38%, P = 0.037, paired
t test; Fig. 8A and C) and 20 Hz (67%, P = 0.035, paired
t test; Fig. 8C; Supplemental Fig. S4). Consequently, the
steady-state failure rate showed frequency dependence
only in control conditions (Fig. 8B; control: F3,38 = 3.183,
P = 0.035; CCh: F3,38 = 0.658, P = 0.583, RM ANOVA).
Our results suggest that during repetitive PC activity, CCh
equalizes uEPSC strength across stimulus frequencies via
a mechanism that involves modulation of failure rate,
suggesting that CCh-sensitive presynaptic receptors are
found at the PC–FSN cell synapses.

Cholinergic receptor activation potentiates the firing
response of PFC neurons to oscillatory inputs

We found that CCh reduced short-term depression at
FSN–PC and PC–FSN connections, thus equalizing the
unitary synaptic current amplitude, possibly serving to
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Figure 5. The effects of carbachol (CCh) on unitary (u)IPSC failure rate at fast-spiking interneuron
(FSN)–pyramidal cell (PC) synapses during gamma frequency activity are consistent with presynaptic
modulation
A, representative traces illustrating failure rate analysis in FSN–PC pairs. The top-most trace shows APs in a FSN
during the first eight stimuli of a 40 Hz stimulus train. The lower traces (thin continuous traces) show uIPSCs in
the postsynaptic PC for 7 cases in which we detected a transmission failure in the second uIPSC. The trace at
the bottom (thick continuous trace) is the average of the traces above, which confirms the absence of uIPSC
in response to the second stimulus. B, uIPSC failure rate during the trains at 40 Hz in control and with 10 μM
CCh. Data are mean ± SEM, n = 15 pairs. C, the uIPSC failure rate at the steady-state from experiments as in B
for 25, 40 or 60 Hz trains in control and 10 μM CCh. The steady-state failure rate values at 5 Hz are the failure
rates for the first uIPSC at 25, 40 or 60 Hz. For 25, 40 and 60 Hz the steady-state failure rate was computed by
averaging the failures for the last four uIPSCs in the trains. Results are shown as mean ± SEM, #P < 0.05 control
vs. CCh at the same frequency, For control values, individual groups not sharing the same upper case letter are
significantly different, P < 0.05 post hoc comparisons with Tukey test. For CCh, individual groups not sharing
the same lower case letter are significantly different, P < 0.05 post hoc comparisons with Tukey test. RM-ANOVA
(control vs. CCh: F1,75 = 14.265, P < 0.001; control vs. frequency: F3,75 = 4.807, P = 0.04; CCh vs. frequency:
F3,75 = 2.752, P = 0.048). D, a ratio of relative failure rates during the trains (failure rate for uIPSC1 over the
failure rate for the steady-state uIPSC) was calculated for experiments in the absence (control) and presence of
10 μM CCh (CCh) for 25, 40 and 60 Hz trains. Data are shown as mean ± SEM, ∗P < 0.05, ∗∗P < 0.01 (paired
t test).
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maintain a similar input strength throughout PING
oscillation episodes. However, this effect was associated
with an increase in failure probability that reduced
unitary synaptic current amplitude. Thus, a key question
is whether additional CCh effects may contribute to
generating the large rhythmic IPSCs and EPSCs observed

during network gamma oscillations (Mann et al. 2005;
Oren et al. 2006; Atallah & Scanziani, 2009). CCh increases
the intrinsic excitability of hippocampal and cortical
neurons (Tang et al. 1997; Cea-del Rio et al. 2011; Dasari &
Gulledge, 2011; Santini et al. 2012), including in the mPFC
(Gulledge et al. 2009; Dembrow et al. 2010). Thus, CCh

Figure 6. Cholinergic modulation decreases the amplitude of unitary (u)EPSCs at pyramidal cell
(PC)–fast-spiking interneuron (FSN) connections
A, representative traces of recordings in a synaptically connected PC–FSN pair. Traces in the left panel are membrane
potential in the presynaptic PC and membrane current in the postsynaptic FSN, from an experiment in which the PC
was stimulated with a protocol including baseline stimulation at 2.5 Hz and a 1.5 s episode of 10 Hz stimulation.
The traces are averages of 35 repetitions. The arrow marks the response to a voltage step used to monitor the
series resistance during voltage-clamp recording. The traces in the centre panel are a zoom-in of the beginning of
the 10 Hz train shown on the left. The right panel shows superimposed consecutive traces of the first two uIPSCs
of the 10 Hz train. The thin grey traces are cases in which both stimuli produced a uEPSC. The thin black traces
are cases in which a failure of synaptic transmission was found in the response to the second stimulus. The thick
traces show the average of all individual recordings. B, uEPSC amplitude (relative to the uIPSC amplitude in control
conditions) for events evoked at 0.13 Hz in control and during bath application of 10 μM carbachol (CCh). Data
are the average of four consecutive uEPSCs ± SEM. The arrows indicate the times where the stimulation train
protocols were applied (in the absence and presence of CCh). Traces in the top panel show the representative
recordings of uEPSCs at t = 0 (control), t = 5–6 min (control) and t = 14–15 min (CCh). See Methods for further
details. C, uEPSC amplitudes in PC–FSN synapses in the absence and presence of 10 μM CCh at 2.5 Hz stimulation.
∗∗P < 0.01 paired t test (uEPSC1 of the 7.5, 10 and 20 Hz trains were used). D, uIPSC amplitude (relative to the
initial uIPSC amplitude) for events evoked at 0.13 Hz during bath application of 10 μM ipratropium, at t = 6 min
10 μM CCh was added to the superfusion medium (ipratropium was included in the perfusion medium at least
15 min before the onset of CCh bath application). Each symbol is the average of four consecutive uEPSCs from
6 pairs ± SEM. The arrows indicate the times when the stimulus train protocols were applied (in the absence and
presence of CCh, respectively). The traces in the top panel show representative recordings of uEPSCs in a FSN at
t = 0 (control), t = 5–6 min (control) and t = 14–15 min (CCh). E, uEPSC amplitudes in PC–FSN synapses in the
presence of 10 μM ipratropium or 10 μM ipratropium + 10 μM CCh at 2.5 Hz stimulation measured on the first
uEPSC of 10 Hz trains. P = 0.679 paired t test.
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Figure 7. Cholinergic modulation decreases relative unitary (u)EPSC depression at PC–FSN connections
A, left, relative uEPSC amplitudes during 10 Hz trains. The relative uEPSC amplitudes were obtained by dividing
the amplitude of each uEPSC in the train by the average amplitude of three uEPSCs evoked during 2.5 Hz baseline
stimulation. The plot also shows relative uEPSC amplitude at 2.5 Hz shortly after the 10 Hz train. Symbols represent
uEPSCs recorded in control conditions (control) and uEPSCs in the presence of 10 μM carbachol (CCh). Data are
shown as mean ± SEM, n = 8 pairs. Right, relative depression during the stimulus trains quantified using a ratio
between steady-state uEPSC amplitude and the amplitude of the first uEPSC of the train. The ratio was compared
between the absence (control) and presence of 10 μM CCh (CCh). Data are mean ± SEM, ∗∗P < 0.01 (paired
t test). B, C, left, relative uEPSC amplitudes in the absence and presence of CCh for 7.5 Hz (B, n = 7) and 20 Hz
trains (C, n = 7), results are mean ± SEM. The period of 2.5 Hz stimulation immediately following 7.5 or 20 Hz
trains is not shown. Right, relative depression during the stimulus trains as shown for A. Data are mean ± SEM,
∗P < 0.05. D, the uEPSC amplitude at the steady-state of stimulus trains relative to its value at 2.5 Hz baseline
was plotted as a function of stimulus train frequency, in data from the experiments shown in A–C. In the absence
of CCh (control), stimulus frequency had a highly significant effect (F3,40 = 50.537, P < 0.001), whereas with
10 μM CCh (CCh) the effects of stimulus frequency were weaker (F3,40 = 4.009, P = 0.014). Accordingly, the
RM two-way ANOVA shows a significant effect of CCh (F1,40 = 11.097, P = 0.002). Results are mean ± SEM,
#P < 0.05 control vs. CCh at the same frequency. For control values, individual groups not sharing the same upper
case letter are significantly different, P < 0.05 post hoc comparisons with Tukey test. For CCh, individual groups
not sharing the same lower case letter are significantly different, P < 0.05 post hoc comparisons with Tukey test.
E, left, plots of relative uIPSC amplitude as shown in A, in the presence of 10 μM ipratropium (n = 6 pairs). The
period of 2.5 Hz stimulation immediately following the 10 Hz trains is not shown. Right, relative depression during
the stimulus trains as shown in A. Data are mean ± SEM, P = 0.682 (paired t test).
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may increase the number of neurons recruited in each
oscillation cycle and that contribute to the compound
synaptic currents elicited in the postsynaptic targets,
compensating for the reduction of the unitary synaptic
currents.

Whereas CCh potentiates mPFC neuron firing elicited
by rectangular depolarizing currents (Gulledge et al. 2009;
Dembrow et al. 2010), during gamma oscillations, PCs
and FSNs are driven by gamma wave-like changes in
membrane potential (Penttonen et al. 1998; Buhl et al.
1998; Atallah & Scanziani, 2009; Buzsaki & Wang, 2012)
caused by rhythmic inhibitory and excitatory synaptic
currents (Mann et al. 2005; Oren et al. 2006; Atallah &
Scanziani, 2009). Oscillatory versus rectangular inputs
differentially activate voltage-dependent conductances
that regulate neuronal excitability (Volgushev et al.
1998). Moreover, cell type-specific intrinsic membrane
properties determine a different firing rate response to
oscillatory inputs in PCs and FSNs (Otte et al. 2010).
Therefore, to determine if CCh modulation of mPFC

neuron excitability increases the probability of firing
in each gamma oscillation cycle, we stimulated mPFC
neurons using a gamma wave protocol that combined
injection of a 50 Hz sinusoidal current wave of constant
subthreshold strength with rectangular current steps of
progressively larger amplitude, to drive the cells to spike
threshold (Fig. 9A and B).

We found that with weaker gamma wave stimuli
(smaller rectangular current steps), mPFC neurons fired
spikes once per stimulus cycle and in a relatively small
fraction of the cycles (Fig. 9A–C). As the stimulus strength
increased (larger rectangular current steps), PCs and
FSNs similarly fired a single spike per cycle, but the
proportion of cycles with APs increased (Fig. 9A–C).
Moreover, in both PCs and FSNs, the spike timing shifted
to an earlier phase of the gamma wave stimulus as
the stimulus strength increased, whereas the standard
deviation of the spike timing remained fairly small
and did not change significantly with stimulus strength
(Supplemental Fig. S6). As shown in Fig. 9D, the rheobase

Figure 8. The effects of carbachol (CCh) on the unitary (u)EPSC failure rate at PC–FSN synapses during
gamma frequency activity are consistent with presynaptic cholinergic modulation
A, uEPSC failure rate during the trains at 10 Hz in control and 10 μM CCh. Data are mean ± SEM (n = 7). B, uEPSC
failure rate at the steady-state from experiments as shown in A for 7.5, 10 and 20 Hz trains in control and 10 μM
CCh. The steady-state failure rate values at 2.5 Hz are the failure rates of the first uEPSC of the trains. For 7.5, 10
and 20 Hz the steady-state failure rate was computed by averaging the failures for the last three uEPSCs in the
trains. Results are mean ± SEM, #P < 0.05 control vs. CCh at the same frequency. For control values, individual
groups not sharing the same upper case letter are significantly different, P < 0.05 post hoc comparisons with Tukey
test. RM-ANOVA (control vs. CCh: F1,38 = 7.754, P = 0.008; control vs. frequency: F3,38 = 3.183, P = 0.035; CCh
vs. frequency: F3,38 = 0.658, P = 0.583).C,relative failure rate during the trains (failure rate of the first uEPSC of
the train over the uEPSC failure rate in the steady-state) in the absence (control) and presence of 10 μM CCh
(CCh) for7.5, 10 and 20 Hz trains. Data are shown as mean ± SEM, ∗P < 0.05 (paired t test).
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(minimum step current that produced firing) was higher
in FSNs (122 ± 13 pA, n = 22) than PCs (59 ± 7 pA,
n = 28, P < 0.001, t test), and the input–output gain
(slope of the linear region in the relation between firing
frequency and injected current) was steeper in FSNs (FSN:
0.91 ± 0.07 Hz pA−1, n = 19; PCs: 0.21 ± 0.02 Hz pA−1,
n = 25, P < 0.001, t test).

Next, we determined the effects of the gamma wave
stimulus protocol before and after CCh application,
while the depolarizing effects of CCh (Figs 1 and 2) were

prevented by injecting hyperpolarizing current. Gamma
wave stimuli of a given magnitude produced APs in a
larger proportion of cycles in PCs stimulated in the pre-
sence of 10 μM CCh (Fig. 10A and B), without affecting
the spike timing or its standard deviation (Supplemental
Fig. S6). The increase by CCh in the probability of
PC firing per gamma cycle was associated with a 35%
reduction of the rheobase (Fig. 10Bb) and a 8.5%
decrease in the AP threshold (Fig. 10Bc; F2,46 = 5.176,
P < 0.01 by RM ANOVA). These changes in oscillatory

Figure 9. Changes in oscillatory firing of pyramidal cells (PCs) and fast-spiking interneurons (FSNs) as a
function of gamma wave stimulus strength
A, from left to right, example traces of recordings from a PC during application of gamma wave stimuli of 65, 75
or 105 pA amplitude. B, from left to right, example of recordings from a FSN during application of gamma wave
stimuli of 120, 135 or 155 pA amplitude. C, expanded regions of the traces as indicated by the rectangles in A
and B showing an increase in firing probability per oscillation cycle as a function of stimulus strength. D, changes
in firing probability produced by gamma wave stimuli of increasing amplitude for the example PC and FSN shown
in A and B. AP, action potential.
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Figure 10. Carbachol (CCh) increased the probability of firing per oscillation cycle in pyramidal cells
(PCs) and fast-spiking interneurons (FSNs)
A, representative traces of recordings from a PC during gamma wave stimulation (as in Fig. 9A), in control
conditions (left), and with the same stimulus amplitude during 10 μM CCh bath application (right). Ba, relation
between AP firing probability per cycle and gamma wave current step amplitude in control, 10 μM CCh and 10 μM
CCh + 10 μM ipratropium (Iprat). Symbols represent mean ± SEM, n = 28. b, spike current threshold (rheobase)
from the experiments shown in Ba, c, voltage threshold for action potential (AP) firing (Vthreshold) for the first AP
evoked by gamma wave stimuli at the rheobase, same experiments as in Ba, d, slope of the input–output relation
(gamma wave amplitude vs. spike frequency) from the results shown in Ba. Data are mean ± SEM. RM ANOVA
indicated significant effects of CCh bath application: Bb: F2,54 = 22.892, P < 0.001; Bc: F2,48 = 5.176, P < 0.01;
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Table 2. Bath application of CCh does not modulate the input
resistance and membrane time constant of PCs and FSNs

Control CCh P

PCs (18) Rm (M�) 233 ± 23 258 ± 20 0.369
τm (ms) 30.4 ± 2.7 29.2 ± 2.5 0.753

FSNs (18) Rm (M�) 192 ± 22 187 ± 18 0.755
τm (ms) 11.2 ± 0.7 11.6 ± 0.7 0.832

FSN, fast-spiking interneuron; PC, pyramidal cell; Rm, input
resistance; τm, membrane time constant. The sample size is in
parentheses and the result of repeated measurements Student’s
t test is shown.

PC firing were reversed by the mAChR antagonist
ipratropium (Fig. 10Ba–c). In PCs, the input–output
gain was significantly affected by cholinergic receptor
manipulation (F2,50 = 3.312, P < 0.05, RM ANOVA),
although the gain did not differ significantly between
control and CCh conditions (Fig. 10Bd; P = 0.136).
In FSNs, CCh similarly increased the probability of
firing in each gamma cycle (Fig. 10C), and produced
an ipratropium-reversible reduction of rheobase (51%;
Fig. 10Da,b) and decrease in AP threshold (11%; Fig.
10Dc; F2,38 = 6.696, P < 0.01, RM ANOVA), but without
changing the gain of the input–output relation (Fig.
10Dd; F2,38 = 1.201, P = 0.312, RM ANOVA). These data
show that mAChR stimulation increases the efficacy of
oscillatory inputs to recruit mPFC neurons.

The potentiation of oscillatory firing by CCh is not
correlated with changes in basic membrane properties,
because, as reported elsewhere for mPFC PCs (Dembrow
et al. 2010), the input resistance did not change
significantly in PCs or FSNs (Table 2). Similarly, the
membrane time constant was unaffected by CCh in
PCs or FSNs (Table 2). However, here (Fig. 2) and in
previous studies (Kawaguchi, 1997; Martin et al. 2001;
Yoshino et al. 2011), CCh increased the frequency of
excitatory and inhibitory synaptic events. Thus, one
possibility is that the CCh-mediated potentiation of
oscillatory firing of PCs and FSNs is produced by
CCh-induced sEPSPs or that CCh-induced sIPSPs
reduced the effects of CCh on oscillatory firing. To
address these possibilities, we next tested the effects
of CCh on oscillatory firing after blocking glutamate

Table 3. Effects of CCh on the input resistance of PCs and FSNs in
the presence of synaptic receptor blockers

Rmcontrol RmCCh
(M�) (M�) P

PCs CNQX + APV (24) 268 ± 25 295 ± 28 0.029
gabazine (20) 285 ± 32 346 ± 39 0.032

FSNs CNQX + APV (20) 211 ± 16 242 ± 21 0.005
gabazine (23) 186 ± 17 201 ± 18 0.032

APV, (2R)-amino-5-phosphonovaleric acid; (2R)-amino-
5-phosphonopentanoate; CNQX, 6-cyano-7-nitroquinoxaline-
2,3-dione; FSN, fast-spiking interneuron; PC, pyramidal cell; Rm,
input resistance. The sample size is in parentheses and the result
of repeated measurements Student’s t test is shown.

synapses with 6-cyano-7-nitroquinoxaline-2,3-dione
(CNQX) and (2R)-amino-5-phosphonovaleric acid;
(2R)-amino-5-phosphonopentanoate (APV), or by
blocking GABA synapses with gabazine. We found that
CCh similarly potentiated the response to oscillatory
inputs with or without synaptic transmission blockers,
in either PCs or FSNs (Supplemental Fig. S7). However,
both glutamate and GABA synaptic transmission blockers
revealed a significant increase of the input–output gain by
CCh in both PCs (13–27%) and FSNs (31–41%), which
was not found with synaptic transmission intact. These
results show that the CCh potentiation of oscillatory
firing was not due to an excitatory effect of increased
EPSP frequency and that synaptic background activity
in fact attenuated some of the effects of CCh. Because in
the absence of synaptic blockers CCh did affect the input
resistance of PCs and FSNs, one possibility is that CCh
produced two opposing effects: first, an increase in the
input resistance that boosts the probability of oscillatory
firing in PCs and FSNs; and second an increase in synaptic
activity that decreases the membrane resistance, reducing
oscillatory firing. In agreement with this hypothesis, we
found that in the presence of synaptic blockers, CCh
increased the input resistance in FSNs and PCs (Table 3).
Therefore, the increase in oscillatory firing of PCs and
FSNs was mediated, at least in part, by an increase in the
input resistance that was partially counteracted by the
effects of synaptic background activity.

Bd: F2,50 = 3.312, P < 0.05.Individual groups not sharing the same letter are significantly different, P < 0.05 post
hoc comparisons with Tukey test. C, representative traces of recordings from a FSN (as in Fig. 9B): left: control;
right: same step amplitude during 10 μM CCh bath application. Da, relation between AP firing probability and
gamma wave current step amplitude in control, 10 μM CCh and 10 μM CCh + 10 μM ipratropium. Symbols
represent mean ± SEM, n = 22. b, rheobase calculated from the experiments shown in Da, c, Vthreshold for the
first AP evoked by gamma wave stimuli at the rheobase, from the experiments shown in Da, d, slope of the spike
frequency vs. gamma wave current step amplitude from the results shown in Da. Data are shown as mean ± SEM.
Individual groups not sharing the same letter are significantly different, P < 0.05 post hoc comparisons with Tukey
test (by RM ANOVA, b: F2,42 = 27.246, P < 0.001; c: F2,42 = 6.696, P < 0.01; d: F2,38 = 1.201, P = 0.312).
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Discussion

The study of the contribution of cholinergic modulation
to production of gamma oscillations is greatly facilitated
by the use of in vitro slice preparations. Importantly,
in slices of somatosensory (Buhl et al. 1998), motor
(Yamawaki et al. 2008) or visual cortex (Oke et al.
2010; Anver et al. 2011), CCh alone is not capable of
inducing gamma oscillations and the combined effects
of CCh and kainate are required. The mechanisms by
which the addition of kainate facilitates CCh-induced
neocortical gamma oscillations are unclear, and may
involve either additive effects or complex non-linear inter-
actions between the effects of each modulator. While here
we assessed the contribution of cholinergic modulation to
PING mechanisms, a more complete understanding of the
mechanism underlying cholinergic gamma oscillations in
mPFC requires future testing of the effects of kainate, and
of CCh and kainate combined, on circuit components of
the PING model.

In recordings from single neurons in mPFC layer 3,
the mAChR agonist CCh depolarized the cell membrane
and evoked APs in a substantial fraction of PCs, leading
to increased EPSP frequency in the FSN population.
At PC–FSN and FSN–PC synapses, CCh had significant
presynaptic effects, reducing short-term depression and
equalizing synaptic strength during repetitive presynaptic
firing. Furthermore, CCh increased the probability of
firing in each oscillation cycle, when PCs and FSNs were
stimulated with oscillatory inputs at gamma frequency.
The significant CCh modulation in mPFC of cortical
circuit components crucial for the PING model thus
reveals important effects by which cholinergic modulation
may contribute to the production of gamma activity, given
the current evidence that gamma oscillations are produced
via PING-like mechanisms.

Cholinergic modulation provides excitatory drive
onto PCs in mPFC

In previous studies of mouse mPFC neurons, bath-applied
CCh depolarized layer 5 PCs, and induced AP firing in a
subset of these neurons, but did not affect layer 2/3 PCs
(Gulledge et al. 2009). Because our experiments excluded
layer 2 or the layer 2/3 interface, and preferentially targeted
PCs in deeper layer 3, in concert with previous studies,
our results suggest that cholinergic effects are stronger in
deeper layers of mPFC. Layer-dependent effects of CCh
are not related to layer-specific localization of mAChRs or
cholinergic fibres, as both are abundant in superficial and
deep mPFC layers (Zhang et al. 2010). Interestingly, neuro-
modulation differs across subtypes of mPFC PCs defined
by their long-distance projection targets (Dembrow et al.
2010; Avesar & Gulledge, 2012). Because CCh produced
subthreshold depolarization but not AP firing in a sub-

group of PCs, one possibility to be tested in future studies
is that the effects of CCh observed here vary across PC
subtypes that differ in long-distance projection targets.
Importantly, CCh increased the EPSP frequency in FSNs
in a TTX-sensitive manner, suggesting that those PCs
in which CCh stimulates AP firing project onto FSNs.
As in previous studies (Kawaguchi, 1997; Gulledge et al.
2007, 2009), here CCh had minimal direct effects on the
FSN membrane potential and did not elicit FSN firing.
Therefore, as proposed by the PING model, mAChR
activation may increase the excitatory drive onto FSNs
primarily via synaptic input from PCs.

While our experiments focused on the parvalbumin-
positive FSNs that are the main source of synaptic
inhibition producing network synchrony in gamma
band (Buzsaki & Wang, 2012), mAChR activation
elicits firing of cholecystokinin (CCK)-containing and
somatostatin (SST)-containing interneurons (Kawaguchi,
1997; Fanselow et al. 2008). However, SST and CCK cell
firing is weakly coupled to the gamma oscillation cycle
(Tukker et al. 2007), while strongly coupled to the theta
rhythm (Klausberger et al. 2003, 2005). Because CCh
induces oscillatory firing at theta frequency in SST and
CCK neurons (Fanselow et al. 2008; Nagode et al. 2011),
and SST and CCK cells synapse onto FSNs (Karson et al.
2009; Lovett-Barron et al. 2012), CCh may convey theta
modulation of FSN firing and contribute to theta–gamma
coupling, an effect that could be addressed in future
studies. In addition, we have not examined the potential
effects of mAChR activation of FSN–FSN chemical and
electrical synapses, which may be relevant for gamma
oscillation mechanisms (Galarreta & Hestrin, 2002).

Presynaptic modulation of short-term depression by
CCh equalizes synaptic strength during gamma
frequency activity

As synaptic depression decreases the strength of
synaptic connections in a frequency-dependent manner,
short-term depression at FSN–PC and PC–FSN synapses
may significantly affect functional connectivity in mPFC
circuits during gamma rhythms. Because cholinergic
neuromodulation contributes to in vivo gamma oscillation
production (Munk et al. 1996; Cape et al. 2000; Rodriguez
et al. 2004, 2010; Janiesch et al. 2011), repetitive
gamma frequency activity may be found mostly during
cholinergic modulation. We report here that mAChR
activation significantly attenuates synaptic depression,
and that this effect equalized the strength of FSN–PC
and PC–FSN synaptic connections. Because FSNs and
PCs fire at variable instantaneous frequencies during
gamma oscillation episodes (Bragin et al. 1995; Atallah
& Scanziani, 2009), their synaptic output would have
variable degrees of short-term synaptic depression.
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By reducing such variability in synaptic output, the
CCh-mediated equalization observed here may produce
more homogeneous unitary synaptic currents during
gamma oscillation episodes.

The equalizing effect of CCh on synaptic strength
during presynaptic spike trains was associated with an
increase in the rate of transmission failures, thus consistent
with presynaptic effects. CCh may modulate uIPSC failure
rate via activation of the presynaptic mAChRs present
at FSN–PC synapses (Hajos et al. 1998; Fukudome et al.
2004). While the effects of CCh had not been tested pre-
viously at PC–FSN connections, we found that the effects
of CCh at these synapses are consistent with a presynaptic
locus of action, suggesting the presence of presynaptic
mAChRs at PC–FSN synapses, a prediction that must be
confirmed by immunolabelling, as for FSN–PC synapses.

CCh potentiates oscillatory firing of PFC neurons

Once gamma network activity is ongoing, firing of
individual neurons is driven by oscillatory changes
in membrane potential induced by rhythmic synaptic
currents (Bringuier et al. 1997; Buhl et al. 1998; Penttonen
et al. 1998; Atallah & Scanziani, 2009; Buzsaki &
Wang, 2012). Here we show that when mPFC neurons
were stimulated with gamma wave-like input currents,
bath-applied CCh enhanced the probability of PC and FSN
firing per oscillation cycle. We did not investigate in detail
the ionic basis of these effects; however, CCh reduced the
rheobase and produced a hyperpolarizing shift in the AP
voltage threshold, along with changes in input resistance.
A limitation of our gamma wave-like input experimental
design is that the amplitude and shape of the sinusoidal
current injection remains constant, whereas the oscillatory
changes in synaptic conductance that take place during
gamma rhythms generate synaptic currents that vary with
the actual membrane potential. Thus, our experiments
could overestimate the gain of the input–output curves,
because as the step current increases and produces more
membrane depolarization, it changes the driving force
for the synaptic currents. However, the peak-to-peak
amplitude and shape of our sinusoidal current injection
are unaltered with increasingly larger step currents.

Functional significance

Equalization of the unitary synaptic currents during
stimulus trains occurred at the expense of increasing
the failure rate and thus decreasing the unitary synaptic
current amplitude. The decrease in unitary synaptic
strength by CCh was stronger for lower frequency trans-
mission, as in the hippocampus (Gulyas et al. 2010). If,
during gamma oscillations, individual cells firing at low

frequency are out of synchrony, then CCh may favour
network synchrony by suppressing their asynchronous
output. Such an effect may be more significant for FSNs
than for PCs, as the latter show smaller differences in firing
frequency between baseline and gamma activity episodes.

A decrease by CCh in the strength of the synaptic
connections appears inconsistent with gamma oscillation
generation; however, unitary synaptic currents are also
decreased in amplitude by CCh in hippocampal slices,
where CCh readily induces gamma activity (Gulyas et al.
2010; Szabo et al. 2010). A critical question is therefore
how gamma oscillations are associated with production
of rhythmic synaptic currents with an amplitude larger
than the typical unitary synaptic current (Mann et al.
2005; Oren et al. 2006; Atallah & Scanziani, 2009), even
though CCh decreases the unitary synaptic strength. We
suggest that the particular connectivity between FSNs and
PCs plays a crucial role, as recent studies revealed that
FSNs are synaptically connected onto nearly 100% of the
nearby PCs, in a highly convergent manner (Fino & Yuste,
2011; Packer & Yuste, 2011), and that cortical interneurons
receive very frequent and apparently non-selective input
from many nearby PCs (Kerlin et al. 2010; Bock et al.
2011). Thus, in the local microcircuit, connectivity rate
is not a substantial limiting factor for the functional
interactions between the PC and FSN populations and,
when CCh increases the probability of cell firing per
gamma cycle, most of the cells recruited would contribute
to the compound rhythmic conductance produced by
summation, cycle by cycle, of unitary synaptic inputs.
Therefore, the increased probability of cell firing per
oscillation cycle by CCh may compensate, at the circuit
level, for the decrease in unitary synaptic input strength.
The validity of this model must be tested in future
studies comparing, in the same experiment, the size of
unitary synaptic currents in connected cell pairs before
CCh modulation with the size of the rhythmic synaptic
current observed during CCh-induced oscillatory activity.
Furthermore, an analysis of the effects of kainate and of
the combined effects of CCh and kainate on the mPFC
circuit components studied here is necessary to determine
how kainate facilitates gamma oscillation induction in
combination with the cholinergic effects described in the
current study.

The decrease of synaptic depression that equalized
synaptic strength at FSN–PC and PC–FSN connections
and the increased probability of oscillatory mPFC neuron
firing by CCh were both stable during relatively prolonged
episodes of gamma activity, such as those observed during
the delay period of working memory tasks (Howard et al.
2003; Roux et al. 2012). We therefore suggest that the
effects observed here may contribute to the role of gamma
oscillations during working memory and possibly other
cognitive functions dependent on PFC circuitry.
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