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Abstract
Rating scales are a standard measurement tool in psychological research. However, research
suggests that the cognitive burden involved in maintaining the criteria used to parcel subjective
evidence into ratings introduces decision noise and affects estimates of performance in the
underlying task. There has been debate over whether such decision noise is evident in recognition,
with some authors arguing that it is substantial and others arguing that it is trivial or nonexistent.
Here we directly assess the presence of decision noise by evaluating whether the length of a rating
scale on which recognition judgments are provided is inversely related to performance on the
recognition task. That prediction was confirmed: rating scales with more options led to lower
estimates of recognition than scales with fewer options. This result supports the claim that
decision noise contributes to recognition judgments and additionally suggests that caution is
warranted when using rating scales more generally.

Rating scales are among the most widely used measurement tools in psychology. They
provide the basis for a majority of absolute and relative judgment tasks in perception and
cognition, often provide the fundamental data for exercises in scaling, and, most importantly
for present purposes, provide a means of estimating multiple points on a single detection or
discrimination function. That function is often called an isosensitivity function, or receiver-
operating characteristic, and the points along it represent equivalent discrimination but
different underlying decision criteria. Isosensitivity functions play a prominent role in
theoretical development, particularly in research on recognition memory, so it is important
to examine closely the assumptions that underlie the translation between the shape and
location of the isosensitivity function and the nature of the evidence that yields that function.

Here we consider the contrasting implications of the standard view of the decision process
being static and nonvariable, as in classical Theory of Signal Detection (TSD; Green &
Swets, 1966; Macmillan & Creelman, 2005) and a view with a noisy decision process
(Benjamin, Diaz, & Wee, 2009; Malmberg & Xu, 2006; Mueller & Weidemann, 2008). In
particular, we test the prediction of the Noisy Decision Theory of Signal Detection (ND-
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TSD; Benjamin et al., 2009) that the location of the isosensitivity function should vary with
the length of the rating scale used to assess it. The claim that recognition involves a noisy
decision process has been controversial (Kellen, Klauer, & Singmann, 2012), so a direct
evaluation of the predictions of ND-TSD is important. First, we briefly review the rating-
scale methodology in recognition research and the way in which isosensitivity functions are
generated from those data.

The isosensitivity function is a theoretical function relating true and false positives across
the range of all potential decision criteria. It is useful because the shape and location of that
function can be related to the shapes and locations of probabilistic evidence distributions
that are thought to underlie the decision. Examples are provided in Figure 1, in which
different isosensitivity functions are shown, along with the probabilistic distributions of
noise and signal that generated them. Rectangular distributions with thresholds yield
functions that are linear and intersect the axes away from one or both of the corners.
Gaussian distributions yield curvilinear functions, with the degree of asymmetry indexing
differences in variability between the distributions.

The isosensitivity function is estimated by collecting multiple points along the function in
one of two ways. In one procedure, bias is manipulated by having subjects respond under
different payoff procedures; these payoffs induce more conservative or liberal responding by
virtue of the cost/benefit tradeoff of different types of errors. In the second procedure, more
common in recognition research, confidence ratings are taken during the response task, and
these ratings are treated as criteria partitioning the evidence space. Some have argued that
the inclusion of ratings so perverts the shape of the isosensitivity function that the broad
consensus that evidence is graded rather than thresholded is wrong (Bröder & Schütz, 2009).
However, there is compelling evidence that isosensitivity functions are in fact curvilinear
even when estimated from manipulations of bias (Dube & Rotello, 2012; Koen & Yonelinas,
2011), indicating that the assumption of graded evidence is indeed correct. However, the
exact shape of isosensitivity functions estimated from ratings does differ across conditions
of differential bias (Van Zandt, 2000), so there is reason for concern that the underlying
information available to the recognizer might not be equivalent in the two cases.

Malmberg and Xu (2006; Malmberg, 2002) noted that variations and suboptimalities in the
decision process corrode the relationship between the isosensitivity function and the
underlying evidence, and suggested that the theoretical agenda of trying to discern the nature
of the evidence in recognition from the isosensitivity function may be fundamentally flawed,
particularly when that function is estimated from confidence ratings.Benjamin et al. (2009)
echoed this sentiment and further provided estimates of decision noise within recognition
that were sufficiently large to merit concern. In their study, decision noise was estimated to
be of approximately the same magnitude as stimulus noise—that is, decision noise
contributed as much to the recognition decision as did the differences across stimuli within
the experiment.

Kellen et al. (2012) provided new data, using a direct comparison between forced-choice
and yes-no recognition, and came to the opposite conclusion: that decision noise played no
meaningful role in recognition judgments. The goal of the present experiment is to examine
in as directly a manner as possible the claim that the criteria that recognizers set have some
variability, or noisiness, associated with them. We do so by evaluating whether rating scales
with more options, and consequently more criteria to discriminate between those options,
yield “poorer” recognition performance than scales with fewer options. If this prediction is
confirmed, it suggests that the higher number of criteria engender a greater amount of
decision noise that plays out in estimates of “poorer” performance. “Poorer” is placed in
scare quotes here because the core process of recognition is not presumed to be impaired by
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the use of rating scales, only the translation of that evidence into judgments via a noisy
decision process.

Wickelgren (1968) suggested that noisy criteria could lead the point corresponding to yes-no
discrimination to lay above the isosensitivity function estimated from multiple points,
indicating “poorer” performance in the multiple-rating than the two-rating case. The small
amount of research on this topic is mixed and almost entirely from research in perception,
with some results confirming this claim (Swets et al., 1961, Figure 14) and others that do not
(Baranski & Petrusic, 2001; Egan et al., 1959). Complicating the issue further is the fact
that, even when comparisons do not yield evidence for differences in discriminability, they
may lead to different response times (Petrusic & Baranski, 2003). The closest result in the
literature comes from a report by Koen and Yonelinas (2011), in which they directly
compared isosensitivity functions estimated confidence ratings with ones estimated from
yes/no responses with a payoff manipulation between conditions. They found similar
functions across those two conditions but several aspects of their procedure are not ideal for
our purposes. First, the payoff manipulation may invite a novel memory demand that
depresses performance in that yes/no condition relative to a case in which payoffs are
unvaried. Second, their study had relatively low power due to the between-subjects nature of
the manipulation and the relatively small sample size (n = 20 and 22 in the two relevant
conditions). Here we provide a means of evaluating the effects of rating-scale length
powerfully and incisively, without additional manipulations of payoff. We measure
recognition performance for previously studied words under conditions in which subjects
make yes/no judgments (a 2-point rating scale), 4-point confidence rating scale judgments,
and 8-point confidence rating scale judgments.

Method
Participants

Sixty undergraduate students from the University of Illinois participated in this experiment
as a part of a course requirement.

Materials
Six hundred words were chosen from the English Lexicon Project (Balota et al., 2002). To
ensure a wide range of pre-experimental familiarities, half of the words were chosen to be of
relatively high frequency (mean log HAL frequency 11.66), and half were chosen to be of
relatively low frequency (mean log HAL frequency 8.84). The words ranged in length
between 4 and 8 letters (mean-high = 5.44, mean-low = 5.59). A total of six sets of sixty
words were chosen pseudo-randomly from the pool without replacement for each participant
with the condition that half of each set of words was high frequency and the other half low
frequency. Three of the six subsets were designated to be study lists, and the remaining lists
served as distractors for the tests.

Design and procedure
Participants experienced three study-test cycles, each of which implemented a different
rating scale condition—either 2-alternative (yes/no), 4-alternative, or 8-alternative. The
order of the conditions was counterbalanced, and participants were informed of the nature of
the rating scale immediately prior to the relevant test.

Participants were individually placed in a well-lit room, seated approximately 40cm away
from a computer monitor. Presentation of stimuli and recording of responses was controlled
by Matlab with the Psychophysics Toolbox (Brainerd, 1997; Pelli, 1997). Before the first
study phase, participants were told that they would study a list of words for a later memory
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test. During the study phase, each word was presented for 3000 msec in white in the center
of the black screen, with a 300 msec ISI. After each study phase, participants were given
another set of instructions telling them that they would now be tested on the words they had
just studied. Participants were told to choose a boxed number that corresponded to their
response decision regarding their memory of a given word.

During the test, participants were presented with either a previously studied or a previously
unstudied word, and asked to pick a response to the question: “Do you remember studying
this word?” The response options, which were presented as boxed numbers, were presented
right below the word being tested and remained on the screen until a response was made.
Only the cues “sure no” (on the far left) and “sure yes” (on the far right) were presented
below the boxed numbers, to ensure that the order of the rating scale was clear. Test stimuli
remained on the screen until a response was provided.

The presentation of words in both study and test blocks was designed so that no more than
four words from the same frequency category were presented in a row. Also, the
presentation of studied and non-studied words in each test block was pseudo-randomly
ordered so that no more than four studied or non-studied words were presented in a row.

Results
The data are shown in the left panel of Figure 2. The data points show the average hit rates
and false-alarm rates averaged across subjects for the three conditions.1 It can be seen that
the performance level for yes/no discrimination is higher (that is, lies further in the upper
left quadrant of the space) than the points from the 4-point judgments, and that performance
for the 4-point judgments is higher than for the 8-point judgments. However, direct
comparison is difficult. Performance in the conditions with more than two options on the
rating scales is traditionally summarized with a measure of performance that takes into
account the (potential) differential variability between the signal and noise evidences (such
as da), but that measure cannot be computed for performance in the two-option condition. To
ensure that all conditions could be compared against one another on equal footing, we
developed a novel technique for comparison.

The logic of this test is as follows. For each subject, we compare the obtained hit rate for a
given condition (and for a given rating value, when appropriate) to the predicted hit rate
estimated from the isosensitivity function for a condition with a higher number of ratings.
Equivalently, we take a given point (say, the yes/no point), draw a vertical line to the
isosensitivity function with a higher number of ratings (say the 4-rating condition), and
compare the y-values of those two points. If the predicted hit rates are reliably lower than
the obtained hit rates—that is, if the isosensitivity function from the condition with the
higher number of ratings lies consistently below the obtained score—then those conditions
differ in discriminability in the predicted direction. Because the conditions with higher
ratings are hypothesized to involve more decision noise, those conditions should yield lower
performance and thus underestimate performance in conditions with fewer rating options.

This technique has the quality that it conditionalizes on an exact false-alarm rate for each
comparison. This is an advantage because the conditions may induce different response
biases, rendering direct comparison between the empirically obtained hit/false-alarm rate
pairs across conditions difficult.

1Scores were adjusted by adding 0.5 to the count of hits and false alarms, and adding one to the total number of relevant items.
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The results from this analysis are shown in Figure 4. For the yes/no condition, theoretical hit
rates estimated from the isosensitivity functions of the 4-option (t[59] = 2.17) and the 8-
option (t[59] = 2.37) conditions underestimated performance. The average effect size d for
these two comparisons was 0.30, indicating a small-to-medium effect (Cohen, 1988). For the
4-option condition, estimates from the 8-option condition underestimated the most liberal
cumulative ratings category (t[59] = 2.24), but not the other two (ts[59] = 1.04, 0.28). The
effect size d for these three tests was 0.16, indicating a small effect.

One potential concern here lies in the self-paced nature of the test: as noted in our earlier
review, longer rating scales might elicit longer response times (Petrusic & Baranski, 2003).
This did occur in this experiment (MRT = 1.29s, 1.60s, and 1.80s, for the 2-, 4- and 8-rating
conditions, respectively). There are several effects this confound could have on our results.
First, longer scales might foster the use of more conservative points on the speed-accuracy
tradeoff function. Second, longer scales might introduce a sufficiently large delay to induce
a functionally greater retention interval. The first possibility can be ruled out because it
makes a prediction opposite to what actually occurred in the experiment: longer ratings
scales led to lower, not higher, accuracy. To evaluate whether retention interval played a
role in the effect reported here, we directly compared da across the 4- and 8-rating
conditions for the first and second halves of the test. If each individual test trial introduces a
longer delay in the longer than the shorter rating scale conditions, then the advantage for
shorter rating scales should be greater in the second half of the test, when a greater
difference owing to this differential “slack” has accumulated. However, the effect of rating
scale was actually numerically greater in the first half (Δda = 0.34) than the second half (Δda
= 0.27) of the test, thus allaying any concern that differences in retention interval played a
role in the effect described above.

Results of Replication (Experiment 2)
In order to ensure the validity of the claim that shorter rating scales induce poorer
performance, we conducted an exact replication of the experiment. Only one replication was
conducted (i.e., we did not conduct multiple tests and select the one with the most promising
results), and the only difference between the two experiments is that 64 subjects were
included in the replication.

The right panel in Figure 2 and the middle panels in Figure 4 display the results from the
replication experiment. In the replication, theoretical hit rates estimated from the
isosensitivity functions of the 4-option (t[63] = 0.86) and the 8-option (t[63] = 2.54)
conditions underestimated performance, but only the latter was significant. The average
effect size d for these two comparisons was 0.22, indicating a small effect (Cohen, 1988).
For the 4-option condition, estimates from the 8-option condition underestimated the most
liberal cumulative ratings category (t[63] = 3.33) and the middle category (t[63] = 2.16), but
not the most conservative category (t[63] = 1.33). The effect size d across the three tests was
0.29, indicating a small-to-medium effect.

Combined analysis
The data from both experiments were combined in order to increase power for each of the
component comparisons. The results are shown in Figure 3 and in the bottom panel of
Figure 4. In that analysis, obtained hit rates for the yes/no condition were higher than
theoretical hit rates estimated from either the 4-option (t[123] = 2.02) or the 8-option (t[123]
= 3.49) condition. In addition, obtained hit rates were higher in the 4-option condition than
those predicted by the 8-option condition for all cumulative rating categories (ts[123] = 3.98,
2.29) except for the most conservative one (t[123] = 1.13). The effect sizes (d) for each of
these comparisons were: 0.18, 0.31, 0.29, 0.14, and 0.04, respectively. These results indicate
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that the comparison across more distant conditions (two scale options versus eight) yielded
larger effects, and also that effects are more pronounced in the more liberal response portion
of the scale (the higher side of the isosensitivity function). As a final check on the effect of
interest, da ratings were directly compared between the 4-option (M = 1.54) and the 8-option
(M = 1.33) condition, and they were significantly higher in the 4-rating condition (t[123] =
3.43).

The inset of Figure 3 shows the isosensitivity functions based on the median parameters
generated from a maximum-likelihood fit of the unequal-variance signal-detection (UVSD)
model to the 4- and 8-rating condition and generated from a fit of the equal-variance signal-
detection (EVSD) model to the yes/no condition. The yes/no curve is symmetric because the
EVSD model cannot support the estimation of differential variance between signal and
noise. These group isosensitivity functions are shown only for ease of visualization, not for
analysis, but it can also be seen in those functions that scales with a higher number of
options led to poorer performance.

Discussion
The fact that rating scales with more options lead to lower estimates of recognition
performance has major implications for theoretical views of the decision process underlying
recognition and for the practical value of using rating scales in psychological experiments.
Here we must conclude either that the nature of the rating scale somehow affects memory
for the material being tested—an unlikely option—or, as suggested by Benjamin et al.
(2009), that each point on the rating scale introduces some amount of variability to the
decision process and undermines recognition performance.

The idea that maintaining criteria poses a burden to memory—and thus that maintaining
more criteria poses a greater burden—is consistent with a large range of evidence in
memory and psychophysics, including response autocorrelations (Treisman & Williams,
1984), inconsistencies in the relationship between forced-choice and yes/no recognition
procedures (Green & Moses, 1966), variability in the slope of the function across learning
conditions (Glanzer, Kim, Hilford, & Adams, 1999), differences between confidence-rating
and bias-induction recognition procedures (Van Zandt, 2000), probability matching (Lee,
1963), response conservatism in response to manipulations of base rates (Healy & Kubovy,
1978), effects of aging (Kapucu, Rotello, Ready, & Seidl, 2008), and variation in the slope
of the zROC for “remembered” items (Wixted & Stretch, 2004). In addition, criterion
variability has been revealed in perceptual tasks (Bonnel & Miller, 1994; Nosofsky, 1983)
and is incorporated into sampling models of recognition (Ratcliff & Rouder, 1998). Though
the traditional application of TSD to perceptual and mnemonic tasks leaves no room for
such decision noise, models incorporating a role for decision noise are available (e.g.,
Benjamin et al., 2009; Nosofsky, 1983; Wickelgren, 1968) that are entirely consistent with
the spirit of detection theory.

If criteria do place a burden on memory, what is the nature of that burden? ND-TSD treats
criteria as random samples from normal distributions but is agnostic with respect to the
nature of the source of variance. There is good evidence that criteria are not maintained as
singular entities but rather tied to the range of evidence that the recognizer experiences (e.g.,
Benjamin, 2003, 2005; Hirshman, 1995; Stretch & Wixted, 1998; Tullis & Benjamin, 2012;
Turner, Van Zandt, & Brown, 2012). Mapping evidence onto responses thus requires a plan
in which quantiles are determined from the number of response options available and are
updated as the range of evidence changes. This updating is one source of noise, and the
shifting of criteria induced by changes in range may also introduce memory failures in
which, for example, a recognizer mistakenly fails to use an updated criterion value. Such a
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process would also be consistent with the presence of response dependencies (Malmberg &
Annis, 2012; Treisman & Williams, 1984). In our original experiment, sequential
dependencies were apparent and reliable (mean response autocorrelation = 0.06; SEM =
0.015) but did not differ across the ratings conditions. It would thus be difficult to attribute
our condition effect exclusively to any source of noise that would lead to different levels of
sequential dependencies.

The fact that decision noise can influence the shape and location of the isosensitivity
function does suggest limits on the use of those functions in theoretical development. In
recognition memory research, major theoretical debates over the number and nature of the
processes that contribute to recognition have played out on a battlefield of isosensitivity
functions (e.g., Wixted, 2007; Yonelinas, 1999), in which relatively subtle variations in form
are taken to have substantial theoretical relevance. The presence of decision noise, and the
unknown individual differences it brings with it, suggests that an overreliance on such
methodological tools may be dangerous.

We do not wish to suggest that the general use of rating scales in psychology is
fundamentally flawed. In many cases, the addition of an unknown amount of decision noise
does not meaningfully affect the types of conclusions researchers wish to draw from their
data. The problems introduced by decision noise can perhaps be characterized best as a bias
in estimation rather than comparison. Measures of performance that include decision noise
are likely inaccurate estimators of the underlying perceptual or mnemonic skill. But
comparisons between similar conditions that are affected to the same degree by decision
noise should not be dramatically hampered by the presence of that noise. More accurately,
such comparisons are affected by criterion noise in the same way that they are affected by
the many other unavoidable forms of uncontrolled noise in such experiments.

We end by noting that the decision noise debate echoes an earlier debate over the use of
rating scales in individual-difference research (e.g., Garner, 1960). There it has been known
for a long time that rating scales with many options provide little benefit for measurement
when compared to scales with fewer options (Symonds, 1924). Some authors have even
shown a loss in reliability with a higher number of scale options (Bendig, 1953), and others
have argued that any increases in reliability that might come from increasing the scale length
do not benefit the validity of the instrument (Cronbach, 1950).

As in that field, it is worth remembering that the best scale is the one that optimizes the
tradeoff between the coarseness of the measurement and the limited discriminating precision
of the rater. Discriminating among levels of subjective confidence or evidence in service of
a recognition decision is certainly no less fraught with uncertainty over the boundary
between response categories than discriminating among options in response to a personality
or educational instrument. The seminal paper by Miller (1956) is often remembered for its
review of limitations on short-term memory, but was in fact more substantively concerned
with limits on absolute identification—a limitation that would be profitable to remember
when designing response instruments. We ignore decision noise at our own peril.
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Figure 1.
Theoretical isosensitivity functions and their generating distributions. Gaussian signal and
noise distributions of equal variance (N1 and S1a) yield bowed and symmetric isosensitivity
functions (red curve). Gaussian signal and noise distributions of unequal variance (N1 and
S1b) yield bowed and asymmetric functions (green curve). Rectangular threshold functions
(N2 and S2) yield straight functions (blue line).
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Figure 2.
Mean performance as a function of rating scale length for Experiment 1 (left) and
Experiment 2 (right). Endorsement rates are averaged over subjects.
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Figure 3.
Mean performance as a function of rating scale length, collapsed across both experiments.
Larger figure shows endorsement rates averaged over subjects; inset shows the functions
from the average parameters estimated from the model fit to individual subjects. Median
parameter values were used because the model occasionally failed to converge on
reasonable solutions for the 8-option condition.
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Figure 4.
Actual and predicted hit rates for yes/no (left panels) and 4-option (right panels) rating
scales. Error bars represent one standard error of the mean of the within-subject difference
score.
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