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Abstract
Empirical research has shown that the amygdala, hippocampus, and ventromedial prefrontal cortex
(vmPFC) are involved in fear conditioning. However, the functional contribution of each brain
area and the nature of their interactions are not clearly understood. Here, we extend existing neural
network models of the functional roles of the hippocampus in classical conditioning to include
interactions with the amygdala and prefrontal cortex. We apply the model to fear conditioning, in
which animals learn physiological (e.g. heart rate) and behavioral (e.g. freezing) responses to
stimuli that have been paired with a highly aversive event (e.g. electrical shock). The key feature
of our model is that learning of these conditioned responses in the central nucleus of the amygdala
is modulated by two separate processes, one from basolateral amygdala and signaling a positive
prediction error, and one from the vmPFC, via the intercalated cells of the amygdala, and
signaling a negative prediction error. In addition, we propose that hippocampal input to both
vmPFC and basolateral amygdala is essential for contextual modulation of fear acquisition and
extinction. The model is sufficient to account for a body of data from various animal fear
conditioning paradigms, including acquisition, extinction, reacquisition, and context specificity
effects. Consistent with studies on lesioned animals, our model shows that damage to the vmPFC
impairs extinction, while damage to the hippocampus impairs extinction in a different context
(e.g., a different conditioning chamber from that used in initial training in animal experiments).
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We also discuss model limitations and predictions, including the effects of number of training
trials on fear conditioning.
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fear conditioning; computational model; hippocampus; amygdala; ventromedial prefrontal cortex;
extinction

1-Introduction
Several brain structures – including the amygdala, hippocampus, and ventromedial
prefrontal cortex (vmPFC) – are involved in fear conditioning and extinction, yet the
functional contribution of each brain area and the nature of their interactions are not clearly
understood. Here, we propose a neural network model that addresses the function of these
brain areas in fear conditioning and extinction.

In classical conditioning, a previously-neutral stimulus (the conditioned stimulus or CS) is
repeatedly paired with an unconditioned stimulus (US) that evokes a reflexive response.
Over time, the CS itself can come to evoke an anticipatory response, the conditioned
response or CR. In somatomotor conditioning, the US may be an airpuff or mild periorbital
shock that evokes a protective eye closure; the CR is then an anticipatory eyeblink, so that
the eye is partially closed at the time of expected US arrival. Prior work has shown that the
cerebellum is the necessary and sufficient substrate for eyeblink conditioning (Christian &
Thompson, 2003), but that other areas including the hippocampus may also participate and
may even be critical, depending on the nature and timing of the various stimuli.

Other kinds of classical conditioning depend on other brain substrates. For example, fear
conditioning in animals refers to a broad class of paradigms in which the CS is paired with
an aversive stimulus, such as electric shock; with repeated pairings, the CS can come to
evoke a range of “fear responses,” including physiological responses (changes in heart rate,
blood pressure, etc.), and behavioral responses (freezing, startle, etc.). The choice of CR to
be measured in a particular experiment depends on many factors including the species under
study. For example, heart rate conditioning has been used in rabbits (Gibbs, Prescott, &
Powell, 1992; Kapp, Frysinger, Gallagher, & Haselton, 1979), which typically show a
decrease in heart rate (e.g., bradycardia) in response to a CS paired with shock. In contrast, a
large body of research on rats has considered the freezing CR, a brief cessation of ongoing
behavior in response to a CS paired with shock (Duvarci, Popa, & Pare, 2011; LeDoux,
1992). Fear conditioning shares many features with somatomotor conditioning, including a
negatively accelerated learning curve, extinction of learned responses when the CS no
longer predicts the US, and sensitivity to context. However, there are also differences: for
example, whereas eyeblink CRs are typically acquired following hundreds of CS-US
pairings in the rabbit, fear responses such as heart-rate changes and freezing can be acquired
within a few (or even a single) CS-US pairings.

Below, we first review literature on behavioral results obtained from fear conditioning
paradigms in animals, then review the known neural substrates of this learning, and finally
discuss how the model proposes these brain substrates interact during fear conditioning. We
then describe the model simulations, and present simulation data showing that this model of
amygdala-hippocampal-prefrontal interaction provides a qualitative fit to a range of data
obtained from animal fear conditioning studies.
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1-1 Relevant empirical background: behavioral paradigms and neural substrates
Below, we discuss behavioral paradigms of fear conditioning, and then discuss neural
substrates of fear conditioning.

1-1-1 Behavioral paradigms of fear conditioning—Whereas acquisition involves
increased expression of the CR as a result of CS-US pairing, extinction refers to the
reduction of CR expression when the CS is no longer paired with the US. As with other
kinds of learning, extinction of fear CRs could be a consequence of either erasing previously
acquired fear memories or forming inhibitory fear responses that overcome or compete with
previously acquired fear responses. Most studies have shown that fear extinction involves
forming new extinction memories that overrule the previously-acquired fear response
(Bouton, Westbrook, Corcoran, & Maren, 2006; Milad & Quirk, 2002; Myers & Davis,
2007).

In addition to the acquisition and extinction of fear, other conditioning procedures have also
examined renewal and reacquisition (Bouton & King, 1983; Herry et al., 2008; Hobin, Ji, &
Maren, 2006; Ji & Maren, 2007; Milad, Orr, Pitman, & Rauch, 2005; Zelikowsky, Pham, &
Fanselow, 2011). The reacquisition paradigm involves three phases. In the first phase, all
subjects are trained to acquire a fear response in one context (e.g., a training chamber with
certain features and odors). In the second phase, all subjects are given extinction trials in a
different context (e.g., a different conditioning chamber with different features and odors).
In the last phase, half of the subjects group are trained on fear acquisition using the
acquisition context (i.e. as in the first phase ), and the other half of subjects are trained on
fear acquisition using the extinction context (i.e., as in the second phase) (Bouton & King,
1983). Interestingly, studies have found that reacquiring fear responses is faster than in the
initial fear acquisition phase (Leung, Bailey, Laurent, & Westbrook, 2007). Other fear
conditioning procedures have examined the effect of changing the background context
during the extinction or reacquisition phase (Bouton, 1984; Bouton & King, 1983; Bouton &
Peck, 1989; Corcoran & Maren, 2001). In experimental settings, context usually refers to
spatial and olfactory features of the testing box and/or other external cues that might have
been used by the subjects during learning. Studies have shown that extinction learning is
quicker when it occurs in a different context than that used in the fear acquisition phase
(Corcoran & Maren, 2001; for discussion see Delamater, 2004). Similarly, reacquisition in
the third phase is quicker when using the acquisition rather than extinction context (Bouton
& King, 1983; Milad, et al., 2005). In sum, the goal of this project is to link all these
behavioral paradigms in one coherent framework. Table 1 describes these fear conditioning
tasks.

1-1-2 Neural substrates of fear conditioning—Various lesion, physiological, and
imaging studies have investigated the neural basis of fear conditioning in rats and rabbits, as
well as other animals. Most of these studies have found that three different brain areas have
been implicated in fear conditioning: amygdala, hippocampus, and vmPFC. Figure 1 shows
a simplified anatomical map of their connectivity. Research on fear conditioning has been
attempting to elucidate the specific contribution of each brain area to fear conditioning.
Below, we review empirical studies on the role of amygdala, hippocampus, and vmPFC in
fear conditioning and extinction (for a review, see Jovanovic & Ressler; Maren & Quirk,
2004).

Amygdala: The amygdala is a collection of highly differentiated nuclei that belong to
different functional systems (Swanson & Petrovich, 1998). One subregion of the amygdala
is the central nucleus (CeA), a part of the motor striatum with mainly GABAergic
projections to autonomic systems. Another major subregion of the amygdala is the lateral
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and anterior basolateral nuclei (BLA), which may be considered ventromedial extensions of
the temporal and frontal lobes with mainly glutamatergic projections (Swanson & Petrovich,
1998).

The central nucleus of the amygdala (CeA) is involved in the initiation of various fear
responses, including freezing and heart rate changes (Duvarci, et al., 2011). Conditioned
freezing and heart rate changes appear to be driven by outputs from CeA through the lateral
hypothalamus to the cardioinhibitory neurons in the dorsal vagal nucleus and/or the nucleus
of the solitary tract (McCabe, Gentile, Markgraf, Teich, & Schneiderman, 1992; Wiersma,
Bohus, & Koolhaas, 1993). Specifically, the CeA projects to the parasympathetic nervous
system (driving freezing, heart rate changes, respiratory changes), the hypothalamus (driving
the release of stress hormones), and brainstem motor areas (driving motor responses such as
freezing). Stimulation of CeA can produce altered heart rate (Cox et al., 1986), and neurons
in the CeA show CS-evoked learning-related responses during both heart rate and eyeblink
conditioning (e.g. Rorick-Kehn & Steinmetz, 2005); these responses are correlated with the
magnitude of the CR in heart rate conditioning (Pascoe & Kapp, 1985). In freezing
experiments, lesioning CeA abolishes fear responses (Davis, 1992; LeDoux, 1992; McCabe,
et al., 1992). Amygdala lesion (specifically CeA lesion) also abolishes heart rate
conditioning (Kapp, et al., 1979; McCabe, et al., 1992; McCabe, McEchron, Green, &
Schneiderman, 1993; Sananes & Campbell, 1989; Weisz, Harden, & Xiang, 1992).

Anatomical studies have shown that the CeA receives projections from the BLA and
intercalated cells (ITC), which are responsible for initiating and inhibiting fear responses
(Amano, Unal, & Pare, 2010). The BLA is a key site of sensory integration in the amygdala
(Aggleton, 2000; LeDoux, 1993). Neurons in the BLA change sensory-evoked responses to
stimuli that have been paired with reinforcement (see e.g. Corbit & Balleine, 2005). In vivo
studies have documented learning-related changes, in the form of long-term plasticity
(Rosenkranz & Grace, 2002) in the BLA during classical conditioning of an odor CS paired
with a footshock US.

The nuclei of the BLA project, directly or indirectly, to CeA (Swanson & Petrovich, 1998).
Somatosensory shock information may be conveyed to BLA from thalamic nuclei (Sah,
Faber, Lopez De Armentia, & Power, 2003) and possibly also via routes not synapsing in
thalamus (Lanuza, Nader, & Ledoux, 2004). Herry et al. (2008) have recorded from basal
amygdala neurons while mice are trained on a fear conditioning and renewal paradigm.
Interestingly, they have found that some lateral amygdala neurons increase their activation
during fear acquisition, but not extinction. These neurons also increased their activation
levels during the renewal phase; this supports the view that BLA is essential for forming fear
acquisition memories.

Research has shown that the amygdala is involved in both fear acquisition and extinction
(Indovina, Robbins, Nunez-Elizalde, Dunn, & Bishop, 2011; for review see Kim & Jung,
2006; LaBar, Gatenby, Gore, LeDoux, & Phelps, 1998; LeDoux, 1993; Parkes &
Westbrook, 2010; Phelps, Delgado, Nearing, & LeDoux, 2004). Physiological studies have
shown that different classes of neurons are involved in both fear acquisition and extinction
(Amano, et al., 2010; Herry, et al., 2008): while basolateral neurons participate in fear
acquisition, intercalated neurons play an important role in fear extinction.

Early studies have shown that lesioning BLA interferes with acquisition of fear responses
(LeDoux, 1993; Maren, Aharonov, & Fanselow, 1996), while lesioning the CeA interferes
with initiation of fear responses (for discussion see Bellgowan & Helmstetter, 1996; Kapp,
et al., 1979; LeDoux, Iwata, Cicchetti, & Reis, 1988). Lesioning the BLA does not interfere
with motor activity or reactions to shocks (Maren, 1998). Interestingly, Anglada-Figueroa
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and Quirk (2005) have shown that basal amygdala lesion interferes with fear acquisition but
not extinction. Similarly, Tronson, Wiseman, Olausson, and Taylor (2006) found that
interfering with BLA function (by inhibiting amygdalar protein kinase A) does not affect
fear extinction.

Besides the BLA, the CeA also receives projections from the ITC cells (Pare & Smith,
1993). The ITC cells are islands of GABAergic neurons that lie between the BLA and CeA,
which are excited by vmPFC input, and which inhibit CeA neurons (Berretta,
Pantazopoulos, Caldera, Pantazopoulos, & Pare, 2005; Likhtik, Pelletier, Paz, & Pare, 2005;
Quirk & Gehlert; Quirk, Likhtik, Pelletier, & Pare, 2003). Also, ITC receives excitatory
projections from the infralimbic cortex (Amir, Amano, & Pare, 2011), a pathway important
for inhibiting fear responses (Amano, et al.). Physiological studies suggest that ITC neurons
play an essential role in fear extinction (Manko, Geracitano, & Capogna, 2011; Pare &
Smith, 1993). Lesion of ITC cells following extinction causes deficits in extinction
expression, and the degree of CR expression is proportional to the number of surviving ITC
cells (Likhtik, Popa, Apergis-Schoute, Fidacaro, & Pare, 2008).

Hippocampus: While the amygdala plays a key role in cue conditioning, the hippocampus
is essential for learning to represent contextual information in fear conditioning in rats.
Representing contextual information occurs when the subject learns not only about the
explicit conditioned stimulus that warns of upcoming aversive events such as shock, but also
about the context in which those aversive events occur. Typically, after exposure to a pairing
of tone and shock in a particular experimental chamber, a rat will show a conditioned fear
response (such as freezing) when the tone is presented later – but the rat will also show a
fear response when returned to the chamber later (Anagnostaras, Maren, & Fanselow, 1999;
Rudy, Huff, & Matus-Amat, 2004). Whereas conditioning to the cue depends on the
amygdala, hippocampal lesion spares cue conditioning but interferes with conditioning to
the context (Anagnostaras, et al., 1999; Kim & Fanselow, 1992; Maren & Fanselow, 1997;
Phillips & LeDoux, 1992). It has been known since the 1960s that lesioning the
hippocampus does not interfere with acquisition of fear CRs (Goldstein, 1965). Supporting a
role for the hippocampal region in contextual encoding, animal studies have shown that
different hippocampal cells respond to different contexts (Kentros, Agnihotri, Streater,
Hawkins, & Kandel, 2004; Knierim, 2002; Leutgeb, Leutgeb, Moser, & Moser, 2007). The
hippocampus is also important for contextual encoding of extinction memories (Ji & Maren,
2007).

Lesioning the hippocampus in rats abolishes context dependency/specificity in many
paradigms, including context shift, extinction, reacquisition, renewal, and latent inhibition.
For example, Ji and Maren (2005) found that hippocampal lesion abolishes context
specificity in the renewal paradigm. Also, Fanselow and colleagues (Anagnostaras, et al.,
1999) have found that hippocampal lesions impair contextual fear conditioning (where rats
are shocked in an experimental chamber without the use of CSs) only if lesions are made
one day but not more than 50 days after acquisition). Studies have also found that
hippocampal lesion does not impair fear acquisition (Phillips & LeDoux, 1992), but impair
extinction either in the same or new context (Corcoran & Maren, 2001; Ji & Maren, 2007).
Similarly, hippocampal lesion also abolishes contextual effects in heart rate conditioning
(Resstel, Joca, Correa, & Guimaraes, 2008).

Ventromedial prefrontal cortex (vmPFC): Anatomically, the vmPFC projects to the BLA
and CeA in rabbits (Buchanan, Thompson, Maxwell, & Powell, 1994) and monkeys
(Stefanacci & Amaral, 2002); infralimbic cortex in rats appears homologous to vmPFC (see
Quirk & Mueller, 2008). Robust excitatory projections exist between hippocampus and
vmPFC (Cavada, Company, Tejedor, Cruz-Rizzolo, & Reinoso-Suarez, 2000; Jay & Witter,
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1991). Extensive studies have shown that the vmPFC is important for fear extinction in
animals (Likhtik, et al., 2005; Milad & Quirk, 2002; Morgan, Romanski, & LeDoux; Quirk
& Mueller, 2008). This line of research has shown that extinction involves the formation of
new memories rather than erasure of older fear memories (for review see Myers & Davis,
2007). This has led researchers to introduce the term extinction memory, as separate from
fear memory.

Infralimbic stimulation reduces the response rate of CeA neurons to input from lateral
amygdala, suggesting that infralimbic cortex modulates the CeA-mediated expression of the
CR (Pare, Quirk, & Ledoux, 2004; Quirk, et al., 2003). Infralimbic simulation facilitates
extinction (Milad, Vidal-Gonzalez, & Quirk, 2004), suggesting it plays a role in inhibiting
the expression of fear CRs (Milad & Quirk, 2002). Infralimbic neurons are particularly
active on the day following extinction, and individual animals’ retention of extinction
correlates with infralimbic activity (Burgos-Robles, Vidal-Gonzalez, Santini, & Quirk,
2007; Milad & Quirk, 2002; Santini, Quirk, & Porter, 2008). Rats with infralimbic lesions
condition and extinguish normally, but show increased spontaneous recovery when tested a
day later (Quirk, Russo, Barron, & Lebron, 2000). Studies have also shown impaired fear
extinction following infralimbic lesion (Lebron, Milad, & Quirk, 2004). Interestingly,
empirical studies have found that applying microstimulation to cortical areas neighboring
the infralimbic cortex, including prelimbic cortex and anterior cingulate, does not affect fear
extinction (Sierra-Mercado, Corcoran, Lebron-Milad, & Quirk, 2006; Sierra-Mercado,
Padilla-Coreano, & Quirk, 2010; Vidal-Gonzalez, Vidal-Gonzalez, Rauch, & Quirk, 2006).

1-2 Computational model: linking all together
How does the brain know when to encode either fear acquisition or extinction memory? This
is important so that the BLA is recruited during fear acquisition, but the vmPFC is activated
during fear extinction only. Research has shown that prediction of the US controls which
brain areas are involved. For example, in humans given a classical conditioning task using
visual CSs and mild electric shocks as the US, negative prediction errors produced by
omission of an expected US were correlated with vmPFC activity (Spoormaker, Andrade, et
al., 2011). In mice, negative prediction error during fear conditioning recruits different
hippocampal cells from those involved in fear memory (Huh et al., 2009). We, here, argue
that a positive prediction error enhances fear learning in the BLA, while a negative
prediction error enhances extinction learning in the vmPFC (for empirical support see, Cole
& McNally, 2009; McNally, Johansen, & Blair, 2011).

In our model, we simulate fear conditioning and extinction using the temporal difference
(TD) algorithm. Positive TD error enhances learning in the BLA, while negative TD errors
recruits and enhance learning in vmPFC. TD learning is an algorithm that learns CS-US
associations (Sutton & Barto, 1998). The TD algorithm was first used by Witten (Witten,
1977) and Barto, Sutton, and Anderson (1983), but its roots can arguably be traced back to
the animal learning theory field beginning with Thorndike (1911) and the theory of optimal
control in engineering beginning with dynamic programming (Bellman, 1957). The TD
model has been used to simulate rewarding (Montague, Dayan, & Sejnowski, 1996;
Moustafa & Gluck, 2011) and aversive learning (Moutoussis, Bentall, Williams, & Dayan,
2008).

In sum, the main theory of our model is separating the effects of positive and negative
prediction error, and treating them as separate processes inputting to BLA and vmPFC (see
Discussion below for comparisons to other temporal difference models and models of
extinction). In addition, in our model, we propose that the hippocampus provides a
contextual signal that is projected to both the BLA and vmPFC, and is important for linking
contextual with cue information during conditioning.
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2- Methods
Below, we describe the details of our simulations of the hippocampal region, amygdala, and
vmPFC. Our intent is not to simulate all of the anatomical and physiological details of these
brain areas, but rather to build an initial framework in which to study systems-level
interactions among these brain regions in fear conditioning. Model architecture is depicted
in Figure 2. We train the model for 10 trials in each phase of the experiments described in
Table 1. Results presented below are averaged across 50 runs of the model in each
simulation study.

The input pattern consists of a 32-bit stimulus. This can specify the values of up to one CS,
two contextual cues, and one US, that are manipulated depending on the simulation study
(see Table 1). Each stimulus is represented using an 8-bit vector. As in our earlier models
(A. A. Moustafa, Myers, & Gluck, 2009), in the input layer of this model, the representation
of different stimuli or different contexts are orthogonal (i.e., different stimuli are encoded by
different nodes).

All weights (i.e., connections among nodes in the network, which roughly correspond to
biological synapses) in the model are initialized to random values in the range [0, 0.6]. All
weights in the network (including simulated amygdala, hippocampus, and vmPFC) are
perturbed using Gaussian noise (Moustafa & Maida, 2007). Let uji be the perturbed weight
connecting unit i to unit j. Perturbed weight values are computed as follows:

where δji (t) be the Gaussian noise associated with the weight wji (with zero mean and
standard deviation of 0.025, also see Moustafa & Maida, 2007).

Activation levels of all units in the model are computed as follows:

where uji is the weight connecting unit i to unit j, n is the number of units in the input; the
input units xi take binary (0,1) values (for similar simulation details see Barto, 1995;
Schultz, Dayan, & Montague, 1997; Suri & Schultz, 1999); t is time step, f is the logistic
sigmoid function:

Weights are updated at every time step. Weight update is different in the different modules
(see below).

Hippocampal region
The hippocampal region is implemented similarly as in previous work (A. A. Moustafa, et
al., 2009) with one important exception: whereas the older models were trial-level, meaning
that the hippocampal-region network learned to predict the US based on current inputs, the
new version simulates within-trial events. Specifically, a conditioning trial is conceived as a
series of events occurring at specified time points; at the start of a trial, tonic contextual cues
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are presented (6 time steps in simulations presented below); CSs may appear and remain on
for some time (3 time steps in the current simulations), and a US may appear at the end of
the CS presentation (one time step). Our model proposes that the hippocampal region plays a
general role in learning to use context to disambiguate competing responses to a stimulus.

The hippocampal module is a single layer of 20 nodes, and each node receives projections
from the input layer that include nodes for sensory information, including CSs, US, and
contexts. Learning in this network is Hebbian. The weight update rule here is as follows:

where αhipp is the learning rate for the hippocampal module (0.01 in the simulations
presented here); xi is the cortical input unit i; yj is the activation of the unit j in the
hippocampal layer. A k-winner-take-all network is used to simulate lateral inhibitory
connections among nodes in the hippocampal module. As discussed above, hippocampal
dynamics allows it to represents contextual information. The hippocampal representation (a
vector composed of the values yj) is projected to both BLA and vmPFC layers.

Amygdala and vmPFC
We simulate three subregions of the amygdala: BLA, ITC, and CeA. The simulated CeA is
one node that integrates opposing excitatory (sensory-evoked BLA) and inhibitory (vmPFC-
driven ITC) inputs:

The CeA output represents the strength of the conditioned fear response. All simulation
results presented below reports activation level of the CeA node. It is presumed that this
CeA output travels to motor and autonomic centers that drive the behavioral and
physiological correlates of the fear response, although this is beyond the scope of the model.

The BLA module is a single layer of 40 nodes, and each node receives projections from the
input layer encoding sensory information, including the CS and US. The BLA is trained
using the TD algorithm (Barto, 1995; Barto, et al., 1983; Witten, 1977). Let TD(t) be the
temporal difference error signal at time t (also known as the effective reinforcement); R(t)
be the fear US presented at time t (it is 1 when fear US is presented and is 0 otherwise); P(t)
be the US prediction at time t; γ be the discount factor (which determines how expectation
of future US affects current US predictions and which is set to 0.99 in all simulation runs
presented here). The TD error is computed as follows:

Let n be the number of input nodes (here, n=40); wi be the weight from input node i; and xi
be activation of input units (which take binary (0,1) values). Prediction of fear US, P(t) , is
computed as follows:
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Now, we describe the equations of the BLA. Let wji be the weight connecting unit i to BLA
unit j:

where α is the learning rate; xi is the cortical input unit i; yj is the activation of the
postsynaptic unit j in the BLA module.

For the simulated vmPFC, number of nodes and learning rules are similar to those described
above for the BLA, except that learning in the vmPFC relies on negative TD errors (see
equations above). We simulate ITC as a single node that receives fixed weights from the
vmPFC.

Specifically, both the vmPFC and BLA integrate hippocampal and sensory input, and thus
learn CS-US or CS-no US associations along with the contextual signal. As mentioned
above, the main different between BLA and vmPFC is BLA is trained using positive TD
error signals, while vmPFC is trained using negative TD errors signals.

Simulated lesions
We simulated lesions of a brain area by adding noise to activation levels of the simulated
area, as previously done in other computational models (Joanisse & Seidenberg, 1999;
Monaghan & Shillcock, 1998, 2008; Moustafa & Gluck, 2011; Olson & Humphreys, 1999;
Ueno, Saito, Rogers, & Lambon Ralph, 2011). Adding noise to the output of a simulated
brain region interferes with the output and damages the function of this region. Let δ be

Gaussian noise,  be activation before adding noise to a brain area’s activation levels;

 be activation after adding noise to a brain area’s activation. Then, for every unit j in
the brain area, simulated lesion is conducted as follows:

3-Results
We first present simulation results of the intact model. We show how the model simulates
performance in fear conditioning, discrimination, extinction, reacquisition, and context
shifting. We then present the effects of lesioning different parts of the model on fear
acquisition and extinction.

Fear conditioning in intact animals
a- Discrimination learning—In rabbit heart rate conditioning, there is an increase in
conditioned responding (bradycardic CR) to a stimulus CS that is paired with the US (i.e.,
CS+ = CS presented coterminous with US) but not to a stimulus that is not paired with the
US (i.e., CS− = CS presented but no US) (Weidemann & Kehoe, 2003). The model similarly
shows an increase in response to the CS+, but not to the CS− (Figure 3).

We have also measured CR to contextual cues during the pre-CS interval. In agreement with
empirical results (Phillips & LeDoux, 1992), simulation results show that CR to the context
is weaker than CR to the cue (see Figure 3, also see figure below). However, our model
makes the novel prediction that the response to context will decrease with extended training
(20 trials or more). We argue that with extensive training, animals learn to differentiate
contexts from cues (i.e., they show stronger fear responses to the cue than to context).
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Within a differential conditioning procedure, this would be expected because the CS+ is
uniquely associated with the US whereas the context is not, i.e., the context is also
associated with the CS− and absence of a US.

b- Acquisition and extinction—Once a CR has been acquired, further presentations of
the CS alone (without US) result in gradual extinction of the CR (Leung, et al., 2007).
Figure 4b shows that the model exhibits extinction, and that extinction is quicker when the
context is changed between acquisition and extinction phases. This is in agreement with
empirical data (Corcoran & Maren, 2001; Huff et al.; Orsini, Kim, Knapska, & Maren,
2011).

In addition, to test if extinction is CS-specific, we presented the model with intermixed trials
with two stimuli (CS1+ and CS2+) in the same context. In the second phase, we
extinguished CS1 only. In the third phase, we presented CS2 to test for the selectivity of
extinction. Our results shows that the model correctly learns and then extinguishes a fear
response to CS1 in phases 1 and 2 (see Figure 5). In the third phase, the model continues to
show a fear response to CS2, following extinction of CS1, indicating stimulus-selectivity of
learning and extinction in the model.

c- Reacquisition—Animals trained in one context, then extinguished in a new context,
show faster relearning of the CR in the original training context, compared with animals
retrained in the extinction context (Bouton & King, 1983; Bouton, et al., 2006). To simulate
this effect, we trained the model to acquire a fear response in one context, followed by
extinction trials in a different context. In a third, reacquisition phase, in some runs, the
model was retrained in the acquisition context, and in other runs, the model was retrained in
the extinction context. Simulation results show that that reacquisition is quicker in the
acquisition context than in the extinction context (Figure 6). This demonstrates contextual
sensitivity of learning and extinction in the model.

As similar to the reacquisition paradigm, our model also simulates performance in the fear
renewal (ABA) paradigm, which is similar to the reacquisition paradigm, except that in the
last phase the CS is presented without the US (see the Model Limitations section below on
discussion of other renewal paradigms).

d- Activation patterns in simulated brain areas during acquisition and
extinction—Figure 7 shows activation patterns in the simulated hippocampal region,
vmPFC, and amygdala (particularly BLA) during acquisition and extinction. The model
shows that some BLA nodes increase their activation during acquisition, but not extinction
(Figure 7a,b). As predicted, the vmPFC shows the opposite pattern: vmPFC nodes increase
their activation during extinction (Figure 7c,d). These simulation results are in agreement
with studies showing BLA and vmPFC are involved in acquisition and extinction,
respectively. Interestingly, the simulated hippocampal region shows different activation
patterns during both acquisition and extinction (see Figure 8). Specifically, when the context
is the same in the acquisition and extinction phases, hippocampal nodes that show increased
activation in acquisition also showed increased activation in extinction, an indication of
continued learning to represent contextual information (Figure 8a,b). However, when
different contexts are used during acquisition and extinction, some hippocampal nodes show
activation during acquisition but not during extinction, or vice versa (Figure 8c,d), although
some hippocampal nodes showed activation in both phases. Our simulation results are also
in line with empirical results showing that different subpopulations of hippocampal nodes
are active during fear acquisition and extinction learning (Huh, et al., 2009; Tronson et al.,
2009).
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Lesion studies
Below, we present simulation results on the effects of lesioning BLA, hippocampal region,
and vmPFC on fear conditioning and extinction.

a- BLA lesion—Simulation results show that lesioning the BLA interferes with fear
acquisition, but not fear extinction (Figure 9). In the model, we obtain this result because
lesioning the BLA affects CS-US association learning based on positive TD error sginals.
This is in agreement with empirical results (Anglada-Figueroa & Quirk, 2005; LeDoux,
1993).

b- vmPFC lesion—Our simulation results show that vmPFC lesion (unlike BLA lesion)
spares fear acquisition, but impairs fear extinction in later trials of the extinction phase
(Figure 10). Interestingly, lesion studies have shown that extinction deficits appear in later
trials of the extinction phase or extinction recall (Lebron, et al., 2004).

c- Hippocampal lesion—The effect of hippocampal lesion on fear conditioning is more
complex. In agreement with empirical studies (Corcoran & Maren, 2001; Ji & Maren, 2007;
Phillips & LeDoux, 1992), our simulation results show that lesioning the hippocampus does
not interfere with simple cued fear acquisition and only mildly impairs extinction. However,
lesioning the hippocampus significantly impairs extinction in a different context (Figure 11).

We obtain these results because both vmPFC and BLA circuits in the model are capable of
learning CS-US and CS-no US associations without hippocampal input. However, once the
context is important in some learning paradigm, lesioning the hippocampus leads to a
behavioral effect. Specifically, in the intact model, extinction is faster in a new context,
presumably because the new context generates a distinct representation of CS in context B
in the hippocampal module that is different from CS in context A formed during acquisition,
and thus it’s easier to learn the new CS− no US association to the new CS-in-B
representation. Given that the hippocampal module is important for the formation of
contextual information, lesioning the hippocampus in our model interferes with extinction in
a different context. Our simulation results are also in agreement with rabbit and rat data
which show that hippocampal lesion or inactivation spares heart rate conditioning, but slows
extinction (Chan, Jarrard, & Davidson, 2003; Powell & Buchanan, 1980).

4-Discussion
Our model accounts for various behavioral results on the role of amygdala, hippocampus,
and vmPFC in fear conditioning and extinction. Our model is in agreement with data
showing that the amygdala is a key structure mediating conditioned fear acquisition and
expression (LeDoux, 1993), the hippocampus is essential for contextual processing, and
vmPFC is important for forming fear extinction memories (for a review see Jovanovic &
Ressler, 2010).

In addition, our model also accounts for other fear conditioning phenomena, including
context shifting and reacquisition. It accounts for the data showing that extinction is not
merely unlearning or forgetting of a CS-US association; rather it represents the acquisition
of a competing CS-no US association (Bouton, 2004; Delamater, 2004). Our model also
suggests that the reacquisition and renewal effect is obtained as a consequence of forming
extinction memory. Forming extinction memory keeps acquisition memory intact, which
explains accelerated re-emergence of the learned CR in the last phase of the reacquisition
paradigm.
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Our simulation results for context shift during extinction are in agreement with empirical
findings in animals (Corcoran & Maren, 2001; Orsini, et al., 2011) and humans (Huff, et al.,
2011). However, there are conflicting empirical results for the effects of context shifts
during extinction (Delamater, 2004). This may be due to variability within some parameters
such as the speed of learning or the number of trials in the first context before shifting to the
new context. The same applies to contextual shifting during acquisition: while context shift
may not impair learning (Bouton, 1993), some have found that context shift during learning
leads to a decrease in responding in the new context (Penick & Solomon, 1991).

Our computational model proposes that fear responses (including freezing and heart rate
changes) are driven by CeA outputs (for empirical support, see LeDoux, et al., 1988). This
model feature is in agreement with studies showing that CeA is essential for driving freezing
(Duvarci, et al., 2011) and heart rate (Kapp, et al., 1979) responses. In sum, we here argue
that CeA neurons mediate the various fear responses, perhaps through interactions with
different efferent hypothalamic and brainstem structures, each driving freezing and heart
rate responses among others (for similar ideas, see Francis, Hernandez, & Powell, 1981;
Hitchcock, Sananes, & Davis, 1989). For example, lesioning the periaqueductal gray area
(which receive projections from the CeA) abolish freezing (LeDoux, et al., 1988), but not
heart rate responses (Wilson & Kapp, 1994).

Few studies have found that lateral amygdala is involved in fear extinction learning (Quirk,
Armony, & LeDoux, 1997). This is in contrast with recent lesion studies (Anglada-Figueroa
& Quirk, 2005) as well as our simulation results. It is possible that early lesion studies of
lateral amygdala interfered with ITC neurons, which lie at the border of the BLA. This could
in turn impair extinction learning. Future studies should specifically investigate effects of
BLA vs. ITC lesions on fear conditioning and extinction within a single paradigm.

In our model, activity of the hippocampus, BLA and vmPFC are impacted differently by
presentations of the US. More specifically, US presentations in our model help increase the
sparse representations of input stimuli in the hippocampal region, which is in agreement
with existing neurophysiological studies reporting that hippocampal region neurons respond
to the US presentation in conditioning tasks (but also see Barot, Chung, Kim, & Bernstein,
2009; McEchron & Disterhoft, 1997, 1999; Sugase-Miyamoto & Richmond, 2007). In other
words, cues associated with the US will be represented differently from cues that are not
associated with the US. This mechanism allows the model to efficiently represent different
contexts using different sets of nodes (as in acquisition and extinction in different contexts).
In contrast, US presentations will influence activity in BLA and vmPFC so as to support
associative learning of the CS-US and CS-no US relationships.

Biological data supporting features of the model
Here, we discuss relevant biological studies that support features of our models. Our model
proposes that two different neural pathways are responsible for fear acquisition and
extinction. Early studies have shown that the BLA is critical for the acquisition of fear
responses (Goldstein, 1965; Robinson, 1963). More recently, physiological and human brain
imaging studies have shown that cortical structures, particularly vmPFC, also play a role in
fear conditioning. Recent work by Pare and colleagues and Quirk colleagues suggests that
vmPFC projection to GABAergic ITC may be responsible for fear inhibition and fear
extinction (Amano, et al., 2010; Amir, et al., 2011; Quirk & Gehlert, 2003). Results from
our computational model are consistent with these empirical studies, which suggest that
there are two pathways for fear acquisition and extinction.

As shown above, we have trained the BLA and vmPFC areas using the TD model. Although
it is true that most of the existing literature relates the TD model to reward-based learning,
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the TD model is an error-based US-prediction learning model. It is very likely that many
brain areas learn through predictions of subsequent events. In addition to our work, some
prior empirical and modeling studies have related TD modeling to fear conditioning (Cole &
McNally, 2009; McNally, et al., 2011; Spoormaker, Andrade, et al., 2011).

Comparison to other models
To our knowledge, our model is the first to simulate interactions among amygdala, vmPFC,
ITC, and hippocampus in fear conditioning and extinction.

This model builds on our earlier models in which the hippocampus plays an essential role in
representational and contextual processing (Gluck & Myers, 1993; A. A. Moustafa, et al.,
2009). Our earlier models, however, did not simulate the role of the amygdala and vmPFC
in conditioning. In addition, our earlier models were focused on simulating eyeblink
conditioning data (A. A. Moustafa, Servatius, Pang, Gluck, & Myers, under review; Myers,
Ermita, Hasselmo, & Gluck, 1998). Unlike eyeblink conditioning, fear conditioning is
acquired in fewer trials (usually less than 10 or so trials). Accordingly, in model presented
here, we have used a large learning rate than in previous models in order to simulate faster
acquisition of fear responses as in empirical studies.

Below, we discuss models similar and related to our models, including (a) models of
extinction and (b) model of amygdala function and fear conditioning.

a- Models of extinction—There are associative and nonassociative theories of extinction.
Earlier associative theories of extinction argue that extinction involves erasure of memories,
and weakening of the association between conditioned and unconditioned stimuli , which
decrease the likelihood of producing a fear response (Mackintosh, 1975; Rescorla &
Wagner, 1972). Unlike these theories, other theories and empirical data suggest that
extinction training does not erase previously established memories, but rather lead to
formation of a new inhibitory CS-no US memory (Bouton, 2002, 2004; Bouton & Bolles,
1979; Konorski, 1948; Pearce & Hall, 1980). As similar to our model, Suri and Schultz
(1999) have also simulated extinction learning using the temporal difference model.
However in their model, they have proposed that “extinction is erasure,” and, thus, their
model may not account for some phenomena including reacquisition, partial reinforcement
extinction, or renewal effects. Unlike the Suri and Schultz model, we argue that positive and
negative prediction errors impact different brain structures (for empirical evidence, see
Spoormaker, Andrade, et al., 2011), and thus simulate data showing that fear extinction
involves forming new memories that compete with fear memory.

Unlike the above-mentioned associative theories of extinction, nonassociative theories of
extinction argue that extinction learning involves changes to attentional or stimulus
competition processes (Gallistel & Gibbon, 2000; Kakade & Dayan, 2002; Redish, Jensen,
Johnson, & Kurth-Nelson, 2007; Rescorla & Heth, 1975). For example, Pavlov (1927)
argues that extinction training leads to a decrease in the activation of CS representation, and
thus a decrease in fear response associated with it. Rescorla and Heth (1975) argue that
extinction learning involves a decrease in US activation. An alternative model of extinction
is proposed Ashby and colleagues (Ashby & Crossley, 2011a), in which extinction does not
erase memories, but rather inhibit learning due to increased inhibition of interneurons in the
striatum. Although the Ashby and Crossley model accounts for the reacquisition effect, it
does not simulate extinction memory data put forth by physiologists (Milad & Quirk, 2002).
A similar model, the O’Reilly and Munakata (2000) model, however, argues that weight
values are not weakened by extinction trials, which allows their model to simulate the
reacquisition effect since the first trial after extinction brings the synaptic strength above
threshold and therefore reinstates the behavior.
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Unlike previous models of extinction, which either simulate extinction as erasure of
memories (for discussion see Suri & Schultz, 1999) or inhibition of learning (Ashby &
Crossley; O’Reilly & Munakata, 2000), our model simulates the formation of extinction
memory and shows how this mechanism can account for the reacquisition and contextual
sensitivity of extinction.

b- Models of fear learning and amygdala—We note that although other
computational models of the amygdala and fear conditioning exist, some have considered
the role of cortical vs. thalamic inputs to amygdala (Armony, Servan-Schreiber, Cohen, &
LeDoux, 1995, 1997; Armony, Servan-Schreiber, Romanski, Cohen, & LeDoux, 1997), and
others have considered interactions between the amygdala and brain structures such as
inferior temporal cortex (Rolls & Stringer, 2001), nucleus accumbens (Wagar & Thagard,
2003), and lateral hypothalamus (Dranias, Grossberg, & Bullock, 2008). These models did
not specifically consider hippocampal-amygdala interactions.

A more recent model by Vlachos, Herry, Luthi, Aertsen, and Kumar (2011) simulates the
role of the amygdala in fear conditioning and extinction. Like our model, this model
proposed that different classes of neurons in the amygdala are important for both fear
learning and extinction. Unlike our model, the Vlachos et al. model did not simulate the role
of the hippocampus or vmPFC in fear conditioning. Recently, Li, Amano, Pare, and Nair
(2011) have designed a biophysical model of ITC neurons’ role in fear conditioning and
extinction. The model also shows how increasing vmPFC (or infralimbic cortex) activity
increases ITC activity, which in turn decreases fear responses. Unlike our model, this model
did not simulate the role of hippocampus in contextual processes in fear conditioning;
neither did this model explicitly simulate CeA function. Krasne et al.(2011) have also
provided a model of the amygdala arguing that separate classes of BLA cells are important
for fear extinction. As similar to the Li et al. (2011) model, the Krasne et al. model argues
excitation and synaptic modification of interneurons in the BLA mediates extinction
learning. This model does not simulate the role of vmPFC in fear extinction. Rudy and
O’Reilly (1999, 2001) have presented models that focus on interactions among the
hippocampus and cortex in contextual fear conditioning. Like our model, Rudy and O’Reilly
argue that the hippocampus is important for conjunctive encoding and contextual fear
conditioning. However, the Rudy and O’Reilly models did not simulate the role of vmPFC
in fear extinction.

Unlike previous models of fear conditioning, our model (1) specifically considers the roles
of hippocampus and amygdala subregions in fear conditioning, (2) examines their
interactions with each other and with brain areas such as vmPFC that are also involved in
associative learning, and (3) addresses the ways in which simulated lesions in one or more
of these structures might give rise to the set of fear conditioning deficits observed in
empirical studies.

Model limitations
One limitation of our model is that, as a systems-level model, it does not account for
physiological details of the simulated brain areas. Similarly, the model has abstract nodes
that do not simulate the biophysical properties of neurons (c.f. Li, et al., 2011). To our
knowledge, prior biophysical models have mostly focused on the simulation of one brain
region, such hippocampus (Rodriguez & Levy, 2001) or amygdala (Li, et al., 2011).
However, there are pros and cons to simple models. Although simple models, including
ours, may not capture some biological details (e.g., compare to Li, et al., 2011), they
typically can explain performance in various behavioral tasks, which is the focus of our
model. Specifically, the advantage of our simple model is that it allows us to focus on key

Moustafa et al. Page 14

Brain Cogn. Author manuscript; available in PMC 2014 February 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



hypothesis regarding two pathways for positive and negative prediction errors using as few
other free parameters as possible. We demonstrate that this simple model does, in fact,
adequately simulate a large range of behavioral data. Nevertheless, future models should
address how physiologically detailed models of the hippocampus, amygdala, and prefrontal
interactions can simulate performance in a large number of behavioral studies, including
conditioning data (as in our model).

Another limitation of the model is that it only provides a qualitative fit to existing fear
conditioning and extinction data. This is because our model seeks to account for a broad
range of experimental data that are related to lesion studies of different brain structures.
Although lesion studies were conducted using different methods in empirical studies, our
simulated lesion studies to all simulated brain structures—amygdala, hippocampal region,
and vmPFC—were conducted in the same fashion and by using same noise values to induce
lesion. This might explain the quantitative difference between our simulation results and
existing empirical fear conditioning data. In short, Our model is intended to provide an
abstract connectionist model that accommodates a variety of behavioral fear conditioning
observations. In order to simulate a large set of behavioral and lesion data, we have used a
simplified model that focuses more on the interactions among different brain regions rather
than biophysical details of simulated brain areas.

Besides the hippocampus, amygdala, and vmPFC, other brain areas are also involved in fear
conditioning and extinction, including the prelimbic cortex (Vidal-Gonzalez, et al., 2006)
and dorsal anterior cingulate (Linnman, Rougemont-Bucking, Beucke, Zeffiro, & Milad,
2011). The anterior cingulate has been involved in conflict monitoring (Botvinick, Braver,
Barch, Carter, & Cohen, 2001), and its role in fear conditioning could be related to solving a
conflict a choice to activate either the CS-US or CS− no US pathway, so as to either initiate
or inhibit a fear response. In addition, out model did not simulate the complex interactions
among amygdala nuclei (for discussion see Manko, et al., 2011). Like most existing models
(e.g., Krasne, et al., 2011; Vlachos, et al., 2011), representation of amygdala and
hippocampus architecture in our model is simpler than known anatomy. For example, our
model does not simulate the BLA-ITC connectivity (Sah, et al., 2003; Sotres-Bayon, Bush,
& LeDoux, 2004). To our knowledge, not much is known about the function of this
connectivity in fear conditioning or any other behavioral processes. Consequently, modeling
such connectivity would be based entirely on speculation. Nonetheless, our model
architecture is largely in agreement with previous theoretical models on the role of different
amygdala nuclei in fear acquisition and extinction (see for example, Kim & Jung, 2006;
Maren & Quirk, 2004).

Along the same lines, unlike eyeblink (Christian & Thompson, 2003) and reward-based
instrumental conditioning (Schultz, et al., 1997), few studies have investigated the role of
prediction error in fear learning (for example, see Spoormaker, Schroter, et al., 2011) and
other studies testing the effects of negative and positive prediction errors on afferent neural
structures, including hippocampus (Huh, et al., 2009; Tronson, et al., 2009). Various studies
suggest that a complex neural network mediates the computation of prediction errors in fear
learning, including periaqueductal gray and dopamine (McNally, et al., 2011), amygdala
(Cole & McNally, 2009) and prefrontal cortex (Furlong, Cole, Hamlin, & McNally, 2010).
Our model did not simulate the complex interactions among these brain structures in the
computation of prediction errors in fear learning.

As mentioned above, theories that explain fear conditioning as both erasure of fear
memories or forming extinction (inhibitory CS-no US) memories have some truth (for
discussion see Pan, Schmidt, Wickens, & Hyland, 2008), depending on circumstances and
experimental design. For example, studies have shown that fear extinction can lead to an
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erasure of fear memories, depending on paradigm used (Schiller, Levy, Niv, LeDoux, &
Phelps, 2008), amount of extinction training (Leung, et al., 2007), pharmacological usage
(Han et al., 2009), or age of experimental rats (Quirk et al., 2010). Although here we have
simulated fear extinction as forming inhibitory CS-no US memories, future modeling
research should simulate the circumstances under which fear extinction can involve either
erasure of fear memories or forming new inhibitory extinction memories.

Another limitation of our model is the finding that with more intense fear US, rats show
stronger freezing to context than with a weaker foot shock (Phillips & LeDoux, 1992). Our
model does not simulate the effects of US intensity on CR to context. Future work could
expand the model to include the brainstem and other substrates where US intensity is
processed and projected to the brain structures simulated here.

Model predictions
Despite the limitations, our model provides an initial framework for addressing interactions
among the amygdala, hippocampus, and vmPFC in fear conditioning and extinction in
animals.

In addition, as shown in Figure 5, our model predicts that animals can learn to differentiate
safe from fear-eliciting responses. Specifically, our model predicts that if animals are trained
with intermixed trials with two stimuli (CS1+ and CS2+), but subsequently are trained on
CS1 extinction, in the third phase, associating CS2 with US will be learned quickly with no
or minor interference from phase 2 extinction learning.

In addition, unlike some existing models (e.g., Gershman, Blei, & Niv, 2010), our model
accounts for the partial reinforcement effect, whereby extinction is faster for fully, compared
to partially, reinforced conditioning cues (Barad, 2006; Capaldi, 1958; Rescorla & Wagner,
1972). As suggested by Rescorla and Wagner (1972), our model also argues that the partial
reinforcement effect is obtained as a result of forming inhibitory CS-no US memories. We
are aware of only a few empirical studies that have used the partial reinforcement paradigm
in fear conditioning (e.g., Milad et al., 2009; Milad et al., 2007). Importantly, our model
shows the partial reinforcement effect only when using extensive training trials in the
acquisition phase. This can perhaps explain why some empirical studies do not obtain the
partial reinforcement effect. It is possible that the number of acquisition training trials
influences whether or not the partial reinforcement effect is observed.

Our model proposes that negative prediction error activates the vmPFC. This model feature
is supported by empirical evidence (see Cole & McNally, 2009; McNally, et al., 2011) and
is also in agreement with empirical results showing that negative prediction errors activate
medial prefrontal cortex areas (Brown & Braver, 2005; Holroyd & Coles, 2002). Our model
additionally predicts that larger negative prediction errors in fear conditioning should be
associated with greater vmPFC activation.

In sum, our model shows how interactions among the amygdala, vmPFC, and hippocampus
explain various fear conditioning data, including fear acquisition and extinction,
reacquisition, and contextual modulation of fear acquisition and extinction. Our model also
accounts for data on how damage to the amygdala, vmPFC, or hippocampus interferes with
fear conditioning and extinction.
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Below, are the highlights of our study

• We present a systems-level model of fear conditioning.

• We simulate function of the amygdala, hippocampus, and prefrontal cortex.

• The model accounts fear conditioning data, including acquisition and extinction.

• Our model also assumes that fear extinction involves inhibitory CS-no US
learning.

• Our model assumes two subregions within the amygdala that separately
subserve fear acquisition and extinction.
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Figure 1.
A simplified anatomical diagram of connections among the hippocampus, vmPFC,
amygdala, brain structures involved in fear conditioning. The hippocampal region (hip)
projects to both vmPFC and amygdala. The amygdala has different nuclei; each has different
connectivity patterns to afferent structures, and plays different function in fear conditioning
(especially heart rate and freezing responses).
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Figure 2.
Model architecture. The model simulates interactions among the amygdala, hippocampal
region (HR), and ventromedial prefrontal cortex (vmPFC) in fear conditioning in rats. Our
model simulates three subregions of the amygdala including basolateral amygdala (BLA),
central nucleus (CEA), and intercalated cells (ITC). In our model, the BLA is essential for
fear acquisition, while the ITC (along with vmPFC) is important for fear extinction. The
CEA in the model initiates fear CRs. The hippocampal region (Hipp) learns to form
representations of contextual information. The ventromedial prefrontal cortex (vmPFC)
receives CS, US and hippocampal inputs, and outputs a “safety” signal which excites
intercalated cells (ITC) in the amygdala that inhibit the CEA from driving fear CRs. The
BLA and vmPFC are trained using the temporal difference (TD) model. Specifically,
positive prediction (PE) errors participates in training the BLA to form conditioned fear
CRs, while negative PE train the vmPFC to form safety signals by decreasing the probability
of CEA to fire.

Moustafa et al. Page 27

Brain Cogn. Author manuscript; available in PMC 2014 February 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 3.
Simulation results of fear conditioning and discrimination, using the model in Figure 1.The
model shows increased fear response to CS associated with fear-inducing US (CS+), but not
to CS−, that is not associated with fear US. The model also shows weaker response to
context rather than to CS+.
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Figure 4.
Simulation results of fear conditioning and extinction in the same or different context.
The model also accounts for fear extinction: simulations show that fear responses decreases
when US is presented in the extinction phase. Our model shows that extinguishing fear
responses is faster when context used in extinction trials is different from context used in
acquisition.
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Figure 5.
Simulation results of the effects of training the model to acquire fear responses to two
stimuli (CS1 & CS2), but then extinguishing fear responses to one cue only (CS1). Results
show continued strong responding to CS2 following extinction of CS1, demonstrating
stimulus-selectivity of acquisition and extinction in the model.
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Figure 6.
Simulation results of the reacquisition effect. Our model shows that reacquisition of fear
responses depends on whether acquisition or extinction context is used. Specifically,
reacquisition of fear responses is faster when acquisition rather than extinction context is
used.
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Figure 7.
Activation levels of the simulated vmPFC and amygdala during fear acquisition and
extinction. Each color here represents a different node in the simulated brain area. (a,b)
figures show activation from two representative BLA nodes during acquisition and
extinction. BLA nodes showed increased activation during acquisition, but activation levels
did not change during extinction. (c,d) figures show activation from two vmPFC nodes
during acquisition and extinction. The vmPFC shows the opposite activation patterns:
increased activation during extinction but not acquisition. Some other nodes (not shown) in
the simulated brain areas did not show any significant change during acquisition or
extinction.
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Figure 8.
Activation levels of the simulated hippocampal region during fear acquisition and
extinction, using same and different context in the extinction phase. As above, here, each
color here represents a different node in the simulated brain area. (a,b) Using same context
in fear acquisition and extinction. In the simulated hippocampal region, nodes that show
increased activation in acquisition also showed increased activation in extinction, an
indication of learning to represent contextual information. (c,d) Using different contexts in
fear acquisition and extinction. When context is changed in the extinction phase,
hippocampal nodes that were active during acquisition are not active in extinction (see blue
node), but other hippocampal nodes become active during extinction (black node). This
indicates that different subpopulations of hippocampal nodes encode different contexts in
fear acquisition and extinction. This differential pattern of activation is not found in the
simulated BLA or vmPFC modules (see previous figure).

Moustafa et al. Page 33

Brain Cogn. Author manuscript; available in PMC 2014 February 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 9.
Simulation results of the effects of lesioning the BLA on fear acquisition and extinction.
Lesioning BLA in our model impairs fear acquisition, but does not affect fear extinction.
The green curve refers to intact model, while the red curve refers to the BLA-lesioned
model.
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Figure 10.
Simulation results of the effects of lesioning the vmPFC on fear acquisition and extinction.
Lesioning vmPFC in our model impairs fear extinction, but does not affect fear acquisition.
The green curve refers to intact model, while the red curve refers to the vmPFC-lesioned
model.
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Figure 11.
Simulation results of the effects of lesioning the hippocampal region on fear acquisition and
extinction. Lesioning the hippocampus in our model slightly impairs fear acquisition and
extinction in same context as acquisition, but significantly impairs extinction in a different
context. The green curve refers to intact model, while the red curve refers to the
hippocampal-lesioned model.
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Table 1

Tasks simulated in the model. In all experiments, contexts are referred to as A and B, cues as X. “AX-” means
X is presented in context A with no US, while AX+ means X is presented in context A with the US in the
same trial. ‘;’ separates different trials in the same phase. In each of these phases, the corresponding context is
presented to the network by itself before cue presentation mimicking the presence of animal inside a box (see
Experimental Procedure).

Simulation Phase 1 Phase 2 Phase 3

Fear conditioning and extinction AX+ AX−

Extinction in a new context AX+ BX−

Renewal AX+ BX− AX−; BX−

Reacquisition AX+ BX− AX+, BX+

Brain Cogn. Author manuscript; available in PMC 2014 February 01.


