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Abstract
A hand grasping a cup or gesturing ‘thumbs-up’, while both manual actions, have different
purposes and effects. Grasping directly affects the cup, whereas gesturing ‘thumbs-up’ has an
effect through an implied verbal (symbolic) meaning. Because grasping and emblematic gestures
(‘emblems’) are both goal-oriented hand actions, we pursued the hypothesis that observing each
should evoke similar activity in neural regions implicated in processing goal-oriented hand
actions. However, because emblems express symbolic meaning, observing them should also evoke
activity in regions implicated in interpreting meaning, which is most commonly expressed in
language. Using fMRI to test this hypothesis, we had participants watch videos of an actor
performing emblems, speaking utterances matched in meaning to the emblems, and grasping
objects. Our results show that lateral temporal and inferior frontal regions respond to symbolic
meaning, even when it is expressed by a single hand action. In particular, we found that left
inferior frontal and right lateral temporal regions are strongly engaged when people observe either
emblems or speech. In contrast, we also replicate and extend previous work that implicates
parietal and premotor responses in observing goal-oriented hand actions. For hand actions, we
found that bilateral parietal and premotor regions are strongly engaged when people observe either
emblems or grasping. These findings thus characterize converging brain responses to shared
features (e.g., symbolic or manual), despite their encoding and presentation in different stimulus
modalities.

Keywords
gestures; language; semantics; perception; functional magnetic resonance imaging

© 2013 Elsevier Ltd. All rights reserved.

Corresponding Author: Michael Andric Center for Mind/Brain Sciences (CIMeC) The University of Trento Via delle Regole 101
38060 Mattarello (TN), Italy michael.andric@unitn.it Phone: +39 0461 283660.

Publisher's Disclaimer: This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our
customers we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of
the resulting proof before it is published in its final citable form. Please note that during the production process errors may be
discovered which could affect the content, and all legal disclaimers that apply to the journal pertain.

NIH Public Access
Author Manuscript
Neuropsychologia. Author manuscript; available in PMC 2014 July 01.

Published in final edited form as:
Neuropsychologia. 2013 July ; 51(8): . doi:10.1016/j.neuropsychologia.2013.03.022.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



1. INTRODUCTION
People regularly use their hands to communicate, whether to perform gestures that
accompany speech (‘co-speech gestures’) or to perform gestures that – on their own –
communicate specific meanings, e.g., performing a “thumbs-up” to express “it’s good.”
These latter gestures are called “emblematic gestures” – or “emblems”, and require a person
to process both the action and its implied verbal (symbolic) meaning. Action observation
and meaning processing are highly active areas of human neuroscience research, and
significant research has examined the way that the brain processes meaning conveyed with
the hands. Most of this research has focused on conventional sign language and co-speech
gestures, not on emblems. Emblems differ from these other types of gesture in fundamental
ways. Although individual emblems express symbolic meaning, they do not use the
linguistic and combinatorial structures of sign language, which is a fully developed language
system. Emblems also differ from co-speech gestures, which require accompanying speech
for their meaning (McNeill, 2005). Thus, in contrast with sign language, emblems are not
combinatorial and lack the linguistic structures found in human language. In contrast with
co-speech gestures, emblems can directly convey meaning in the absence of speech (Ekman
& Friesen, 1969; Goldin-Meadow, 1999, 2003; McNeill, 2005).

At the same time, emblems are manual actions, and as such, are visually similar to actions
that are not communicative, such as manual grasping. Emblems also represent a
fundamentally different way of communicating symbolic meaning compared to spoken
language. Although the lips, tongue, and mouth perform actions during speech production,
these movements per se neither represent nor inform the meaning of the utterance. Thus,
from the biological standpoint, the brain must encode and operate on emblems in two ways,
(i) as meaningful symbolic expressions, and (ii) as purposeful hand actions (Figure 1). The
ways that these two functions are encoded, integrated, and applied in understanding
emblems is the subject of the present study.

Processing symbolic meaning expressed in language engages many disparate brain areas,
depending on the type of language used and the goal of the communication. But some brain
areas are highly replicated across these diverse communicative contexts. For example, a
recent meta-analysis described semantic processing to primarily involve parts of the lateral
and ventral temporal cortex, left inferior frontal gyrus, left middle and superior frontal gyri,
left ventromedial prefrontal cortex, the supramarginal (SMG) and angular gyri (AG), and the
posterior cingulate cortex (Binder, Desai, Graves, & Conant, 2009). More specifically,
posterior middle temporal gyrus (MTGp) responses have often been associated with
recognizing word meanings (Binder, et al., 1997; Chao, Haxby, & Martin, 1999; Gold, et al.,
2006), and anterior superior temporal activity has been associated with processing
combinations of words, such as phrases and sentences (Friederici, Meyer, & von Cramon,
2000; Humphries, Binder, Medler, & Liebenthal, 2006; Noppeney & Price, 2004). In the
inferior frontal gyrus (IFG), pars triangularis (IFGTr) activity has often been found when
people discriminate semantic meaning (Binder, et al., 1997; Devlin, Matthews, &
Rushworth, 2003; Friederici, Opitz, & Cramon, 2000), while pars opercularis (IFGOp)
function has been linked with a number of tasks. Some of these tasks involve audiovisual
speech perception (Broca, 1861; Hasson, Skipper, Nusbaum, & Small, 2007; Miller &
D’Esposito, 2005), but others involve recognizing hand actions (Binkofski & Buccino,
2004; Rizzolatti & Craighero, 2004).

Prior biological work on the understanding of observed hand actions implicates parietal and
premotor cortices. In the macaque, parts of these regions interact to form a putative “mirror
system” that is thought to be integral in action observation and execution (di Pellegrino,
Fadiga, Fogassi, Gallese, & Rizzolatti, 1992; Fogassi, Gallese, Fadiga, & Rizzolatti, 1998;
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Gallese, Fadiga, Fogassi, & Rizzolatti, 1996; Rizzolatti, Fadiga, Gallese, & Fogassi, 1996).
A similar system appears to be present in humans, and also to mediate human action
understanding (Fabbri-Destro & Rizzolatti, 2008; Rizzolatti & Arbib, 1998; Rizzolatti &
Craighero, 2004; Rizzolatti, Fogassi, & Gallese, 2001). Studies investigating human action
understanding have, in fact, found activity in a variety of parietal and premotor regions
when people observe hand actions. This includes object-directed actions, such as grasping
(Buccino, et al., 2001; Grezes, Armony, Rowe, & Passingham, 2003; Shmuelof & Zohary,
2005, 2006), and non-object-directed actions, such as pantomimes (Buccino, et al., 2001;
Decety, et al., 1997; Grezes, et al., 2003). More precisely, some of the parietal regions
involved in these circuits include the intraparietal sulcus (IPS) (Buccino, et al., 2001;
Buccino, et al., 2004; Grezes, et al., 2003; Shmuelof & Zohary, 2005, 2006) and inferior and
superior parietal lobules (Buccino, et al., 2004; Perani, et al., 2001; Shmuelof & Zohary,
2005, 2006). In the premotor cortex, this includes the ventral (PMv) and dorsal (PMd)
segments (Buccino, et al., 2001; Grezes, et al., 2003; Shmuelof & Zohary, 2005, 2006).
Because emblems are hand actions, perceiving them should also involve responses in these
areas. However, it remains an open question the extent to which these areas are involved in
emblem processing. Further, the anatomical and physiological mechanisms used by the brain
to decode the integrated manual and symbolic features of emblematic gestures are not
known.

Recently, an increasing number of studies have sought to understand the way that the brain
gleans meaning from manual gestures, particularly co-speech gestures. In general, co-speech
gestures appear to activate parietal and premotor regions (Kircher, et al., 2009; J. I. Skipper,
Goldin-Meadow, Nusbaum, & Small, 2009; Villarreal, et al., 2008; Willems, Ozyurek, &
Hagoort, 2007). Yet, activity during co-speech gesture processing has also been found in
regions associated with symbolic meaning (see Binder, et al., 2009 for review). These
regions include parts of the IFG, such as the IFGTr (Dick, Goldin-Meadow, Hasson,
Skipper, & Small, 2009; J. I. Skipper, et al., 2009; Willems, et al., 2007) and lateral
temporal areas, such as the MTGp (Green, et al., 2009; Kircher, et al., 2009).

It is not surprising that areas that respond when people comprehend language also respond
when people comprehend gestures in the presence of spoken language. Several studies thus
attempt to disentangle the brain responses specific to the meaning of co-speech gestures
from those of the accompanying language. Typically, this is done by contrasting audiovisual
speech containing gestures with audiovisual speech without gestures (Green, et al., 2009;
Willems, et al., 2007). By way of subtractive analyses, the results generally reflect greater
activity in these ‘language’ areas when gestures accompany speech than when they don’t.
Greater activity in these areas is then taken as a measure of their importance in determining
meaning (J. I. Skipper, et al., 2009; Willems, et al., 2007).

However, co-speech gestures are processed interactively with accompanying speech
(Bernardis & Gentilucci, 2006; Gentilucci, Bernardis, Crisi, & Dalla Volta, 2006; Kelly,
Barr, Church, & Lynch, 1999), and it is the accompanying speech that gives co-speech
gestures their meaning (McNeill, 2005). In other words, speech and gesture information do
not simply add up in a linear way. Thus, when the hands express symbolic information, it is
difficult to truly separate the brain responses attributable to gestural meaning from those of
the accompanying spoken language.

Previous research to examine brain responses to emblems does not present a clear profile of
activity that characterizes how the brain comprehends them. This may be due partly to the
wide variation in methods and task demands in these studies. Indeed, prior emblem research
has been tailored to address such diverse questions as their social relevance (Knutson,
McClellan, & Grafman, 2008; Lotze, et al., 2006; Montgomery, Isenberg, & Haxby, 2007;
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Straube, Green, Jansen, Chatterjee, & Kircher, 2010), emotional salience (Knutson, et al.,
2008; Lotze, et al., 2006), or shared symbolic basis with pantomimes and speech (Xu,
Gannon, Emmorey, Smith, & Braun, 2009). Accordingly, the results implicate a disparate
range of brain areas. These areas include the left IFG (Lindenberg, Uhlig, Scherfeld,
Schlaug, & Seitz, 2012; Xu, et al., 2009), right IFG (Lindenberg, et al., 2012; Villarreal, et
al., 2008), insula (Montgomery, et al., 2007), premotor cortex (Lindenberg, et al., 2012;
Montgomery, et al., 2007; Villarreal, et al., 2008), MTG (Lindenberg, et al., 2012;
Villarreal, et al., 2008; Xu, et al., 2009), right (Xu, et al., 2009) and bilateral fusiform gyri
(Villarreal, et al., 2008), left (Lotze, et al., 2006) and bilateral inferior parietal lobules
(Montgomery, et al., 2007; Villarreal, et al., 2008), medial prefrontal cortex (Lotze, et al.,
2006; Montgomery, et al., 2007), as well as the temporal poles (Lotze, et al., 2006;
Montgomery, et al., 2007). This represents a very large set of brain responses to emblems
and does not clarify the question of interest here, namely the mechanisms underlying the
decoding of symbolic and manual information.

In the present study, we aimed 1) to identify brain areas that decode symbolic meaning,
independent of its expression as emblem or speech, and 2) to identify brain areas that
process hand actions, regardless of whether they are symbolic emblems or non-symbolic
grasping actions. To identify brain areas sensitive to symbolic meaning, we had participants
watch an actor communicate similar meanings with speech (e.g., saying “It’s good”) and
with emblems (e.g., performing a “thumbs-up” to symbolize “It’s good”; see Figure 2). With
this experimental manipulation, we sought to identify their common neural basis as
expressions of symbolic meaning. Thus we were not interested in the differences between
emblems and speech, but in their similarities. In other words, despite emblems and speech
having many differentiating perceptual and/or cognitive features, their shared responses
could represent those areas sensitive to perceiving symbolic meaning in both. Similarly, to
characterize brain regions associated with hand action processing, participants also saw the
actor perform object-directed grasping. As with speech, we were not focused on the
differences between emblems and grasping, but on their similarities. This allowed us to
identify brain areas active during hand action observation, both in the context of symbolic
expression and to non-symbolic actions, such as grasping an object.

Synthesizing previous findings on how the brain processes meaning conveyed in language
and by co-speech gestures, we expected that interpreting symbolic meaning, independent of
its mode of presentation (as speech or emblems), would largely associate with overlapping
anterior inferior frontal, MTGp, and anterior superior temporal gyrus (STGa) activity.
Conversely, we expected that observing hand actions – both those performed with or
without an object – would lead to responses in such areas as the IPS, inferior and superior
parietal lobules, as well as the ventral and dorsal premotor cortices. In summary, we
postulated that activity in one set of regions would converge when perceiving symbolic
meaning, and in another set for perceiving hand actions, independent of their symbolic
(emblems, speech) or object-directed (emblems, grasping) basis.

2. MATERIALS AND METHODS
2.1. Participants

Twenty-four people (14 women, mean age 21.13 years, SD = 2.94) were recruited from the
student population of The University of Chicago. All were right-handed (score mean =
82.57, SD = 15.46, range = 50–100; Oldfield, 1971), except for one that was slightly
ambidextrous (score = 20). All participants were native speakers of American English with
normal hearing and vision and no reported history of neurological or psychological
disturbance. The Institutional Review Board of The University of Chicago approved the
study, and all participants gave written informed consent.
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2.2. Stimuli
Our stimuli consisted of 3-4 second long video clips in three experimental conditions. One
condition (Emblem) showed a male actor performing emblematic gestures (e.g., giving a
thumbs-up, a pinch of the thumb and index finger to form a circle with other fingers
extended, a flat palm facing the observer, a shrug of the shoulders with both hands raised).
In a second condition (Speech), the actor said short phrases that expressed meanings similar
to the meanings conveyed by the emblems (e.g., “It’s good”, “Okay”, “Stop”, “I don’t
know”). The emblems were chosen so that they referred to the meanings of the words in the
Speech condition. For example, “It’s good” was matched with the emblem “raise the arm
with a closed fist and the thumb up”. In the third condition (Grasping), the actor was shown
grasping common objects (e.g., a stapler, a pen, an apple, a cup). There were 48 videos per
condition and 192 videos total. This includes 48 videos of a fourth condition for which data
was collected during the experiment. However, this condition was intended for a separate
investigation. It is not analyzed here and not discussed further.

A male native speaker of American English was used as the actor in the same setting for all
videos. The actor was assessed as strongly left handed by the Edinburgh handedness
inventory, so all hand actions were performed with the left hand, his dominant and preferred
manual effector. The actor made no noticeable facial movements besides those used in
articulation and directed his gaze in ways that were naturally congruent with the performed
action (toward the audience in the emblem and speech videos and toward the object when
grasping). To generate a set of “right handed” actions, the original videos were horizontally
flipped. To check the ecological validity of these flipped videos, they were shown to a set of
individuals who were blind to the experimental protocol. These individuals were asked to
look for anything unusual or unexpected in the clips; no abnormalities were reported.
Experimental items were chosen from an initial set (n = 35) by selecting only videos that
elicited the same meanings in a separate sample at The University of Chicago (n = 10).

2.3. Procedure
In the scanner, to determine a comfortable sound level for each participant, we played a
practice clip while the scanner emitted sounds heard during a functional scan. Following this
sound level calibration, participants passively viewed the video clips in 6 separate runs.
Each run was 330 s long. Natural viewing allowed avoiding systematic bias in participants’
gaze that might otherwise mask the effects of interest (Wang, Ramsey, & de, 2011). To
avoid ancillary task requirements, no explicit responses were required of the participants in
the scanner. Half of the participants viewed actions performed with the left hand (LV). The
other half viewed right-handed actions (RV). A stimulus onset asynchrony of 20 s was used
after an initial 10 s of rest at the beginning of each run in a slow event-related design.
During the initial 10 s of rest, as well as during the period between the end of each clip and
the onset of the next, participants saw an empty black screen. The participants heard audio
through headphones. The videos were viewed via a mirror that was attached to the head coil,
allowing participants to see a screen at the end of the scanning bed.

2.4. Image Acquisition and Data Analyses
Scans were acquired at 3 Tesla using spiral acquisition (Noll, Cohen, Meyer, & Schneider,
1995) with a standard head coil. For each participant, two volumetric T1-weighted scans
(120 axial slices, 1.5 × 0.938 × 0.938 mm resolution) were acquired and averaged. This
provided high-resolution images on which anatomical landmarks could be identified and
functional activity maps could be overlaid. Functional images were collected across the
whole brain in the axial plane with TR = 2000 ms, TE = 30 ms, FA = 77 degrees, in 32
slices with thickness of 3.8 mm for a voxel resolution of 3.8 × 3.75 × 3.75 mm. The images
were registered in 3D space by Fourier transformation of each of the time points and
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corrected for head movement using AFNI (Cox, 1996). The time series data was mean
normalized to percent signal change values. Then, the hemodynamic response function
(HRF) for each condition was established via a regression for the 18 s following the stimulus
presentation on a voxel-wise basis. There were separate regressors in the model for each of
the four experimental conditions. Additional regressors were the mean, linear, and quadratic
trend components, as well as the 6 motion parameters in each of the functional runs. A linear
least squares model was used to establish a fit to each time point of the HRF for each of the
four conditions.

We used FreeSurfer (Dale, Fischl, & Sereno, 1999; Fischl, Sereno, & Dale, 1999) to create
surface representations of each participant’s anatomy. Each hemisphere of the anatomical
volumes was inflated to a surface representation and aligned to a template of average
curvature. The functional data were then projected from the 3D volumes onto the 2-
dimensional surfaces using SUMA (Saad, 2004). Doing this enables more accurate
reflection of the individual data at the group level (Argall, Saad, & Beauchamp, 2006). To
decrease spatial noise, the data were then smoothed on the surface with a Gaussian 4-mm
FWHM filter. These smoothed values for each participant were next brought into a MySQL
relational database. This allowed the data to be queried in statistical analyses using R (http://
www.r-project.org).

2.4.1 Whole-brain analyses—To identify the brain’s task-related activation (signal
change) with respect to a resting baseline for each condition, we performed two vertex-wise
analyses across the cortical surface. The reliability of clusters was determined using a
permutation approach (Nichols & Holmes, 2002), which identified significant clusters with
an individual vertex threshold of p < .001, corrected for multiple comparisons to achieve a
family-wise error (FWE) rate of p < .05. Clustering proceeded separately for positive and
negative values. The first analysis investigated any between-group differences for the LV
and RV groups. Comparisons were specified for each of the experimental conditions to
assess any reliable differences for observing the actions performed with either the left or
right hand (individual vertex threshold, p < .01, FWE p < .05). Only one reliable cluster of
activity was found in this analysis: for the Emblem condition, we found LV > RV in the
inferior portion of the left post-central sulcus. Thus, we performed further analyses,
collapsing across the LV and RV groups to include all 24 participants. Brain areas sensitive
to observing the experimental stimuli involving hand actions were found by examining the
intersection (“conjunction”, Nichols, Brett, Andersson, Wager, & Poline, 2005) of brain
activity from the direct whole-brain contrasts. This analysis identified overlapping activity
in the Emblem and Grasping conditions, both significantly active above a resting baseline.
This yielded a map of Emblem & Grasping. Similarly, to assess areas across the brain that
showed sensitivity for perceiving symbolic meaning, independent of its presentation as
emblem or speech, we examined the conjunction of significant activity in the Emblem and
Speech conditions (Emblem & Speech). Conjunction maps of Grasping & Speech, and for
all three conditions, were also generated for comparative purposes. Finally, though outside
the experimental questions in this paper, an additional vertex-wise analysis that compared
above baseline activity between conditions was done. These exploratory findings were also
determined using the cluster thresholding procedure described above. They are presented as
supplemental material.

2.4.2. Region of Interest Analysis—To further evaluate regions in which activity from
the cortical surface analysis was significant, we examined activity (signal change) in
anatomically defined regions of interest (ROIs). The regions were delineated on each
individual’s cortical surface representation, using an automated parcellation scheme
(Desikan, et al., 2006; Fischl, et al., 2004). This procedure uses a probabilistic labeling
algorithm that incorporates the anatomical conventions of Duvernoy (Duvernoy, 1991) and
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has a high accuracy approaching that of manual parcellation (Desikan, et al., 2006; Fischl, et
al., 2002; Fischl, et al., 2004). We manually augmented the parcellation with further
subdivisions: superior temporal gyrus (STG) and superior temporal sulcus (STS) were each
divided into anterior and posterior segments; and the precentral gyrus was divided into
inferior and superior parts. The following regions were tested: pars opercularis (IFGOp),
pars triangularis/orbitalis (IFGTr/IFGOr), ventral premotor (PMv), dorsal premotor (PMd),
anterior superior temporal gyrus (STGa), posterior superior temporal sulcus (STSp),
posterior middle temporal gyrus (MTGp), supramarginal gyrus (SMG), intraparietal sulcus
(IPS), and superior parietal (SP).

Data analysis was carried out separately for each region in each hemisphere. The dependent
variable for this analysis was the percent signal change in the area under the hemodynamic
curve for time points 2 thru 6 (seconds 2 – 10). This area comprised 75% of the HRF in the
calcarine fissure, expected to include primary visual cortex. We selected these time points in
order to isolate the dominant component of the HRF in all regions of the brain. We selected
the calcarine fissure as one exemplar because every condition included visual information.
In addition, we validated selection of these time points by examining the HRF in transverse
temporal gyrus (TTG), a region that includes primary auditory cortex, for the speech
condition. We filtered vertices that contributed outlying values in the region by normalizing
the percent signal change value for each vertex and removing those that were greater than
2.5 SDs away from the mean of the region for that participant. In order to gain information
about differences between conditions where activity was above baseline, the data were
thresholded at each vertex in the region to include only positive activation. Significant
differences between conditions in the regions were assessed using paired t-tests.

3. RESULTS
We present the results of three main analyses. First, we identified brain areas associated with
observing emblems, grasping, and speech. Second, we examined the convergence of activity
shared by emblems and speech (symbolic meaning) and by emblems and grasping (symbolic
and non-symbolic hand actions). Finally, to further assess the involvement of specific
regions of interest (ROIs) thought to be involved in either symbolic or hand action-related
encodings, we examined signal intensities across conditions.

3.1. General activity for observing emblems, grasping, and speech
Figure 3 shows brain activity for the Emblem, Grasping, and Speech conditions (per vertex,
p < .001, FWE p < .05). Among areas active in all conditions, we found activity in the
posterior superior temporal sulcus (STSp), the MTGp, as well as primary and secondary
visual areas. These visual areas included the middle occipital gyrus and anterior occipital
sulcus. Grasping observation elicited bilateral activity in parietal areas, such as the IPS and
SMG, as well as the PMv and PMd cortex. Activation for observing speech included
bilateral transverse temporal gyrus (TTG), STGa, posterior superior temporal gyrus (STGp),
MTGp, the IFGTr and pars orbitalis (IFGOr), the IFGOp, and the left SMG. Further
activation for observing emblems extended across widespread brain areas. These areas
comprised much of the parietal and premotor cortices, as well as inferior frontal and lateral
temporal areas.

3.2. Converging activity: Symbolic meaning
The intersection of statistically significant activity between the speech and the emblem
conditions showed bilateral STS and visual cortices, as well as lateral temporal and frontal
cortices (Figure 4A, yellow). Specifically, bilateral MTGp activity spread through the STS
and along the STG, extending in the right hemisphere to the STGa. Convergent areas in
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frontal cortex covered not only bilateral IFG, including parts of IFGTr and IFGOp, but also
bilateral PMv and PMd.

3.3. Converging activity: Hand actions
Areas demonstrating convergence related to perceived hand actions were predominantly
found in parietal areas, specifically the IPS and SMG, bilaterally, and frontal areas,
including PMv and PMd, as well as the IFG (Figure 4B, yellow). Noticeably different from
those converging areas for symbolic meaning is that much of the activity for symbolic
meaning spread anterior both along the STG and in the left IFG. Furthermore, in frontal
cortex, we found convergent premotor activity between emblems and grasping in a section
immediately posterior to that for emblems and speech.

3.4. ROI Analysis
3.4.1. Symbolic regions stronger than hand regions—In a number of lateral
temporal and inferior frontal regions, we found stronger Emblem and Speech activity
compared to Grasping – but not compared to each other (Figure 5). Specifically, these
regions included the right MTGp (both comparisons, p < .01) and STGa (Emblem >
Grasping, p < .05 and Speech > Grasping, p < .001). This was also true in the inferior frontal
cortex, specifically the left IFGTr/IFGOr (Emblem > Grasping, P < .01 and Speech >
Grasping, p < .001). In the left IFGOp, Emblem and Speech activity was also stronger
compared to Grasping. But this was statistically significant (P < .001) only for Speech
compared to Grasping.

3.4.2. Hand regions stronger than symbolic regions—In contrast, premotor and
parietal regions responded stronger when people observed hand actions, i.e., emblems and
grasping, as opposed to speech (Figure 6). Specifically, in PMv and PMd, bilaterally,
activity was significantly stronger for both Emblem and Grasping compared to Speech.
Activity did not significantly differ between the manual conditions though (Figure 6, right
side). Similarly, compared to Speech, both Emblem and Grasping elicited stronger activity
in the IPS and superior parietal cortices, bilaterally (Figure 6, left side).

3.4.3. Lateralized SMG responses—In contrast with regions listed above, the SMG did
not uniformly respond across hemispheres to either hand actions or symbolic meaning.
Rather, SMG activity differed between hemispheres (Figure 7). The left SMG responded
significantly stronger for Speech compared to Grasping (p = .001). Conversely, the right
SMG responded significantly stronger for Grasping compared to Speech (p < .05). We found
an intermediate response for Emblem in both the left and right SMG, where Emblem activity
did not significantly differ from either Grasping or Speech.

4. DISCUSSION
Our results show that when people observe emblems the brain produces activity that
substantially overlaps with activity produced while observing both speech and grasping. For
processing meaning, these overlapping responses assert the importance of lateral temporal
and inferior frontal regions. For processing hand actions, our findings replicate previous
work that highlights the importance of parietal and premotor responses. Specifically, the
right MTGp and STGa, as well as the left IFGTr/IFGOr, are active in processing meaning –
regardless of whether it is conveyed by emblems or speech. These lateral temporal and
inferior frontal responses are also stronger for processing symbolic meaning compared to
non-symbolic grasping actions. In contrast, regions such as the IPS, superior parietal
cortices, PMv, and PMd respond to hand actions – regardless of whether the actions are
symbolic or object-directed. Activity in these parietal and premotor regions is also
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significantly stronger for hand actions than for speech. Thus, emblem processing
incorporates visual, parietal, and premotor responses that are often found in action
observation with inferior frontal and lateral temporal responses that are common in language
understanding. This suggests that brain responses may be organized at one level by
perceptual recognition (e.g., visually perceiving a hand) but at another by the type of
information to be interpreted (e.g., symbolic meaning).

4.1. Processing symbolic meaning
We found that when people perceived either speech or emblems the right MTGp and STGa,
as well as the left IFG, significantly respond. These regions’ convergence implicates their
sensitivity beyond perceptual encoding, to the level of processing meaning – regardless of
its codified form (i.e., spoken or manual). This implication agrees with previous findings,
both for verbally communicated meaning and manual gesture.

However, it is worth reiterating that the different gesture types used in previous studies,
which identify temporal and inferior frontal activity, vary in the ways they convey meaning.
Whereas co-speech gestures, by definition, use accompanying speech to convey meaning,
emblems can do so on their own. In addition, gestures’ varying social content can play a role
in modulating responses (Knutson, et al., 2008). For example, brain function differs as a
function of the communicative mean employed to convey a communicative intention
perceived by an observer (Enrici, Adenzato, Cappa, Bara, & Tettamanti, 2011). It can also
vary when people are addressed directly versus indirectly, i.e., depending on whether an
actor directly faces the observer (Straube, et al., 2010).

Indeed, the MTGp’s association with processing meaning persists across numerous contexts
that involve language and gestures. For example, significant MTGp activity has repeatedly
been found in word recognition (Binder, et al., 1997; Fiebach, Friederici, Muller, & von
Cramon, 2002; Mechelli, Gorno-Tempini, & Price, 2003) and generation (Fiez, Raichle,
Balota, Tallal, & Petersen, 1996; Martin & Chao, 2001). MTGp activity has also been found
using lexical-semantic selection tasks (Gold, et al., 2006; Indefrey & Levelt, 2004).

MTGp activity has often been found in gesture processing, as well. This includes co-speech
gestures (Green, et al., 2009; Kircher, et al., 2009; Straube, Green, Bromberger, & Kircher,
2011; Straube, et al., 2010), iconic gestures without speech (Straube, Green, Weis, &
Kircher, 2012), emblems (Lindenberg, et al., 2012; Villarreal, et al., 2008; Xu, et al., 2009),
and pantomimes (Villarreal, et al., 2008; Xu, et al., 2009). In addition, lesion studies have
suggested this region’s function is critically important when people identify an action’s
meaning (Kalenine, Buxbaum, & Coslett, 2010).

Showing significant responses to these multiple stimulus types, MTGp function then does
not appear to be modality specific. Instead, its sensitivity seems more general. That is, its
responses are evidently not tied to just verbal or gesture input per se. A recent study, in fact,
found MTGp activity both when people perceive spoken sentences as well as iconic gestures
without speech (Straube, et al., 2012). While this region was classically suggested to be part
of visual association cortex (Mesulam, 1985; von Bonin & Bailey, 1947), its function in
auditory processing is also well-documented (Hickok & Poeppel, 2007; Humphries, et al.,
2006; Wise, et al., 2000; Zatorre, Evans, Meyer, & Gjedde, 1992). Moreover, the MTGp’s
properties as heteromodal cortex have led some authors to suggest it as important for
“supramodal integration and conceptual retrieval” (Binder, et al., 2009). Our results agree
with this interpretation. With MTGp activity found here both in response to speech and
emblems, this region’s importance in higher-level functions, such as conceptual processing –
without modality dependence – appears likely.
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Similarly, we also found significant STGa activity for processing meaning conveyed by
either emblems or speech. STGa activity has been associated with interpreting verbally
communicated meaning. For example, activity in this region has been found when people
process sentences (Friederici, Meyer, et al., 2000; Humphries, Love, Swinney, & Hickok,
2005; Noppeney & Price, 2004), build phrases (Brennan, et al., 2010; Humphries, et al.,
2006), and determine semantic coherence (Rogalsky & Hickok, 2009; Stowe, Haverkort, &
Zwarts, 2005). In the current experiment, verbal information was presented only in speech
(e.g., “It’s good”, “Stop”, “I don’t know”). But both speech and emblems conveyed coherent
semantic information.

Our finding that the STGa responds to both speech and emblems thus extends its role. In
other words, the presence of STGa activity when people process either speech or emblems
suggests that this region’s responses are not based simply on verbal input. Rather, the STGa
appears more generally tuned for perceiving coherent meaning across multiple forms of
representation. In fact, a recent review of anterior temporal cortex function suggests it acts
as a semantic hub (Patterson, Nestor, & Rogers, 2007). From this perspective, semantic
information may be coded beyond the stimulus features used to convey it. For example,
visually perceiving gestures would evoke visuo-motor responses. But, apart from the visual
and motor features used to convey it, semantic content conveyed by a gesture would further
involve anterior temporal responses that are particularly tuned for this type of information.
Indeed, our results agree with this account and corroborate this area’s suggested amodal
sensitivity (Patterson, et al., 2007).

We also implicated the left IFG in processing meaning for both speech and emblems. For
the anterior IFG (i.e., IFGTr/IFGOr), this was already known. For example, IFGTr activity
has been found when people determine meaning, both from language (Dapretto &
Bookheimer, 1999; Devlin, et al., 2003; Friederici, Opitz, et al., 2000; Gold, Balota,
Kirchhoff, & Buckner, 2005; Wagner, Pare-Blagoev, Clark, & Poldrack, 2001) and gestures
(Kircher, et al., 2009; Molnar-Szakacs, Iacoboni, Koski, & Mazziotta, 2005; Jeremy I.
Skipper, Goldin-Meadow, Nusbaum, & Small, 2007; Straube, et al., 2011; Villarreal, et al.,
2008; Willems, et al., 2007; Xu, et al., 2009). The importance of this region in processing
represented meaning has also been documented in patient studies. For example, left
frontoparietal lesions that include the IFG have been associated with impaired action
recognition – even when the action has to be recognized through sounds typically associated
with the action (Pazzaglia, Pizzamiglio, Pes, & Aglioti, 2008; Pazzaglia, Smania, Corato, &
Aglioti, 2008).

In contrast, left IFGOp activity has been linked with a wide range of language and motor
processes. For example, the left IFGOp has been associated with perceiving audiovisual
speech (Broca, 1861; Hasson, et al., 2007; Miller & D’Esposito, 2005) and when people
interpret co-speech gestures (Green, et al., 2009; Kircher, et al., 2009). Similarly, the IFGOp
might also be important for recognizing mouth and hand actions, respectively, in the absence
of language or communication (see Binkofski & Buccino, 2004; Rizzolatti & Craighero,
2004). Our results show this area to be active in all conditions. Yet, the strongest responses
were for perceiving speech and emblems (more than grasping). Thus, left IFGOp responses
may be more preferentially tuned to respond to mouth and hand actions that convey
symbolic meaning.

4.2. Processing hand actions
We found overlapping parietal and premotor responses when people observed either
emblems or manual grasping. Specifically, bilateral PMv and PMd activity, as well as IPS
and superior parietal lobe activity, were elicited during the manual conditions. Also,
responses in these regions were stronger for the manual action conditions than for speech.
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Our findings in these regions are consistent with prior data on observing manual grasping
(Grezes, et al., 2003; Manthey, Schubotz, & von Cramon, 2003; Shmuelof & Zohary, 2005,
2006) and gestures (Enrici, et al., 2011; Hubbard, Wilson, Callan, & Dapretto, 2009; Lui, et
al., 2008; Jeremy I. Skipper, et al., 2007; Straube, et al., 2012; Villarreal, et al., 2008;
Willems, et al., 2007). Our findings also agree with an extensive patient literature that links
parietal and premotor damage to limb apraxias (see Leiguarda & Marsden, 2000 for review).
By demonstrating that these regions are similarly involved in perceiving emblems as in
perceiving grasping, we further generalize their importance in comprehending hand actions.
That is, our results implicate parietal and premotor function more generally, at the level of
perceiving hand actions, rather than differentiating their particular uses or goals.

Recent findings from experiments with macaque monkeys implicate parietal and premotor
cortices in understanding goal-directed hand actions (Fabbri-Destro & Rizzolatti, 2008;
Rizzolatti & Craighero, 2004; Rizzolatti, et al., 2001). For example, it has been found that
neurons in macaque ventral premotor cortex area F5 (di Pellegrino, et al., 1992; Rizzolatti,
et al., 1988) and inferior parietal area PF (Fogassi, et al., 1998) code specific actions. That
is, there are neurons in these areas that fire both when the monkey performs an action and
when it observes another performing the same or similar action.

Some recent research has tried to identify whether there are homologous areas in humans
that code specific actions (e.g., Grezes, et al., 2003). As noted, many human studies have, in
fact, characterized bilateral parietal and premotor responses during grasping observation.
Activity in these regions has also been associated with viewing non-object-directed actions,
such as pantomimes (Buccino, et al., 2001; Decety, et al., 1997; Grezes, et al., 2003).
However, pantomimes characteristically require an object’s use without its physical
presence. Thus, it is ambiguous whether pantomimes are truly ‘non-object-directed’ actions
(see Bartolo, Cubelli, Della Sala, & Drei, 2003 for discussion). Prior to the present study, it
was not clear whether communicative, symbolic actions (i.e., emblems) and object-directed,
non-symbolic actions evoked similar brain responses.

Do communicative symbolic actions elicit similar responses in parietal and premotor areas
as object-directed actions? This was an outstanding question that lead to the current
investigation. Previous studies of symbolic gestures, including co-speech gestures and
emblems, have mostly focused on responses to specific features of these actions (e.g., their
iconic meaning or social relevance). Some of these differing features likely evoke brain
responses that diverge from responses to other manual actions, such as grasping. For
example, responses in medial frontal areas, associated with processing others’ intentions
(Mason, et al., 2007) and mental states (Mason, Banfield, & Macrae, 2004), have been
reported for emblem processing (Enrici, et al., 2011; Straube, et al., 2010). Such responses
are not typically associated with grasping observation. Also, as described above, emblems’
communicative effect appears to evoke responses that are shared for processing speech,
again contrasting with grasping.

Still, hand actions, despite their varying characteristics, may share a common neural basis,
more generally. For example, significant parietal and premotor responses are reported in
some previous co-speech gesture studies (Kircher, et al., 2009; J. I. Skipper, et al., 2009;
Willems, et al., 2007), as well as some studies of emblems (e.g., Enrici, et al., 2011;
Lindenberg, et al., 2012; Villarreal, et al., 2008). One study even implicated responses in
these areas when a gesture was used to communicate intention (Enrici, et al., 2011).

Yet, a direct investigation into whether there are brain responses that generalize across hand
actions with different goals (e.g., as symbolic expressions or to use objects) was previously
missing. The current study fills this gap. Here, our main interest was not in characterizing
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possible differences. Instead, we examined brain responses for their possible convergence
when people view emblems and grasping. Indeed, we identified a substantial amount of
overlap. Thus, for manual actions used either to express symbolic meaning or manipulate an
object, parietal and premotor responses appear to be non-specific. This places further
importance on these regions’ more general function in action recognition.

4.3. Supramarginal Divergence
We found that SMG responses in the left hemisphere were strongest to audiovisual speech
and weakest to grasping. Conversely, we found that SMG responses in the right hemisphere
were strongest to grasping and weakest to speech. In both of these regions, the magnitude of
responses to emblems was between that evoked for grasping and speech. The responses to
emblems also did not significantly differ from the responses for grasping or speech. These
results are consistent with prior findings in tasks other than gesture processing. For example,
left SMG is involved when people observe audiovisual speech (Callan, Callan, Kroos, &
Vatikiotis-Bateson, 2001; Calvert & Campbell, 2003; Dick, Solodkin, & Small, 2010;
Hasson, et al., 2007). In contrast, right SMG is associated with visuo-spatial processing
(Chambers, Stokes, & Mattingley, 2004). In particular, numerous studies have implicated
this region when people discriminate hand (Ohgami, Matsuo, Uchida, & Nakai, 2004) and
finger (Hermsdorfer, et al., 2001) actions, including grasping (Perani, et al., 2001). Thus, our
findings in the supramarginal gyri have a different character than those in the frontal and
temporal regions, or parietal and premotor regions. In other words, our results suggest that
the SMG is sensitive to the sensory quality of the stimuli, rather than to their meaning or to
their motor quality.

4.4. Limitations
Because our focus was on the overlap in brain activity when people observe emblems,
speech, and grasping, we first determined activity for each against rest. We were then able to
characterize convergence between conditions, including even basic commonalities (e.g., in
visual cortices; Figure 4).

At the same time, by using a low level resting baseline, we could have also captured non-
specific brain activity. In other words, beyond brain activity for processing symbolic and
manual features, our functional profiles could include some ancillary activity, not particular
to the features of interest.

However, several factors strengthen our ultimate conclusions, despite the fact that we did
not use a high level baseline. Most notably, as we discuss above, our results widely
corroborate numerous findings. In addition, similar materials (Dick, et al., 2009; Straube, et
al., 2012; Xu, et al., 2009) and methods (Dick, et al., 2009; J. I. Skipper, van Wassenhove,
Nusbaum, & Small, 2007) have been successfully used to investigate related issues and
questions. This includes previous gesture and language experiments that have also used a
resting baseline.

Finally, it is worth reiterating that the baseline choice is not trivial. We recognize that
careful experimental methodology is especially important for studying the neurobiology of
gesture and language (Andric & Small, 2012), given their dynamic relationship in
communication and expressing meaning (Kendon, 1994; McNeill, 1992, 2005).

5. SUMMARY
Processing emblematic gestures involves two types of brain responses. One type
corresponds to processing meaning in language. The other corresponds to processing hand
actions. In this study, we identify lateral temporal and inferior frontal areas that respond
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when meaning is presented, regardless of whether that meaning is conveyed by speech or
manual action. We also identify parietal and premotor areas that respond when hand actions
are presented, regardless of the action’s symbolic or object-directed purpose. In addition, we
find that the supramarginal gyrus shows sensitivity to the stimuli’s sensory modality.
Overall, our findings suggest that overlapping, but distinguishable, brain responses
coordinate perceptual recognition and interpretation of emblematic gestures.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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HIGHLIGHTS

• We examine brain activity for emblematic gestures, speech, and grasping.

• Gesture and speech activity overlap in lateral temporal and inferior frontal areas.

• Gesture and grasping activity overlap in parietal and premotor areas.

• The left and right supramarginal gyri show opposite speech and grasping effects.

• Brain responses to shared features converge despite different presentation forms.
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Figure 1.
Conceptual diagram of emblematic gestures (emblems). Emblems share features with
speech, since both express symbolic meaning, and with grasping, since both are hand
actions.
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Figure 2.
Still frame examples from videos showing the experimental conditions. (A) Speech, spoken
expressions matched in meaning to the emblems. (B) Emblem, symbolic gestures performed
with the hand (shown: “it’s good”). (C) Grasping, grasping common objects with the hand
(e.g., a stapler).
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Figure 3.
Activity against rest for each experimental condition. For each condition, the spatial extent
of hemodynamic response departures from baseline (“activity”) across the cortex is
depicted. Insets show the intraparietal sulcus from the superior vantage. The individual per
vertex threshold was p < .001, corrected FWE p < .05.
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Figure 4.
Conjunction of activity. The overlap of brain activity is shown for each pair of experimental
conditions: (A) The spatial extent of overlap highlighting observing symbolic meaning
(emblem & speech), (B) purposeful hand actions (emblem & grasping), (C) spoken
utterances and grasping (speech & grasping), and (D) all conditions. The individual per
vertex threshold was p < .001, corrected FWE p < . 05.
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Figure 5.
Regions responsive to observing symbolic meaning. Shown is the neural activity (percent
signal change) for each experimental condition in each anatomical region. Horizontal bars
connect conditions that significantly differ. Error bars indicate standard error of the mean.
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Figure 6.
Regions responsive to observing manual actions. Shown is the neural activity (percent signal
change) for each experimental condition in each anatomical region. Horizontal bars connect
conditions that significantly differ. Errors bars indicate standard error of the mean.
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Figure 7.
Divergent neural activity in left and right supramarginal gyrus. Neural activity in the left
SMG was strongest for observing speech and weakest for grasping, whereas in right SMG
neural activity was strongest for observing grasping and weakest for speech. Horizontal bars
connect conditions that significantly differ. Error bars indicate standard error of the mean.
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