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Abstract
Complex organisms rely on experience to optimize the function of perceptual and motor systems
in situations relevant to survival. It is well established that visual cues reliably paired with danger
are processed more efficiently than neutral cues and that such facilitated sensory processing
extends to low levels of the visual system. The neurophysiological mechanisms mediating biased
sensory processing however are not well understood. Here we used grating stimuli specifically
designed to engage luminance or chromatic pathways of the human visual system in a differential
classical conditioning paradigm. Behavioral ratings and visual electroencephalographic steady-
state potentials were recorded in healthy human participants. Our findings indicate that the visuo-
cortical response to high spatial frequency, isoluminant (red-green) grating stimuli was not
modulated by fear conditioning, but low-contrast, low spatial frequency reversal of grayscale
gratings resulted in pronounced conditioning effects. We conclude that sensory input conducted
via the chromatic pathways into retinotopic visual cortex has limited access to the bi-directional
connectivity with brain networks mediating the acquisition and expression of fear, such as the
amygdaloid complex. Conversely, luminance information is necessary to establish amplification
of learned danger signals in hierarchically early regions of the visual system.
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Introduction
A crucial function of sensory systems is to facilitate adaptive behavior in constantly
changing environments. Hence, recurring cues that reliably predict impending danger or
reward elicit enhanced sensory processing (Sokolov, 1963). In the mammalian brain,
aversive and appetitive learning leads to cue-related retuning of neuronal response profiles
within primary sensory cortex (Weinberger, 2004; Shuler & Bear, 2006), driven perhaps by
lowering response thresholds or altering synaptic connectivity in primary representation
areas (Keil et al., 2007) potentially via re-entrant feedback originating in deep structures
such as the amygdala (Amaral, 2003). Thus, sensory processing becomes biased towards
affectively conditioned cues, which are more easily identified than non-relevant stimuli
(Quirk et al., 1995). In the human visual system, such prioritization has been demonstrated
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with phobic content (Öhman et al., 2001) and during classical conditioning (Moratti et al.,
2006), where neutral stimuli (i.e., the CS+) paired with noxious events (e.g., electric shock)
elicit facilitated sensory responses, compared to the non-paired stimuli (i.e., the CS−;
Stolarova et al., 2006). It remains unclear however what sensory pathways mediate the
acquisition of threat-cue specific response amplification.

Work examining the perception of emotional faces or complex scenes has attempted to
uncover the precise compositional features that drive sensory facilitation by manipulating
the physical properties of images, thus challenging specific subsystems within the visual
system (Bocanegra & Zeelenberg, 2009). This research suggests that perceptual biases for
threat-related stimuli may depend on the brain’s ability to extract information from low
spatial frequency and luminance channels, sometimes equated with the magnocellular
pathway of the human visual system (Pourtois et al., 2005). For instance, effects of spatial
frequency on electrophysiological indices of emotion perception are observed for visual
ERPs such as the N1 (Carretie et al., 2007) but not for late positivities (>300 ms latency) to
complex affective scenes (De Cesarei & Codispoti, 2011) or conditioned cues (Baas et al.,
2002).

One may hypothesize that different visual pathways vary in their ability to mediate
experience-dependent sensory amplification of learned danger signals. In this study, we
tested this hypothesis by preferentially stimulating distinct pathways: (i) luminance and (ii)
chromatic pathways. The latter pathways processes chromatic signals derived from two
channels: the first channel is sensitive to reddish-greenish hue variations through coding the
weighted difference of L and M differential cone excitations (L−M) and the second channel
is sensitive to bluish-yellowish hue variations through coding the weighted difference
between the differential S-cone and the summed differential L and M cone excitations (S−(L
+M); (for review, see Stockman & Brainard, 2010). Meanwhile, the luminance pathway
responds to a sum of weighted long-wave (L), middle-wave (M) and, under certain
conditions (Ripamonti et al., 2009), short-wave (S) differential cone excitations (L+M+S).

In a classical differential fear conditioning design where the orientation of grating stimuli
predicted the occurrence of an aversive loud noise, we used either isoluminant (chromatic)
or grayscale (luminance) pattern reversal at stable temporal rates to evoke steady-state visual
potentials (ssVEPs) in the visual cortex. Only the luminance pathway, potentially via
preferential access to deep brain structures involved in fear conditioning, was expected to
mediate robust CS+ specific sensory enhancement.

Materials and Methods
Participants

Twenty-six (16 female) students from University of Florida undergraduate psychology
courses participated for course credit. The mean age was 19.5 years (SD 1.1 years). All
participants reported normal or corrected to normal vision and a negative personal and
family history of seizure disorder. All procedures were in accordance with the Declaration
of Helsinki, and the study was approved by the Institutional Review Board of the University
of Florida. All participants provided written informed consent.

Stimuli and Design
A differential delay classical conditioning design was used, in which the orientation of a
phase-reversing Gabor patch signaled the presence (CS+) or absence (CS−) of an
unconditioned stimulus (US) in the form of a 92-dB sound pressure level (SPL) white noise,
presented through speaker boxes placed next to the participant. During the acquisition phase,
the US was presented during the final interval of CS+ presentation and set to co-terminate
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with CS+ during the conditioning trials using a 100% reinforcement ratio (see Figure 1).
Both CSs were sinusoidal gratings multiplied with a Gaussian envelope (Gabor patch) and
were oriented either at 15° or 345° relative to the vertical meridian. The assignment of
Gabor patch orientations to conditions (i.e., CS+ signaling threat and CS− signaling safe)
was counterbalanced across participants. Stimuli were designed to preferentially engage
either the luminance-based or the chromatic-based channels of the human visual system. The
low spatial frequency, luminance stimulus consisted of a pair of anti-phasic Gabor patches
with 7 cycles, covering 8 degrees of visual angle (20.7 cm on the screen surface and viewed
from 1.5 m distance). They were designed to have 6.8% Michelson contrast and a low
spatial frequency of .875 cpd. The lightest point of the Gabor patch was 47 cd/m2 and the
darkest point was 41 cd/m2. The high spatial frequency, chromatic stimuli were two
isoluminant (see below) gray-and-green and red-and-green Gabor patches with 29 cycles,
covering 8 degrees of visual angle (3.625 cpd). Both stimuli were shown on a gray
background with a luminance of 44 cd/m2.

Steady-state VEPs were elicited by pattern reversal for both the low spatial frequency,
luminance and the high spatial frequency, chromatic stimuli. Two different reversal rates
were used to drive the visual system. Presentation alternated between a stimulus and its
counterpart at a rate of 15 Hz (7.5 Hz for a full cycle of both patterns; 16 participants) or 14
Hz (7 Hz for a full cycle; 10 participants) to produce pattern-reversal ssVEPs at the first
harmonic of the full cycle frequency.

Stimuli were shown on a Sony CRT monitor set to a refresh rate of 60 Hz (15 Hz condition)
or 70 Hz (14 Hz condition). The same ssVEP frequencies were also used in a session
preceding the experiment proper, in which isoluminance was determined by means of flicker
photometry. Using monochromatic circles embedded in a gray (first step) or monochromatic
(second step) field, observers first adjusted the intensity of the red gun of the CRT until no
flicker was perceived between alternating red and gray (set to 44.7 cd/m2). In a next step, the
green gun was adjusted such that no flicker was perceived when alternating between red and
green. Color trivalues were stored and used throughout the conditioning sessions for a given
participant.

Procedure and design
The experiment consisted of 72 trials in total: 24 habituation trials, 24 acquisition trials, and
24 extinction trials. Stimulus presentation was randomized and fully balanced in each phase,
and during acquisition, one of the stimulus orientations signaled the imminent US noise. All
trials except for the CS+ acquisition trials were 6.666 s (100 cycles at 15 Hz) or 7.142 s (100
cycles at 14 Hz) in length. During the acquisition period, 20 cycles were appended at the end
of the CS+ trials (1.333 s in the 15 Hz condition, 1.428 s in the 14 Hz condition) to
accommodate concurrent presentation of CS+ with the US. Following each trial was a
variable inter-trial interval of 9–12 s.

Participants were seated in a sound-attenuated, electrically shielded chamber with very dim
lighting. An IBM-compatible computer was used for stimulus presentation, running
MATLAB in conjunction with functions from the Psychtoolbox stimulus control suite
(Brainard, 1997). The EEG sensor net was applied and participants were given oral
instructions to fixate, avoid eye movements and blinks, and to expect occasional loud noises.
No instructions regarding the contingencies were given. In addition to the spoken
instructions, participants also viewed on-screen instructions before each phase of the
experiment. After each experimental phase, participants rated the hedonic valence and
emotional arousal of each stimulus in the experiment using the self-assessment manikin
(SAM), a 9-level scale pictorial measure of affective evaluation (Lang, 1980). At the end of
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the experiment, all participants were debriefed and all reported contingency awareness,
including discrimination of the CS+ during acquisition.

EEG Recording and Data Collection
The electroencephalogram (EEG) was continuously recorded from 257 electrodes by means
of an Electrical Geodesics (EGI) high-density sensor net, using Cz as the recording
reference and keeping impedances below 60 kΩ. This sensor net provides extensive
coverage over occipital regions, including dense coverage around and inferior to the
occipital pole, which is helpful for capturing activity in retinotopic areas of the visual system
(Foxe and Simpson, 2002). Data was sampled at a rate of 250 Hz with an online bandpass
filter set at 0.1 Hz high-pass and 50 Hz low-pass. Additional data processing occurred
offline by means of EMEGS (ElectroMagnetic EncaphaloGraphy Software) for MATLAB
(Peyk et al., 2011). Relative to stimulus onset, epochs were extracted from the raw EEG that
included 400 ms pre- and 6600 ms post-onset for all conditions. Data were then filtered
using a 25 Hz low-pass (cut-off at 3 dB point; 45 dB/octave, 10th order Butterworth) and a 1
Hz high-pass (cut-off at 3 dB point; 18 dB/octave, 4th order Butterworth). Then, statistical
parameters were used to find and remove artifact-contaminated channels and trials
(Junghofer et al., 2000): the original recording reference (Cz) was first used to detect
recording artifacts, and then the data was average referenced to detect global artifacts.
Subsequently, bad sensors within individual trials were identified and interpolated based on
rejection criteria for amplitude, standard deviation, and gradient. After artifact correction, an
average of 18.2 trials per condition (range: 12 to 23) were retained for analysis.

Data reduction and statistical analysis
Artifact free segments were averaged in the time domain, following the factorial design of
the present study, with phase (habituation, acquisition, extinction), CS type (CS+, CS−), and
stimulus type (luminance stimulus, chromatic stimulus). An example time domain average is
shown in Figure 2. These averages were then transformed into the frequency domain using a
Fourier transform of the last 3200 ms (800 sample points) of CS− alone presentation (prior
to the US presentation in CS+ acquisition trials). In both the 15 and 14 Hz conditions data
were windowed with a cosine square window (20 points rise/fall) and then padded with
zeros for a total segment length of 4000 ms, resulting in 0.25 Hz frequency resolution. The
late segment was selected based on previous work showing pronounced ssVEP amplitude
increase for the CS+ in the time segment immediately preceding the US (Moratti & Keil,
2005; Moratti et al., 2006). Fourier coefficients were normalized by the number of points
and the ssVEP amplitude extracted as the absolute value of the Fourier coefficients at the
respective driving frequency (14 Hz; 15 Hz). For statistical analyses, the resulting amplitude
estimates were pooled across the EGI sensor corresponding to site Oz of the International
10–20 System, where the spectral amplitude was maximal, and its 4 nearest neighbors. Thus,
an ssVEP amplitude estimate was generated for each participant, phase, and condition,
resulting in 12 estimates per participant. To reduce the known large inter-individual
variability in ssVEP magnitude, a z-transformation was applied to these 12 estimates, using
each individual’s overall mean (across phases and conditions) and standard deviation. The
normalized signal change at the driving ssVEP frequency was then evaluated by means of an
omnibus mixed-model ANOVA, with CS TYPE (CS+, CS−), PHASE (Baseline,
Conditioning, Extinction) and STIMULUS (Luminance, Chromatic) as the within-subject
factors and TAGGING FREQUENCY (14Hz, 15Hz) as the between-subjects factor. Rating
data obtained after each experimental phase were submitted to the same statistical model. A
CS TYPE × PHASE interaction was deemed necessary for inferring a conditioning effect
and served as a prerequisite for conducting follow-up ANOVAs. An alpha level of 0.05
(two-tailed) was employed for all analyses.
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Results
Rating data

Ratings of hedonic valence and emotional arousal collected after the end of each
experimental phase demonstrated clear evidence of fear conditioning. Across reversal
frequencies and stimulus types, participants rated the CS+ as more unpleasant (i.e., lower in
hedonic valence) than the CS− solely during the acquisition phase [F(1,25)=35.90, p<.001,
ηp2 =.59], resulting in a CS TYPE × PHASE interaction [F(2,50)=19.32, p < .001, ηp2 =.44]
in the overall model. No differences were observed during the habituation and extinction
phases (all Fs< 2.52, ps>.12). In terms of emotional arousal (intensity), main effects of
experimental PHASE [F(2,48]=12.60, p<.001, ηp2 =.34] and of CS TYPE [F(1,24]=32.08,
p<.001, ηp2 =.57] were qualified by an interaction of CS TYPE × PHASE [F(2,48]=18.68,
p<.001, ηp2 =.44]. This interaction reflected the absence of CS related arousal effects during
habituation (Fs<2.42, ps>.13), and extinction (Fs<2.71, ps>.10), and greater rated emotional
arousal specifically in response to the CS+ during acquisition [F(1,25)=58.50, p<.001, ηp2
=.71]. Importantly, behavioral ratings were not affected by stimulus type.

ssVEPs
Both stimuli evoked strong and reliable ssVEPs at the reversal frequency, with a pronounced
posterior topographical maximum (see Figure 3). Focusing on local ssVEP amplitude over a
group of occipital sensors, we observed a significant three-way CS TYPE × PHASE ×
STIMULUS [F(2,48)=6.39, p=.003, ηp2 =.21] interaction. Since there were no significant
effects involving TAGGING FREQUENCY (all ps > 0.103), this factor was dropped in
subsequent analyses. As suggested by Figure 4, the crucial CS TYPE × PHASE interaction
[F(2,50)=9.80, p < .001, ηp2 =.28] was observed for low spatial frequency, luminance
stimuli only (chromatic stimuli, CS TYPE × PHASE F < 1, p > 0.77).

We next conducted a series of follow-up ANOVA contrasts on ssVEPs evoked by the low
spatial frequency, luminance Gabor patches in each experimental phase. These analyses
confirmed the visual impression conveyed by Figure 5; a CS+ specific enhancement at
posterior sensors was observed during the conditioning [F(1,25)=6.25, p = .019, ηp2 =.20],
but not the baseline phase (F < 1). Interestingly, this pattern of amplitude differences
reversed during the extinction phase, leading to a CS− specific enhancement
[F(1,25)=12.73, p = .001, ηp2 =.34].

The suitability of the temporal window used for the overall ANOVAs above (the final 3200
ms of each segment) was tested in an additional method check, with discrete Fourier
analyses conducted for 1-second segments across the time-domain averages for each
condition. The normalized amplitude (divided by the number of time points) at the reversal
rates was extracted from the spectrum in each time window and averaged across participants
to result in time course data for each condition, across the viewing epoch. These data are
shown for the acquisition phase in Figure 6. They suggest that, in line with earlier reports,
the differential ssVEP amplification for the CS+ increases over the viewing epoch and tends
to reach a maximum around the termination of the CSs. In the present study, this pattern was
specific to the luminance stimulus. These findings confirm that the segment chosen for the
main analyses appropriately reflects the desired variability among threat and safety cues.

To control for potential confounds of stimulation type and the kind of contrast underlying
the ssVEP and to more closely parallel the luminance stimulus condition where the Gabor
patches were reversed in anti-phase, we conducted an experiment with the chromatic
condition in a separate group of individuals (n=12), where the same chromatic Gabor
patches were reversed at 14 Hz, but red and green Gabor patches were presented in anti-
phase, not in-phase as in the main study. Although strong driving was observed with anti-
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phase chromatic reversal on an isoluminant background, no differences emerged between
safe (CS−) and threat (CS+) cues, all Fs<2.12, ps >.22.

Discussion
The present study examined the extent to which low spatial frequency, luminance versus
high spatial frequency, chromatic visual information is critical for the acquisition of low-
level visual sensory biases towards threat cues. Using a differential classical conditioning
design with Gabor patch stimuli designed to preferentially activate either the luminance or
the chromatic-driven human visual pathways, we found that an isoluminant stimulus that
relied purely on chromatic contrast did not lead to an enhancement of threat-evoked
visuocortical responses. By contrast, stimulating the luminance pathway by means of
grayscale low-contrast, low spatial frequency pattern reversal resulted in pronounced
conditioning effects. Specifically, we observed selectively enhanced neural response
amplitudes for the CS+ relative to CS− during the acquisition phase of the experiment. This
difference between the conditioned threat and safety signals was no longer present, and was
in fact reversed, during extinction. It can be concluded that visual input conducted via the
chromatic pathways into early visual cortex appears to have limited or no capacity for
amplification deriving from aversive learning. By contrast, the lower-tier visual cortical
response driven by the luminance pathway is facilitated within a few trials of classical
conditioning when the eliciting stimulus predicts a noxious event.

The present study used the ssVEP as a dependent variable because it constitutes a high
signal-to-noise brain response known to emanate to a large extent from peri-calcarine visual
neurons in response to periodically modulated stimuli (Di Russo et al., 2007). As expected,
we found strong and reliable oscillatory responses over sensors covering the visual cortex at
the reversal frequencies of 14 and 15 Hz in both experiments. Stimulation at these high rates
has been related to relatively circumscribed activation of lower-tier visual cortex (Di Russo
et al., 2005; Di Russo et al., 2007), which was desired in this study. In addition, the
chromatic pattern reversal ssVEP showed strong oscillatory responses at the fundamental
frequency of an entire reversal cycle (i.e. a full repetition of the red-green pair), which is
half of the reversal frequency. This fundamental frequency response was absent in the
ssVEP signal evoked by the luminance stimulus. The prominent peak at the fundamental
frequency might reflect a luminance or edge artifact owing to one of the high-frequency
chromatic gratings, despite our best efforts to produce isoluminance. It should be noted
however that similar spectra were observed previously with high-spatial frequency and
chromatic pattern reversal stimuli and may reflect superposition effects of slower processes
(Kim et al., 2005). Importantly, paralleling the response at the reversal frequency, the
chromatic ssVEP at the fundamental frequency did not show any sensitivity to classical
conditioning, bolstering the inference that strong modulation of luminance-based input is
necessary to mediate sustained threat-related changes in the visual cortical response. The
ssVEP amplitudes in response to the luminance and chromatic stimuli did not differ during
the initial habituation phase, where both stimuli showed comparable driving of population
responses resulting in pronounced peaks. Taken together, this pattern of results strongly
argues against the simple explanation that the lack of conditioning effects for the chromatic
condition might be attributable to a lower signal-to-noise ratio in this condition.

The present findings add to a large body of studies that have attempted to isolate the
contribution of specific visual nodes or channels to affective processing. In the present
paper, we abstain from equating the chromatic stimulation with exclusive engagement of
parvo-cellular neurons as well as equating the luminance condition with pure magnocellular
engagement: The extent to which it is possible to neatly parse magnocellular versus
parvocellular processes using experimental designs available in human psychophysics and
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electrophysiology has been intensely debated (Skottun, 2004; Skottun, 2011). Furthermore,
the direct mapping of cortical luminance and chromatic processing to the magno- and
parvocellular subcortical systems has been questioned (for a review, see Lee, 2011). It is
also well known that parvocellular systems code certain luminance signals by virtue of their
spatially opponent mode of function (Ingling & Martinez-Uriegas, 1983). Human EEG data
show that above 8% contrast, it is not possible to discount the interplay of multiple channels
in coding luminance while contrasts below 8% do indeed bias processing of low-frequency
stimuli towards the magnocellular stream (Rudvin et al., 2000). Furthermore, chromatic
differences between red and green should not be equated with L−M isolating, parvocellular-
driven processing - in fact, colors typically considered as 'red' and 'green' actually contain a
significant S−(L+M) decrement (Wuerger et al., 2005). Here we compared the luminance
and chromatic-based visual pathways, which are more readily and unambiguously defined in
terms of their preferred driving stimuli.

Although the nature of a specialized cortical pathway for color processing originating in V1
is still debated (Conway et al., 2010), there is abundant evidence that suggests a prominent
involvement of ventral occipitotemporal cortices in color processing (Conway, 2009). Both
these occipito-temporal cortices and more posterior peri-calcarine, areas possess bi-
directional connections with the bilateral amygdaloid nuclei in the macaque monkey brain
(Amaral et al., 1992). Imaging work using fluorescent tracers demonstrates however that the
neuronal populations within the basal nucleus of the amygdala that are bi-directionally
connected with low-level visual cortex (V1 and V2) do not greatly overlap with the
populations connected with the more ventral visual areas. Re-entrant projections originating
in basal nucleus layers with larger (magno-) neurons tend to have their targets in primary
and secondary visual cortex, whereas higher-order occipito-temporal visual areas receive
afferents from layers characterized by intermediate and small (parvo-) cell bodies (Amaral et
al., 2003). Assuming a similar neuro-architecture in the human brain, this would imply that
luminance-defined Gabor patches readily benefit from strong amygdalo-fugal re-entry into
retinotopic visual areas when the CS+ becomes reliably paired with threat. The present data
suggest that, when viewing chromatic stimuli, the visual cortex cannot establish such a
flexible link with structures providing modulatory input into peri-calcarine regions, at least
not in ways that would affect rapidly oscillating excitations of visual neuron populations (i.e.
ssVEPs).

It is well established that the ssVEP is confined to lower-tier areas in the visual hierarchy,
particularly with stimulation frequencies above 7 Hz (Müller et al., 2006; Wieser and Keil,
2011). Therefore, one possible explanation for the dissociation between chromatic and
luminance processing is that luminance-defined CS+ patches more strongly engage those
primary and secondary visual cortical neurons that take part in recurrent processing with
additional brain structures that are sensitive to emotional value. Animal and human studies
however have provided evidence of V1 neurons that are sensitive to both color and
orientation (Johnson et al., 2004; Engel, 2005; Johnson et al., 2010). The extent to which
these neurons are involved in conditioned sensory changes is an interesting question for
future studies that may involve appropriate animal models of visual learning as well as
paradigms suitable for hemodynamic imaging (Engel, 2005).

We replicated the null-findings with chromatic stimulation in an additional experiment
where the same iso-luminant color gratings were alternated in anti-phase, paralleling the
luminance stimulus condition. The fact that no conditioning effects were observed in the
anti-phase condition supports the notion that it is not anti-phasic stimulation per se but
luminance contrast that drives the development of response amplification of danger cues in
human visual cortex.
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In summary, stimulation of the luminance pathway led to measurable changes in the
electrocortical response to the CS+, suggesting that luminance information is readily
susceptible to response amplification within retinotopic visual cortex as a function of prior
experience and motivational relevance. To the extent that no conditioning-dependent ssVEP
amplitude modulation was observed with chromatic stimuli, one may conclude that
luminance information is necessary and sufficient for acquiring a response bias towards a
learned danger stimulus in the visual neuron populations that contribute to generating ssVEP
responses. Taken together, the present results are an encouraging step towards using
classical conditioning paradigms in combination with stimuli possessing known
neurophysiological specificity. We demonstrate that, despite similar response amplitudes in
response to luminance and chromatic-based driving, only the peri-calcarine response to low-
spatial frequency luminance stimuli is modulated by associative fear learning.
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Figure 1.
Differential classical conditioning paradigm, in which the orientation of the grating stimuli
(Gabor patches) predicts the occurrence of a noxious stimulus. In the present study, the CS+
predicting the loud noise (US) is presented alone for 6.7 or 7.1 seconds, then accompanied
by the US for an additional 1.3 seconds, upon which the stimuli co-terminate. The CS− is
never paired with the US, and terminates after 6.7 or 7.1 seconds, respectively.
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Figure 2.
Example of the time-domain representation of the ssVEP recorded at the occipital midline
electrode location (Oz) when viewing the luminance stimulus, from one representative
participant, in the 14 Hz condition. The signal is averaged across experimental phases and
conditions, and shows the entrainment of visual cortical areas at the reversal rate of 14
cycles per second.
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Figure 3.
Grand mean (n = 26) topographical distribution of the ssVEP amplitude across experimental
phases and conditions. Spherical splines were used for topographical illustrations throughout
this manuscript. Electrode locations are shown as black disks.
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Figure 4.
Grand mean frequency spectra for both stimulus conditions and reversal rates, comparing
the habituation and acquisition phase for the CS+ (red solid) and CS− gratings (black
dashed), respectively. Spectra were calculated on the last 3200 ms of the time-domain
averaged ssVEPs, where US presentation is imminent in the CS+ condition. Pronounced
peaks at the reversal rates of 14 and 15 Hz are visible. Note that chromatic stimuli also
showed a strong response at the fundamental frequency of the pattern reversal, which did not
discriminate between conditions.
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Figure 5.
Topographical representations of the grand mean spectral amplitude, across reversal
frequencies (n = 26), comparing ssVEP amplitude in response to the CS+ and CS− gratings,
across all experimental phases, and for the luminance (top row) versus chromatic gratings
(bottom row). Spectra were calculated on the last 3200 ms of the time-domain averaged
ssVEPs, where US presentation is imminent in the CS+ condition. Maps are generated by
means of spherical splines, including extrapolations to locations below the electrode array
(Junghöfer et al., 1997).
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Figure 6.
Grand mean (n = 26) time course of ssVEP amplitude measures across the viewing epoch,
during the acquisition phase, shown separately for luminance and chromatic CS+ and CS−
stimuli. Values represent spectral power at the reversal frequencies during an initial pre-
stimulus baseline, during the first and last 3 seconds of reversal stimulation, and during the
post-CS time window. Differential amplification of the luminance CS+ ssVEP increases
over time and reaches a maximum at the end of the CS presentation.
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