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Validity and its integral evidence of reliability are fundamentals for educational and psychological
measurement, and standards of educational testing. Herein, we describe these standards of educational
testing, along with their subtypes including internal consistency, inter-rater reliability, and inter-rater
agreement. Next, related issues of measurement error and effect size are discussed. This article concludes
with a call for future authors to improve reporting of psychometrics and practical significance with
educational testing in the pharmacy education literature. By increasing the scientific rigor of educational
research and reporting, the overall quality and meaningfulness of SoTL will be improved.
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INTRODUCTION
The rigor of education research, including research

inmedical education, has been under scrutiny for years.1,2

On the technical side, issues raised include lack of exam-
ination of the psychometric properties of assessment in-
struments and/or insufficient reporting of validity and
reliability.3-5 On the applied side, researchers have fre-
quently based their conclusions on significance without
addressing the practical implications of their findings.6

These issues appear even more pronounced in the phar-
macy education literature. In a review of over 300 articles
published in pharmacy and medical education journals
using educational tests, Hoover and colleagues found that
pharmacy education articles much more often lacked ev-
idence of reliability (and consequently validity) than did
medical education articles, while neither consistently re-
ported validity evidence.7 While not specifically evaluated
in that study, few pharmacy education articles reported an
effect size of their studied intervention (MJ Hoover, e-mail,
April 17, 2013).

It is encouraging that diverse pharmacy education
instructors have authored many of the reviewed articles,
representing a scholarship of teaching and learning (SoTL).
However, authors still need to actively pursue psychometric

evaluation of their student-learning assessments and ex-
amine the practical significance of the results. Increasing
the technical rigor of research and reporting effect sizes
will increase the overall quality and meaningfulness of
SoTL. While doing so can be challenging, it can be ac-
complished without formal training. Just as scientists
would not conduct experiments without verifying that
their instruments were properly calibrated and would not
claim that an experiment worked without indicating the
magnitude of the effect, a SoTL investigator should not
presume an assessment instrument’s reliability and val-
idity but rather should seek evidence of both prior to at-
tempting statistical analyses and interpret the results of
those analyses from the perspective of educational signif-
icance (ie, effect size). This should be standard practice
not only for standardized tests but also for other types of
assessments of student knowledge and abilities, including
performance-based assessments (eg, objective structured
clinical examinations [OSCEs]) and traditional classroom
assessments (eg, assessments with true/false, multiple-
choice questions, case clinical notes, short-answer ques-
tions, and essay questions) used in SoTL.

This paper can be seen as an extension of a measure-
ment series in Medical Education8 for a SoTL audience,
wherein it explicitly discusses the interrelatedness of psy-
chometrics, statistics, and validity of conclusions. It is
intended as a less-technical review of several established
practices related to reporting educational test psychomet-
rics and effect sizes, while also explaining how address-
ing both will contribute important evidence to the overall
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validity of data-based conclusions. Some of these prac-
tices involve statistical computations while others are based
on logic. Following these practices should help SoTL in-
vestigators, who may not have formal training in psycho-
metrics or statistics, to increase the rigor of their scholarship.
We also offer a brief overview of some major advanced
psychometric models that can be used to obtain further val-
idity evidence. It is beyond the scope and focus of this paper
to show how to create and administer assessments or how to
calculatemost statistics.We hope that the level of language,
ideas, and examples herein will be relevant to the diverse
readership. Examples from published studies, mainly in
pharmacy education, are provided to illustrate some of the
ways in which SoTL researchers could report findings.

VALIDITY
By its traditional definition, validity refers to the de-

gree to which a test accurately and meaningfully mea-
sures what it is supposed to measure. The seminal work,
Test Validity and the Ethics of Assessment reminds us that
validity also refers to the appropriateness of inferences or
conclusions from assessment data and emphasizes that it
is an ethical responsibility of researchers to provide evi-
dence in support of their inferences.9 The more convinc-
ing the evidence, the stronger the validity of inferences
and the higher the degree to which researchers’ interpre-
tations of assessment results are justifiable and defensible.
With the focus on the nature of evidence underlying val-
idity of inferences, the unitary validity framework presented
in this text forms the basis of current testing standards.10

Differing from an older framework comprised of 3
separate types of validity (ie, content, criterion, and con-
struct), Messick argues that “different kinds of infer-
ences . . . require different kinds of evidence, not different
kinds of validity”9 and presents the current standards
according to which researchers should think of validity as
1 unifying concept instead of several separate types of
validity.9 Further, researchers are advised to consider re-
liability as evidence of validity and not as a separate sta-
tistic. Approaching validity as 1 holistic concept allows
researchers to focus on the evidence they need to collect to
be confident in the quality of their assessment instrument.
This evidence typically involves reliability or stability of
the instrument, discussion of the content relevance of the
items, evidence that the items forma stable linearmeasure
that is able to differentiate more-able from less-able per-
sons in a way that is meaningful and consistent with the
theory. It is also sometimes necessary to establish that an
assessment produces results comparable to some other
well-known instrument or functions the same way with
different subgroups; that is, researchers must frequently
consider multiple sources of validity evidence to be able

to argue with confidence that their assessment instrument
generates meaningful data from which justifiable conclu-
sions can be drawn. No single validity source can provide
such evidence. Taking an evidence-seeking approach to
validity also implies that validity is contextual and that
gathering such evidence is a process wherein researchers
seek their own evidence each time they use an assessment
based on this proposed purpose, use, and interpretation.
For this reason, researchers should not solely rely on val-
idity evidence reported by others. As overwhelming as
thismay sound, it is a doable task that does not necessarily
require advancedpsychometric training.Validity is amat-
ter of degree and researchers can always find ways to
gather validity evidence at the level of their own expertise
and may seek help from a psychometrician when needed.
Much of validity evidence comes in the formofwords and
logical arguments, while some (eg, reliability) may in-
volve statistical applications and even advanced psycho-
metric analyses.

For example, every researcher should be able to pro-
vide evidence of content relevance and content coverage,
and the process of gathering this evidence should start
prior to administering an educational test. As part of the
process, the researcher should operationally define the
knowledge, skills, or abilities that are being measured.
This does not require psychometric expertise and is deeply
grounded in content expertise of the investigator(s) or
other subject matter experts. To illustrate, let us examine
an assessment of a physician’s ability to practice medi-
cine. To determine if the assessment we are considering is
the right one to use, we need to reflect on how we define
this ability and then draw on existing evidence and theo-
ries. Alternatively, we could match test items to a blue-
print created after surveying numerous other content
experts in the practice of medicine. If we define a physi-
cian’s ability to practice medicine as the ability to apply
knowledge, concepts, and principles, and to demonstrate
fundamental patient-centered skills, the United States
Medical Licensing Examination Step 3 would be a test of
choice11; however, this examination would not be appro-
priate to use in nurse or pharmacist licensing because
validity is contextual. For reporting purposes, an opera-
tional definition of what is being measured should be
explicitly presented, given that inferences about the con-
struct evaluated are based on this definition. The operational
definition also becomes the driving factor in determining
whether the right questions are included andwhether they
are constructed in such a way that they will elicit the
needed information. Later in the research process, all of
this knowledge about content relevance and coverage be-
comes evidence that is used to argue the validity of test-
score interpretations and inferences about the construct

American Journal of Pharmaceutical Education 2013; 77 (9) Article 186.

2



after the statistical analyses are completed. In the example
above, the term “validity of an examination” was delib-
erately avoided; instead, the focus was on “validity of in-
ferences” or “validity of conclusions” from the data
generated by an examination in this sample of participants.

Gathering validity evidence does not stop at the item
review and instrument selection stages. Although evi-
dence of content coverage and relevance contributes im-
portant information about the construct being measured
and might influence the nature of inferences, it cannot
be used in direct support of inferences from the scores.9

Therefore, while it is important to collect content-related
evidence, investigators also need to seek other evidence
after participants have completed the test, focusing on
internal structure evidence, including reliability. Collec-
tion of this evidence involves investigating the extent to
which survey instrument items function well together to
measure the underlying construct in a meaningful way,
and for this task, researchers typically consider several
different options, such as computing reliability indices,
conducting an item analysis, using factor analysis, using
generalizability theory, and applying item response the-
ory. If problems such as low internal consistency or inter-
rater reliability, lack of the meaning of a variable, poor
item fit, multidimensionality, lack of variance explained,
or inconsistent item functioning across different sub-
groups of respondents are discovered, interpretations of
the results and inferences about the construct should not
be attempted. Instead, the investigator should go back to
the drawing board, revisit the theory behind the construct,
reexamine content relevance and coverage, and start the
process again until the content and structure-related evi-
dence points to good psychometric properties of an as-
sessment instrument.

RELIABILITY
Reliability — reproducibility or consistency of as-

sessment scores within a sample of participants — is
a major initial quantitative “quality index” of the assess-
ment data as well as essential evidence toward the overall
validity. However, as with any other validity evidence,
its use alone is not sufficient for arguing overall validity.
Reliability alone has limited usefulness because it indi-
cates only that an assessment’s items measure something
consistently. Reliability does not indicate what knowl-
edge, skills and/or abilities are being measured. Thus,
along with reliability, other validity evidence is crucial
before any validity conclusions can be made.

While seeking reliability evidence, researchers should
select the most appropriate type and explicitly identify
this type while reporting a SoTL study. Two common
types of reliability include internal consistency reliability

and inter-rater reliability. The first is particularly relevant
for many SoTL investigators. The internal consistency
reliability index shows the extent to which patterns of
responses are consistent across items on a single test oc-
casion, whereas the inter-rater reliability index indicates
consistency across raters and is reported when judges or
scorers are involved. That said, it is also possible and
sometimes necessary to report more than 1 reliability in-
dex (eg, when using multiple educational tests). In many
instances, reliability is specific to each use of an assess-
ment and can change when the assessment is used with
another group or when an assessment is even slightly
modified. Thus, it is prudent to report reliability for every
occasion within any scholarship.12

Reliability can be relative or absolute.13,14 When re-
peated measurements are used, relative reliability refers
to a consistency or reproducibility of rankings of scores
in a sample, whereas absolute reliability refers to the de-
gree to which individual scores are reproduced (eg, when
judges agree on 1 specific score). A relative reliability in-
dex can be helpful when student performances are ranked
in relation to 1 another, whereas absolute reliability could
be helpful when the focus is on specific scores from an
evaluation. Of the 2, absolute reliability is often omitted,
even though it is considered by some to be of greater
clinical15 and educational16-18 value. Standard error of
measurement (SEM) is a recommended absolute reliability
index to report, whereas internal consistency reliability
would be a choice as relative reliability index. That said,
both absolute and relative reliability should be assessed
when appropriate.

Internal Consistency Reliability
Internal consistency reliability is the relative reliabil-

ity of items within an assessment. It is most easily ob-
tained for a quiz or examination wherein all the items are
on the same scale and in the same format (eg, multiple-
choice, short-answer, or longer-answer clinical cases).
Cronbach alpha is typically calculatedwhen the questions
on a test are on a rating scale, while a Kuder-Richardson
formula 20 (KR-20) is applied to dichotomous (yes/no) or
multiple-choice testing with only 1 correct answer. Com-
monly accepted ranges for internal consistency reliability
are widely available, and often a coefficient .0.7 is suf-
ficient for a classroom test used in SoTL (ie, some random
inconsistency is not only expected but also allowed be-
cause no measurement can ever be perfect). However,
life-changing decisions necessitate higher reproducibility
of test scores, and internal consistency should be .0.80
or .0.90 on high or very high-stakes assessments.19 In
an example of reporting this relative internal consistency
reliability type, the authors not only reported Cronbach’s
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alpha for each of their 4 assessments but also evaluated
their indices against their minimum a priori Cronbach
alpha level.20

When internal consistency reliability is low, there
are several ways to improve it. The most common strat-
egies include: increasing the number of response options/
distractors (eg, 5 possible answers instead of 3), and using
a greater number of related questions on a test, including
items that range in difficulty so that the test would not
discourage low-ability students but would still be chal-
lenging enough for high-ability students. Notable sources
suggest that the number of response options should be
limited21 and that reliability may actually decrease if those
extra distractors are not plausible. Some of the above
strategies require only content expertise while others
rely on the researcher’s knowledge of computing item-
discrimination and item-difficulty indices. A detailed
discussion of these item-analysis indices is beyond the
scope of this paper but can be found in other sources.22

Researchers are strongly encouraged to evaluate and, if
necessary, improve internal consistency reliability of their
tests to improve precision of their assessments and ulti-
mately influence the accuracy of conclusions and decisions
based on the results.

Standard Error of Measurement
Test scores are not perfect representations of student

knowledge, skills, or abilities, and SEM is capable of
capturing this inherent imprecision in scores. Assessing
the extent of measurement error is important for the val-
idity of inferences from the scores. SEM is an absolute
reliability index that can be used when seeking reliability
evidence, as it shows the extent towhich individual scores
would be repeated if students were tested again and again.
As such, it should not be confused with the standard error
of the mean (also commonly and confusingly abbreviated
as SEM), which refers to groups rather than individuals
and shows the extent to which a sample/groupmean score
would be reproducible if the test were administered again
and again to different same-sized samples.

When the focus is on individual student scores rather
than group means, SEM can be quite helpful. The follow-
ing formulamay facilitate understanding of the concept of
SEM,17,18 and can employ either an internal consistency
or inter-rater reliability coefficient.

SEM5 SD x Oð1-reliabilityÞ
SD is the standard deviation of test scores among

examinees, whereas reliability is a test’s KR-20,

Cronbach’s alpha, intraclass correlation ðICCÞ,
or Cohen’s kappa coefficient

As suggested by the formula, SEM is directly related
to a test’s reliability, uses that test’s standard deviation
(SD), and is reported in the units of each specific test.
Once computed, SEM can be used to develop confidence
intervals for interpretation of test scores and thus repre-
sents important validity evidence. By convention, 61
SEM around a test score yields a 68% confidence interval
around that test score, and 62 SEM yields a 95% confi-
dence interval. The latter is the most typical in medical
research and may be the most applicable for SoTL re-
search as well. The choice of interval depends on the de-
sired level of precision, with greater confidence being
expected in high-stakes testing situations, wherein SEM
hasmost often been used.We could not find an example of
reporting SEMwith internal consistency reliability in the
pharmacy education literature. An example frommedical
education can be found in an evaluation of SEM in bor-
derline (pass/fail) scores of medical students within a
medical school’s integrated assessment program.23

Inter-rater Reliability
As the name suggests, inter-rater reliability would

be the choice if an assessment involves multiple raters
or judges. Investigators typically need to consider how
consistent the judges are and how much agreement they
demonstrate when, for example, observing a skill perfor-
mance. Judge consistency, or inter-rater consistency, re-
flects the extent to which multiple raters are in consensus
about which examinees are more knowledgeable, able, or
skilled, and which are less so. Therefore, high inter-rater
consistency means that judges produce similar rankings
of examinees’ scores.As such, this type of reliabilitywould
be an example of relative reliability. Judge agreement, or
inter-rater agreement, on the other hand, represents abso-
lute reliability,15 showing the extent to which raters give
the same (and accurate) rating to the same examinee’s skill
performance.

Depending on the data, there are different statistics
that can be computed for determining inter-rater consis-
tency. The most known indices include an ICC for con-
tinuous data, and a Cohen kappa for categorical data. In
the pharmacy education literature, there is an example of
using an ICC to determine the degree of agreement be-
tween the analytical checklist scores obtained in 2 differ-
ent conditions (real-time and video).24 The ICCwas 0.951,
which the authors interpreted as high agreement (values
of less than 0.4 indicated poor agreement; between 0.4
and 0.8, fair to good agreement; and greater than 0.8,
excellent agreement). An example of Cohen kappa can
be found in an analysis of letter grades from the 2008-
2009 academic year using 2 independent faculty evalua-
tions representing categorical-level data.25 In this paper,
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the researchers reported a Cohen kappa of 0.98 as evi-
dence of inter-rater reliability.

There are severalways to address problemswith inter-
rater reliability. The most common strategies include
increasing the number of observations by each rater, pro-
viding raterswith detailed scoring descriptions in a rubric,
and using a larger scoring scale. Increasing observations
and increasing the scoring scale are similar to common
strategies for improving internal consistency reliability of
an assessment. A similar warning applies to the use of a
larger scoring scale:while a larger scoring scale can bemore
reliable, raters may be less likely to agree with 1 another.
Consequently, they may be imprecise in their evaluation of
a examinee’s performance, which would result in low inter-
rater agreement (and absolute reliability). An example of
seeking inter-rater consistency and inter-rater agreement is
provided in Table 1, which also illustrates an impact of the
lengthof the scoring scaleusing ICCandpercent agreement.
Including both consistency and agreement is not common in

clinical research.13,15,26 However, given that doing so is
highly recommended, SoTL investigators should attempt
to report both when student performances were judged.
Thepharmacy education literature includes a study inwhich
both inter-rater consistency and agreement were reported.
When scoring a PharmDprogram’s admission essays, a bal-
ance between the 2 indices was sought, the result being
a minimal SEM and an acceptably high ICC.27 While use
of ICC alone favored 1 rubric, including SEM showed a
more complete picture, resulting in more confident evalua-
tions with less measurement error and alterations in rubric
design toward a more holistic scoring.

ADVANCED PSYCHOMETRIC MODELS
Complexity of research projects often calls for more

advanced approaches to gathering validity evidence
Table 2. As previously mentioned, some of the most
popular approaches include generalizability theory,
factor analysis, and item response theory.

Table 1. Examples of Inter-rater Reliability and Inter-rater Agreement*
Example 1

Ratings for Each Student on a 9-Point Rating Scale

Raters Student 1 Student 2 Student 3 Student 4 Student 5 Student 6

Judge 1 5 6 7 8 9 8
Judge 2 6 7 8 9 9 9

Note: Inter-rater reliability as estimated by intraclass correlation (ICC) is 0.977. It is high because ratings given to each student by
the 2 judges were similar (eg, 5 and 6 for Student 1, or 9 and 9 for Student 5). There was high consistency with student rankings
between the judges; that is, Student 5 was at the top of both judges’ distributions, followed by Student 4 and Student 6, then by
Student 3, and Student 2. Both judges were in consensus that Student 1 was at the bottom. However, there was also variability
between the judges in the ratings themselves. Percentage of agreement between judges was quite low, as the judges agreed on
only 1 of 6 ratings (17%; for Student 5).

Example 2

Ratings for Each Student on a 4-Point Rating Scale

Raters Student 7 Student 8 Student 9 Student 10 Student 11 Student 12

Judge 1 1 2 3 4 3 2
Judge 2 2 2 3 4 4 2
Note: Inter-rater reliability as estimated by intraclass correlation is 0.915. It is still high because ratings given to each student by the

2 judges remained similar (eg, 1 and 2 for Student 7, or 2 and 2 for Student 8 and Student 12). While consistency among judges
remained quite high, the ICC here was lower than in Example 1 because there is less variability in scores by using a smaller 4-
point scoring scale. However, in contrast to Example1, percentage of agreement between judges was considerably higher, as
judges agreed on 4 of 6 ratings (67% for Student 8, Student 9, Student 10 and Student 12).

* Fewer rating-scale categories (ie, 4 instead of 9) resulted in more agreement among raters, making the standard error of measurement (SEM)
smaller. The scale, however, should still discriminate. Although a 2-point scale may not discriminate into enough groups, it should, theoretically,
yield a good agreement. Therefore, a balance of agreement using SEM and discrimination using ICC is needed. Support for the use of shorter
scales also comes from cognitive psychology, which has shown that most people have trouble discriminating beyond 7 categories in many sensory
domains; raters can differ considerably when more than 7 categories are used. Additionally, some argue that scales with an odd number of
categories (ie, 5,7,9) have a problematic middle value and should be avoided and give preference to scales that have the same number of positive
and negative response options (ie, balanced scales). Yet other investigators insist that the number of scale categories is an empirical question and
will use a Rasch rating scale analysis to verify scale functionality. Researchers, however, do agree that longer scales (eg, 10-point scales) typically
yield high measurement error.
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Generalizability Theory
If a SoTL researcher is using a test that is similar to an

OSCE, in which multiple raters are scoring items while
nested in different stations, the reliability indices discussed
above would not be sufficient, even if more than 1 is
reported. While researchers could evaluate the internal

consistency of the items at each station or the inter-rater
reliability among 2 or more raters at each station, those
reliability indices would quantify only the measurement
error specific to the items or the raters at that 1 station but
would fall short of capturing the reliability of all items
and raters across all the stations. Generalizability theory

Table 2. Methods of Collecting Validity Evidence and Enhancing the Quality of Scholarship of Teaching and Learning (SoTL)

Validity Evidence for SoTL How to Evaluate and Report Validity Evidence in SoTL

Overall validity Provide a clear definition of the knowledge, skills and/or ability this test is
supposed to measure.

Consider as many sources of validity evidence as possible:
Evidence based on test content (more below)
Evidence based on response processes

Was a pilot test of the assessment done?
Evidence based on internal structure of test (includes reliability; more below)
Evidence based on relations to other variables

What other evidence do you have that these learners improved their learning?
Evidence based on consequences of testing

Are there larger implications for pharmacy education or societal policy from
these results?

In manuscript’s discussion, refer to evidence to argue validity of interpretations
of test scores and inferences about the construct.

Evidence based on test
content and relevance

Describe the intended learner population for whom the instrument was
developed and report how representative your sample is of that population.

Reference literature surrounding that content.
Provide descriptive statistics of scores (ie, mean/median, range/deviation/interquartile

range, percent pass).
Give credibility/qualifications of test developer(s): how are they qualified for

this test’s content?
Describe how the test items were generated (eg, existing items from another

instrument, test plan or blueprint, include expert reviewers qualifications,
if used).

Evidence of internal structure Include scoring rubric information for the test, if applicable.
Report indices of reliability.
Consider factor analysis if a test has multiple sections or domains.
Consider Rasch analysis when seeking comprehensive validation of a test and

looking for proper ways to obtain person ability measures.
Reliability Describe the sample that actually took the test.

Provide a measure of internal consistency (eg, Cronbach’s alpha, Kuder-Richardson
formula 20 [KR-20]).

If raters are used, report the extent to which students’ scoring patterns are consistent
between raters (eg, Cohen’s kappa, intraclass correlation) and the level of
agreement between raters.

Consider generalizability theory analysis if a test has multiple variables and
multiple sources of measurement variation (eg, multiple variables of stations,
raters and students in an objective structured clinical examination (OSCE).
Generalizability theory can provide 1 overall process reliability coefficient
for the entire test.

Agreement Report percentage of agreement or standard error of measurement (SEM) to
establish the extent of imprecision in educational test scores.

Effect size How large is the effect between sample groups?
Report the effect size (eg, Cohen’s d with pre/post or between-test-groups comparisons,

R2 as coefficient of determination).
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(G-theory) is a model that could be considered, as it si-
multaneously models variation in data from multiple
sources (eg, stations, raters, and items) and provides 1
overall (combined) process reliability index for an entire
multi-station assessment. In other words, this index in-
cludes both internal consistency and inter-rater reliability
information. A further advantage of usingG-theory is that
subsequent decision-study analyses could identify which
changes in the number of items, raters, and/or stations
would improve the process reliability most beneficially
for future assessments. As such, a distinct benefit with
G-theory is that it can help optimize the number of raters
and stations needed for a reliable test, which can be an
important consideration given the limited curricular re-
sources (ie, faculty, space, finances) available to phar-
macy colleges and schools for assessment of student
learning.

The G-theory model is widely accepted in medical
education research and OSCEs are a noteworthy applica-
tion of G-theory.28 Using G-theory, important findings
fromOSCE-based evaluations have revealed that a global
rating scale for each station (instead of a detailed check-
list) was at least as reliable as a checklist over themultiple
OSCE stations.29 Regarding validity evidence, they also
demonstrated that, amongmedical students, residents and
physicians, global rating scaleswere able to detect changes
in growing clinical expertise that checklists could not cap-
ture.30 An example of using G-theory in pharmacy educa-
tion can be found in research that analyzed interview data
from pharmacy resident candidates.31 Each candidate was
interviewed by 8 interviewers, with 1 or 2 interviewers
nested within their own interview session (or station); sub-
sequent decision studies showed that placing one inter-
viewer into multiple, separate stations was much more
reliable than simply adding more interviewers to an exist-
ing station (or panel).

Factor Analysis
Factor analysis is another approach wherein investi-

gators analyze correlations among test (or instrument)
items. These correlations can be used as the internal struc-
ture evidence to support validity of conclusions. Within
this analysis, inter-item correlations are uncovered, and
items are grouped to represent different meaningful fac-
tors (or domains).32 The most commonly reported statis-
tics for factor analysis include inter-item correlations,
eigenvalues, explained variance, and reliability indices
for all factors and the entire assessment. In 1 use of factor
analysis with data from 7 institutions, the researchers de-
veloped a professionalism assessment tool and examined
its internal structure.33 Although the 33-item instrument
was generally used to assess an overall level of student

pharmacist professionalism, 5 more-specific factors were
unveiled through exploratory factor analysis, with subse-
quent confirmation within another larger cohort of students.
This allowed the authors to better understand the specific
dimensions of professionalism captured by their instru-
ment as well as to assess the internal consistency reliabil-
ity for each identified domain using a KR-20 statistic.

Rasch Analysis
Unlike factor analysis or G-theory, item response

theory and specifically the Rasch model represent an ad-
vanced alternative to classical test theory. This model
takes into consideration each student’s ability and each
item’s difficulty, and examines how students interact with
each item based on their abilities.34 The Rasch model
produces several useful statistics that provide rich evi-
dence of validity. The most commonly reported statistics
include: different reliability indices (Rasch reliability and
separation), item fit (ie, how well the items function to-
gether as a unidimensional measure of some underlying
construct), item-person map (ie, a visual “ruler” that al-
lows researchers to determine qualitatively if themeaning
of the measure matches the theory), scoring scale func-
tioning (particularly useful with rating scales in that it
shows empirically if all the categories in the scale are used
by examinees consistently), and judging bias. The Rasch
model generates estimates of item difficulty and person
abilities and is sample-independent. As such, the Rasch
model is used in high-stakes testing for physicians, chi-
ropractors, and nurses, as well as in high school gradua-
tion examinations by numerous state departments of
education. Reproaching the example from kappa above,
that article is also an example of a Rasch analysis of a
PharmD student presentation rubric and judge bias.24 In
that study, a Many-Facets Rasch model was used “to de-
termine the rubric’s reliability, quantify the contribution
of evaluator harshness/leniency in scoring, and assess
grading validity by comparing the current gradingmethod
with a criterion-referenced grading scheme.” The re-
searchers reported high rubric reliability (r50.98) and
recommended that several grades be adjusted to eliminate
evaluator leniency, although they concluded that evalua-
tor leniency appeared minimal. 24

EFFECT SIZE
Once investigators are confident that they have as-

sessed student performances accurately andmeaningfully
(ie, determined that their assessment instrument has good
psychometric properties), they can conduct statistical
analyses of the data and proceed with the interpretation
of the results from the standpoint of both statistical and
educational significance. The former involves reporting
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a p value while the latter requires reporting an effect
size.6 Together with statistical significance, effect sizes
provide powerful evidence of the validity of conclusions.
For example, they may be particularly informative when
significance is not found but a large change or difference
is observed or when significance is found but the effect
size is negligible.Without noting the size of the effect, the
researchers may falsely conclude no effect of the inter-
vention in the first situation and effect of the intervention
in the second. In reality, however, the sample size may
have been too small to reach statistical significance or the
assessment tool may not have been sensitive enough to
capture change or difference.

Two of the most common indices for effect size are
Cohen’s d and R2. Cohen’s d is used when researchers
compare 2 groups using standard deviation units.With the
help of 1 of numerous online calculators, it can be easily
calculated once an investigator knows themeans and stan-
dard deviations for each group. By convention, effect sizes
of,0.2 are considered small; 0.5,medium; and 0.8, large.
Since many meaningful educational interventions have
had a medium-large effect size,35 reporting an effect size
value may assist readers in identifying interventions that
might also be promising in their comparable educational
settings. That said, effect size does not guarantee gen-
eralizability, although the likelihood that interventions
with large effect sizes and proper experimental con-
trols will replicate is high. An example of reporting an
effect size can be seen in a study evaluating a prescribing
error module.36 In this study, the researchers compared
2 groups on 3 worksheets and noted a large effect of
0.85 associated with a significant difference on 1 of the
worksheets.

The second index, R2, also known as coefficient of
determination, shows a percentage of variance shared
by 2 or more variables and, as such, is easy to use and
interpret. By convention, accounting for less than 2% is
considered a small effect; up to 13%, a medium effect;
and for 25% or more, a large effect. Researchers can also
easily convert between a Cohen’s d and R2 using the
following formula: d52r/sqrt(1-R2).37

SUMMARY
This primerwaswritten to encourage amore rigorous

and scholarly approach to SoTL research that uses student-
learning assessments. The key message is that researchers
should aim to provide evidence tomaximize the validity of
their conclusions. This evidence should include both psy-
chometrics of the instruments used and practical signifi-
cance of the test results. By increasing the scientific rigor of
educational research and reporting, the overall quality and
meaningfulness of SoTL will be improved.
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