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Abstract
Three interlocking problems in gene regulation are: how to explain genome-wide targeting of transcription factors
in different cell types, how prior transcription factor action can establish an ‘epigenetic state’ that changes the
options for future transcription factor action, and how directly a sequence of developmental decisions can be mem-
orialized in a hierarchy of repression structures applied to key genes of the ‘paths not taken’. This review uses the
finely staged process of T-cell lineage commitment as a test case in which to examine how changes in developmental
status are reflected in changes in transcription factor expression, transcription factor binding distribution across
genomic sites, and chromatin modification. These are evaluated in a framework of reciprocal effects of previous
chromatin structure features on transcription factor access and of transcription factor binding on other factors
and on future chromatin structure.
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THE PROBLEMOF
TRANSCRIPTION FACTOR
TARGETING
Multicellular biological systems frequently use the

same transcription factors in different tissues to par-

ticipate in control of completely different gene sets.

A central question for many years has been how

transcription factors are guided to these distinct as-

signments. The binding specificities of factors as

measured in purified systems are frankly inadequate

to account for the small number of sites of

occupancy observed in a given cell type by

genome-wide mapping analysis (chromatin

immune precipitation analyzed by deep sequencing,

‘ChIP-seq’, or by hybridization to unique sequence

arrays, ‘ChIP-chip’), relative to the number of po-

tentially equivalent motifs in a mammalian genome

[1–7]. A common finding in ChIP-seq analyses is

that 103–104 sites are generally seen to be bound;

although this seems like a large number of potential

target sites, it is a small fraction out of �106

apparently equivalent motifs per genome. In fact,

the problem is even harder. Genome-wide protein

binding data have confirmed that the same factor

actually binds selectively to different genomic sites

in different cell types or at different stages in a de-

velopmental process [3, 5, 8–10]. Thus, not only

does the factor fail to engage potentially high-affinity

sites in any one context, it also rejects in one context

the same sites that it does engage with high affinity in

another. These results mean that to understand how

a transcription factor works to control gene expres-

sion, one must first understand how it discriminates

between binding sites it may and may not occupy in

a particular cell type.

In general, there are two nonexclusive ways to

answer this question [11]. One is to invoke combina-

torial transcription factor action: genomic regions

with multiple transcription factors binding in a

given cell type are particularly likely to be active

cis-regulatory elements in that cell type [2, 11–16].

Indeed, transcription factor binding to a given site
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may be unstable unless facilitated by neighboring oc-

cupancy by another transcription factor or factors

[17]. The most dramatic versions of this possibility

are those where two transcription factors directly

interact at the protein level, either to create a hetero-

dimer with a distinctive specificity [1, 18–20] or to

induce conformational changes that mutually in-

crease DNA binding affinity at combined sites.

Well-documented cases include the Ets1–Runx1

[21, 22] and Ets1–Pax5 [23] interactions, which re-

lieve autoinhibitory structures in the two factors.

However, combinatoriality need not be as specific

or direct as this in all cases. Many transcription

factor quorum sensing phenomena, like those that

apparently mediate function of the IFNb and IL-2

enhancers [24, 25], could involve stabilization of

varied combinations of factors once a threshold has

been crossed to recruit p300 or CBP co-activators.

This could enhance binding of all participating fac-

tors because the engagement of the large co-activator

complex creates another affinity trap at the site be-

sides affinity for the DNA itself. Many variations of

co-occupancy that could result in such ‘AND logic’

for enhancer activation can be envisioned.

The other way to address the question of tran-

scription factor binding selectivity is to invoke select-

ive masking of large parts of the genome from

accessibility, and to posit that different regions of

the genome are masked in different cell types

[5, 11]. This is generally considered to be mediated

through ‘epigenetic modifications’ of nucleosomal

structure that divide the genome into open and

closed chromatin, with the partitioning different in

different cell types. Indeed, evidence shows that

many transcription factors can be selectively re-

cruited to regions that are marked with particular

histone modifications correlated with open chroma-

tin, e.g. histone H3K4me1 and H3K4me2 rich re-

gions which are free of H3K27me3 or H3K9me3

marks (e.g. [3, 8, 13, 26–28]). However, this mech-

anism raises two substantial questions. First is how

these marks come to be set so selectively. The

second is under what conditions these modifications

are not just symptoms of local transcription factor

activity, but in fact act as a constraint on future

access of transcription factors to particular binding

sites.

Transcription factor action frequently results in

local alteration of histone modifications, nucleosome

spacing and DNA methylation, all aspects of chro-

matin that have been termed ‘epigenetic’marks. The

mechanisms clearly involve recruitment of histone

modification enzymes to local sites by complexing

with transcription factors on the DNA (e.g. [3, 13,

29]). Although mechanisms exist to propagate such

epigenetic marks through DNA replication once

they are in place, it is clear that any changes in epi-

genetic marks follow the activity of the transcription

factors at these sites. The prior transcription factor

binding that has recruited the chromatin marking

complexes to generate a pattern of more and less

accessible sites may help to solve the specificity prob-

lem for future transcription factor binding (e.g. for

Runx1 sites in hematopoietic cells, [30]). However,

the rules that relate transcription factor binding to

chromatin modification are not yet general enough

for function to be inferred simply from occupancy.

MODESOF TRANSCRIPTION
FACTOR INTERACTIONWITH
CHROMATIN STATES:
IMPLICATIONSOF
COMBINATORIALITYAND
COMBINATORIALITY
ACROSSTIME
One striking result emerging from genome-wide

transcription factor occupancy analysis is that factors

are commonly found binding to cis-regulatory elem-

ents of many genes that do not seem to be functional

targets, in addition to those of genes that they do

regulate (for hematopoietic examples, see [5, 8, 28,

31]). The ‘nonfunctional’ binding is selective, in the

sense that it is occurring at accessible sites while other

potential sites are not bound and this binding can be

quite strong, with steady-state occupancy at these

sites sometimes ranking among the highest peaks in

the genome for that transcription factor. Thus, most

excess binding is not simply an analytical error of

setting a threshold for peak calling at too permissive

a level. Nevertheless, the genes associated with many

binding sites may be uncorrelated in expression with

the transcription factor gene and unaffected by per-

turbation of the transcription factor’s activity. On a

case-by-case basis, some of these enigmatic occu-

pancy sites can be explained by looping to some

distant gene that is the true functional target; alter-

natively, if the neighboring gene is not affected by

deletion of the transcription factor gene, then its

continued expression may be explained by comple-

mentation of the factor’s role with a co-expressed

related factor. But this is not a minor aspect of
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transcription factors’ engagements with the genome:

for a factor that appears to regulate no more than

�102–103 genes, there may be as many as 10 times

more genes that have linked, robustly occupied

binding sites [5, 8, 28, 31].

Although this is a problem for predicting the

target genes of a given transcription factor, it yields

important clues about the ways that combinatorial

transcription factor action works. From the transcrip-

tion factor’s ‘perspective’, the important features of

the genome are not genes as such, but target se-

quences of greater and lesser accessibility and with

more or fewer potentially collaborative transcription

factors already bound [11]. Transcription factor ef-

fects on promoter activity depend on binding at cis-
regulatory elements which can loop to the promoter

to deliver or release RNA polymerase. But, binding

can also cause effects on other transcription factors’

binding and future chromatin state, even if these do

not reach the endpoint of immediately turning on or

off transcription. Figure 1 illustrates how the same

level of transcription factor occupancy can reflect

four different functional cases.

If transcriptional activators or repressors simply

worked alone, as is often assumed by using terms like

‘master regulator’, then occupancies should indeed be

neatly separable into categories of functional versus

nonfunctional. However, even in biological contexts

where a factor is rate limiting, it is likely not to be

working alone. Careful dissections of developmentally

controlled cis-regulatory elements have repeatedly

emphasized that combinations of distinct transcription

factors need to work together at given cis-regulatory

modules to make a gene turn off or on correctly

[32–34]. Combinatorial transcription factor action

makes the effects of a factor conditional on other fac-

tors and this condition can affect binding; in addition,

it affects the impact of any binding that occurs on

the target gene’s transcription (activation or

repression).

In a case where a factor is binding to its target site,

but a needed co-factor is not present, then a neigh-

boring transcription unit may not respond. The fac-

tor’s occupancy may be entirely nonfunctional

(Figure 1A), but may alternatively serve as a pioneer

(Figure 1B), to establish a beachhead for future tran-

scription factor recruitment. Precedents for this kind

of pioneering occupancy include PU.1 at many sites

in myeloid precursors and macrophages and Runx1

in hematopoietic progenitors [3, 30, 35]. Often, pi-

oneering function is seen when the bound

transcription factor recruits histone-modifying en-

zymes to initiate a change in chromatin state [3,

13], even when no transcriptional regulatory effect

on the target gene is seen. This sets the conditions to

enhance targeting of later activated factors to the

same site, when a transcriptional effect finally results.

Conversely, a transcription factor can be found

selectively binding to cis-regulatory elements that

have active histone marks and seem to be engaged

in transcriptional regulatory function. This can

indeed be the result of coordinated transcription

factor binding that establishes an active cis-regulatory

module. But in some cases, the transcription factor

itself may be unable to initiate chromatin opening at

the cis-regulatory module, or even to find the right

site to occupy on its own; it may depend on other,

pre-bound factors to do this (Figure 1C and D),

something that is only detected if the regulatory

steps leading up to the transcription factor’s occu-

pancy can be tracked. This kind of binding is readily

assumed to be functional, but again it may reflect

two rather different roles. If the factor is functional,

it may be because it provides the final member of the

transcription factor combination that is needed to

make a ‘regulatory quorum’ to activate or repress

the target gene (Figure 1C). For example, Foxp3

in T cells becoming T-regs is recruited only to sites

that already have Runx1, Ets family factor, FoxO1

or activation-dependent transcription factors already

bound, although Foxp3 then radically changes the

impact of activation [36]. Similarly, binding of

Signal Transducer and Activator of Transcription

(STAT) factor STAT4 or STAT6 occurs at sites

that were already marked for accessibility, in Th1

and Th2 cells, respectively, but the co-activator

p300 is only recruited when the STAT factor is

engaged [37]. Some of the later-activated macro-

phage factors that are recruited to sites where PU.1

is a pioneer are also rate limiting for transcriptional

responses [3, 35]. Yet, transcription factors can also

be recruited to active sites as ‘hitchhikers’, simply

because those sites are highly accessible and rich in

interaction surfaces (Figure 1D), even when the fac-

tors stick there without being essential for transcrip-

tional regulation at all. Co-recruitment of multiple

factors to the same open and active cis-regulatory

elements is common, whether or not they are coor-

dinately exerting function there [12, 16, 38]. The

hitchhiking phenomenon is a vexing problem for

interpretation of genome-wide binding analyses,

but it sheds light on the need to consider
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functionality in terms of transcription factor com-

plexes rather than single transcription factor binding

events.

The roles that a transcription factor can play in

gene regulation are thus complicated, but also ex-

panded by the ability of sub-quorum transcription

factor binding to alter chromatin state. Not only

can this contribute a necessary function even when

it is not sufficient; more interestingly, it can contrib-

ute a combinatorial function that works across time.

For example, active chromatin marks are already es-

tablished at multiple B-cell and T-cell genes before

they are expressed, even in a hematopoietic stem cell

[27, 39, 40]. In the case of hematopoietic cells, this

pattern of accessibility may be partly due to pioneer-

ing of factors like Runx and Ets family members that

are consistently present throughout hematopoiesis

and have their target sites over-represented among

cis-regulatory elements that will later be bound by

most lymphocyte transcription factors. Although im-

mediate changes in transcription of target genes in

response to a factor’s activation or removal are still

the clearest evidence for function, it is likely that

local changes in histone modification in response to

the factor’s binding or removal can also be indicators

of potentially important biological effects.

Figure 1: Functional modes of transcription factor engagement in a chromatin context.The transcription factor of
interest is represented by a yellow (light color) polygon. Double coils around an oval represent DNA wrapped
around nucleosomes. (A) Binding alone to a temporarily accessible site, without activation of histone modifications
or redistribution. (B) Binding stably enough to recruit local histone modifying enzymes (MLL¼KMT2, histone H3
Lys 4 methyltransferase) and enhance access to DNA, thus providing a local pioneering effect even if not conferring
immediate transcriptional regulatory function. K4me2¼H3K4me2. (C) Binding to complete a ‘regulatory quorum’.
Factor of interest is selectively recruited to join a pre-established assemblage of other transcription factors at a
cis-regulatory site that was poised but not functionally active until the factor joined. Recruitment in this case is
shown by protein^DNA binding, but may also include protein^protein binding. (D) ‘Hitchhiking’: factor binding
adventitiously to a cis-regulatory element at which function is already established independently of the factor of
interest, and unaffected by the presence of the factor of interest. Factor may bind to exposed DNA sites or through
interaction with other recruited proteins or histone marks. Element diagrammed is an activating enhancer element
where H3K27Ac (H3K27Ac) modifications have occurred and the p300 co-activator has been recruited already;
however, hitchhiking can also occur at active promoters where the marks are different.
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THEMISSING FUNCTIONS:
REPRESSIONANDLAYERS
OF SILENCING
Although most experimental evidence for mechan-

isms to date has been focused on transcription factor

effects in gene activation, a most important aspect of

regulation across time is the establishment of repres-

sion. Taking the longest view, tissue-specific genes

are generally not expressed in the initial fertilized

egg [41], and it could be imagined that repression

generally is just a default continuation of an initial

silent state when it is not directly overcome by tran-

scriptional activators. However, there are many clear

developmental paths through which genes become

activated before they are silenced, and these ob-

viously require a cause of repression. Furthermore,

there are hierarchies of gene silencing which

are distinct from simple lack of activation

and may involve different levels of irreversibility

[42].

An example is the state of genes involved in par-

ticular T-cell effector functions, genes involved in

Th1 (e.g. Ifng, Tnf), Th2 (e.g. Il4, Il13) and Th17

(e.g. Il17a, Il17f) responses to antigen (reviewed by

[43]). None of these effector genes is transcriptionally

active in the resting state in which most naı̈ve CD4þ

T cells exist in the body for weeks or months. Yet,

they may all be accessible to activation in these cells,

if the cells encounter antigenic stimulation in appro-

priate conditions. Even so, under continued stimu-

lation, the activated T cells differentiate into one of

these subtypes, and when that happens the genes

associated with the alternative options become pro-

gressively more difficult to activate than they were in

the naı̈ve state. The DNA around the unused genes

becomes more methylated and repressive histone

marks are deposited. This is clearly a ‘more silent’

state than the initial one.

Even more functionally silent are the genes that

would have been used by the hematopoietic precur-

sors of the T cells, if they had differentiated into

nonlymphoid lineages instead of T cells. These

genes become permanently inaccessible during the

course of T-cell development. These are clearly

some form of transcription factor effects exerted on

target gene accessibility across long time scales. As we

will discuss, however, our existing knowledge of

chromatin accessibility mechanisms leaves some

major questions about how different levels of silence

are established and maintained.

DEVELOPMENTAL SYSTEMSAS
ATESTOF THE IMPACTOF
CHROMATINMARKING
The best biological systems in which to consider

how chromatin modification affects gene expression

are developmental processes in which cells traverse a

hierarchy of sequential, irreversible gene expression

states. These processes result in gene regulatory state

‘decisions’ that persist later even under highly varied

environmental conditions. Not only do certain genes

turn on and remain on stably, but also other genes

are turned off permanently. The long-term silencing

of some genes is an important point in these devel-

opmental processes, because such genes are not only

not transcribed, but prohibited from future expres-

sion. Knowing the genes involved in these cases, it is

possible to test how known chromatin modifications

may play a role in the irreversibility of the process

and in the reasons why a factor that may be involved

in multiple steps could play different roles in the

earlier steps than in the later ones.

Hematopoiesis in mammals provides excellent

examples of a hierarchical developmental process

that installs diverse, lasting gene regulatory states in

descendants of a multipotent precursor. Lineage com-

mitment occurs through a sequence of partial restric-

tion events that eliminate particular developmental

options for the cells, until only one possible fate is

left. This implies that commitment has repression at

its core. Each fate is based on establishing stable ex-

pression of a distinct combination of transcription fac-

tors, although individual transcription factors often

play roles in more than one end state. Thus, it is

very informative to relate the binding patterns of in-

dividual transcription factors in vivo to their shifting

regulatory contexts, in different hematopoietic devel-

opmental intermediates and end states.

T cell development is a particularly useful model

for this, because the intermediates between stem cells

and committed pre-T cells are so well defined

[44–46]. Throughout early life and young adult-

hood, multiple waves of T-cell precursors need to

migrate to the thymus to begin their developmental

program, entering this specialized organ while they

are still in a highly uncommitted state. The cells that

enter can still generate other kinds of lymphocytes

and also several different kinds of myeloid and den-

dritic cells, depending on environmental conditions.

These options then get eliminated, one by one, as

the cells begin to differentiate under the influence of

Notch-pathway signaling from the thymic
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microenvironment. Commitment to the T-cell

pathway is complete even before the cells finish

the gene rearrangement events that will establish

their later antigen recognition specificity. However,

the cells require multiple cell cycles to undergo full

commitment, ranging up to >12 cell generations in

the steady-state young adult mouse thymus [47, 48].

In the process, they change their cell surface pheno-

types in a way coordinated with their changes in

regulatory state, and this has enabled a well-defined

sequence of intermediates to be defined. Thus, cells

at specific intermediate states in the developmental

commitment process can be prospectively isolated

based on surface markers and analyzed for the gene

expression, transcription factor binding patterns and

functional roles of those transcription factors that are

responsible for these developmental properties.

T-lineage commitment involves both positive and

negative regulation events (Figure 2). Negative regu-

lation is the basis for the loss of access to particular

alternative fates and because particular fates are irre-

versibly blocked off at different stages, negative regu-

latory mechanisms must act sequentially. Does

sequentiality mean that there are different ‘depths’

of repression applied to genes involved in the earliest

fates to be excluded than in the last ones to be

excluded? The genes that are permanently decom-

missioned from use during T-lineage commitment

provide a good test case to see whether there is a

hierarchy of repressive mechanisms defined by our

knowledge that reflect the order of the exclusion of

different developmental fates.

AMOLECULARTARGET
DEFINITIONOF T-CELL LINEAGE
COMMITMENT
In hematopoiesis, the crucial transcription factors that

direct gene expression in a particular cell type and the

crucial growth factor receptors that sustain viability in

cells adopting that fate are well defined for most, if not

all hematopoietic fates. Thus, each lineage exclusion

step of the commitment process can be understood as

permanent loss of access to at least one critical tran-

scription factor and/or growth factor receptor that

would have been needed for that lineage.

The order in which T-cell precursors lose access

to these alternatives is shown in Figure 2 (reviewed

in [44]): (1) the cells first lose access to the erythroid

and megakaryocytic (platelet-forming) fates, before

they enter the thymus; (2) many of the precursors

then lose some efficiency at generating myeloid cells

before entering the thymus, but this is optional and

not important for their ultimate ability to generate T

cells; (3) soon after entering the thymus (probably

earlier in fetal T cells), they lose the ability to

Figure 2: Schematic of T-cell development with emphasis on stages when multipotency is narrowed and then re-
linquished. Blue vertical arrows indicate the stages at which Notch pathway signaling within the thymus is required
for progression. Labels above the cell cartoons depict common names for the stages. For prethymic cells: MPP, mul-
tipotent progenitor; LMPP, lymphoid-primed multipotent progenitor; CLP, common lymphoid progenitor. For
intrathymic cells, DN¼CD4-CD8-TCR-stages; substages (DN1, 2a, 2b, etc.) are distinguished by expression of Kit,
CD25, CD44, and other markers including CD27 and CD28. ETP, early T-cell precursor, same as Kit-high DN1.
b-Selection indicates first stage when proliferation and survival depend on expression of a part of theT-cell receptor
complex, a phase of rapid proliferation and differentiation triggered by the successful rearrangement of theTCRb
chain gene.DP¼CD4þ CD8þ TCRbþ cells. DC¼dendritic cell potential; myel¼myeloid (macrophage and/or gran-
ulocyte) potential; eryth¼ erythrocyte potential; NK¼natural killer potential. For explanation, see text.
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generate B cells; (4) after multiple cell divisions in the

thymus, they fully lose the ability to generate macro-

phages, granulocytes and dendritic cells; and (5) in

parallel or soon afterwards, they lose the ability to

generate full-fledged natural killer (NK) cells.

However, some NK-like effector gene expression

remains within the repertoire of T-cell responses,

and so access to aspects of this fate may never be

fully eliminated by the T-lineage. Can the repression

mechanisms that block NK-cell differentiation in

early T cells be distinguished from those that much

earlier eliminate the erythroid option?

(i) T-cell-specific regulatory factors are turned on

in early stages of T-cell development before lin-

eage commitment and two of the most import-

ant are GATA-3 and TCF-1 (encoded by Tcf7).
These factors are induced in the context of a set

of broadly used transcription factors: Myb,

Ikaros (Ikzf1), E2A (Tcf3¼Tcfe2a) and Runx1/

CBFb, which play numerous roles in pioneering

and direct transcriptional activation in several

blood lineages. Initially, early T cells also share

with stem and progenitor cells expression of a

suite of progenitor-associated regulatory genes,

e.g. Gata2, Tal1, Lyl1, Gfi1b, Sfpi1 (encoding

PU.1) and the thrombopoietin receptor gene

Mpl. These stem and progenitor-specific genes

become silenced in the course of T-cell lineage

commitment and provide a valuable window on

the dynamics and mechanisms of the commit-

ment-related silencing process [8, 49–52]. The

mechanism of exclusion of developmental alter-

natives can be tracked at the level of the key

genes they depend on (reviewed by [53]) that

are not shared with the T-cell program.

(ii) B-cell differentiation is based on a core mutual

activation circuit involving the two lineage-spe-

cific transcription factors, EBF1 and Pax5, and it

also is supported by the multilineage factor

PU.1, in addition to transcription factors

shared with early T cells. Early B-cell precursors

receive growth signals through the IL-7R,

shared with early T cells, and through the

TSLPR (Tpte2). Especially because of the large

number of shared factors, B lineage exclusion in

T cells depends on permanent inactivation of

Ebf1 and Pax5.
(iii) Erythroid cell differentiation depends on the

transcription factors GATA-1 and FOG-1

(Zfpm1 gene), and EKLF (Klf1). The

erythropoietin receptor (EpoR) provides crucial

viability support for erythroid development.

Additional regulatory factors involved are SCL

(Tal1) and Gfi1b which are also shared with stem

and progenitor cells. FOG-1 is also needed in

T-cell precursors, so the most likely genes to be

serving as specific switches for access to eryth-

roid development are Gata1, Klf1 and Epor.
(iv) Dendritic cells depend on the transcription

factor PU.1 (Sfpi1) and on growth signals trans-

duced through the Flt3 or GM-CSF-R (Csf2ra/
Csf2rb) growth factor receptors.

(v) Granulocyte and macrophage development is

driven by the combination of PU.1 with one of

the C/EBP family members (Cebpa or Cebpb).
Crucial for survival, proliferation and even in-

struction of the macrophage versus granulocyte

fates are signals through at least one of the mye-

loid cytokine receptors, M-CSF-R (Csf1r), GM-

CSF-R (Csf2ra/Csf2rb) and/or G-CSF-R (Csf3r).
(vi) NK-cell activity and programming depend on

many factors shared with T cells, but also par-

ticularly on the T-box factors, T-bet (Tbx21)
and Eomesodermin (Eomes), and a recently dis-

covered zinc finger protein, Zfp105. Growth

and activation depend on the IL-2/IL-15 recep-

tor, product of the Il2rb gene, which is not nor-

mally expressed in the early stages of T-cell

specification. However, all these genes except

Zfp105 can be expressed conditionally later in

some subsets of T cells.

At the time the cells finally relinquish the den-

dritic cell option, it is likely to have been at least

10–12 cell divisions since the time they lost the

erythroid option and at least 5–7 cell divisions

since they gave up the B cell option. If the epigenetic

marks correlated with repression were the main

mechanism for ensuring permanence of silencing,

then in newly committed T-cell precursors, these

marks might be most heavily and consistently applied

to the genes for the erythroid fate and most shallowly

applied to the genes for the NK-cell fate.

EPIGENETICMODIFICATIONSAND
NEGATIVE REGULATIONOF
ALTERNATIVE FATES IN T-CELL
LINEAGE COMMITMENT
These predictions could be tested as stages of

the commitment process have been tracked by
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ChIP-seq and RNA-seq analyses of early T-cell de-

velopment [8], spanning stages from cells corres-

ponding to the earliest intrathymic stage (DN1)

through to cells that have completed commitment

and undergone some successful TCR gene re-

arrangement (DP cells; i.e. CD4þ CD8þ cells).

Other published results have enabled the compari-

sons to be extended to putative prethymic stages and

much later mature T cells [13, 54]. To summarize,

developing T cells relinquish access to alternative

fates by a mosaic of diverse, gene-specific silencing

mechanisms that emphasize the unique regulatory

requirements of each of the genes being repressed.

Figure 3 summarizes take-home messages from

our own recent study of chromatin modifications

in cells spanning the stages of commitment, results

which bridge and confirm previous results from

other groups [27, 39, 55]. RNA expression patterns

(bottom graphs) and the levels of promoter-asso-

ciated histone modifications that accompany them

(upper three graphs) are shown for key genes accord-

ing to the developmental programs in which they

participate. At a crude level, the relationships are

not surprising: genes that have active histone marks

[H3K(9,14)Ac] at their promoters are generally

active in these early T-lineage samples; genes that

have repressive histone marks (H3K27me3) at their

promoters are generally silent; the ‘accessibility’ mark

(H3K4me2) is associated with many promoters in

various activity states.

The interesting aspect of the results is that the

pattern of modifications does not follow a lineage-

specific hierarchy reflecting the known developmen-

tal exclusion sequence. Consider the earliest fate to

be excluded, the erythroid fate. Erythroid genes

indeed are poorly expressed or not expressed in all

these early T-cell stages. But the silent Klf1 gene is in

‘open’ chromatin, there is slight, but consistent tran-

scription from the ‘master regulator’ Gata1 locus, and

only the Epor gene has repression marks. The B-cell

fate, which is much more closely related to the T-

cell fate and repressed much later, shows much more

convincing silencing applied to the Ebf1 and Pax5
loci.

Myeloid genes and dendritic genes again show

heterogeneity in their use of H3K27me3 marking.

Ironically, the fate for which regulatory genes are

most obviously subject to repressive marking is the

fate that is closest to T cells—namely the NK-cell

fate. Not only are Eomes, Zfp105, Tbx21 and Il2rb
transcriptionally silent in the early T-cell stages, but

also the promoters of all three transcription factor

loci are heavily modified with H3K27me3. Yet, T-

cell precursors retain until the very last step of com-

mitment (until DN2b) the ready ability to switch

into the NK lineage and remain able to use most

of these genes later in development, if they pick

the CD8þ cytolytic T-cell functional speciality.

Thus, clearly H3K27me3 is not a simple index of

gene silencing. H3K27me3 intensity does not cor-

relate with permanence of repression, and at least half

of the silent and silenced genes in the genome of

these early T cells lack these marks, agreeing with

results found in other developmental systems [56,

57]. These examples of silent genes without

H3K27me3 marks also accord well with evidence

that the ‘need’ to use polycomb repressive complex

2 to trimethylate H3K27 is greater to silence genes

with high CpG promoters than for genes with low

CpG promoters. However, this gene specificity begs

the question of how many different kinds of repres-

sion exist, and whether chromatin modification state

really does reflect the machinery needed to block

access to a particular fate forever.

DYNAMICS OF REPRESSIONAND
DEREPRESSION: EPIGENETIC
MARKINGASAQUANTITATIVE
THRESHOLD SETTER
For genes that undergo repression only after T-cell

development has begun, it has been possible in our

study to catch the stages through which the

H3K27me3 mark is deposited [8]. Here as in other

developmental systems, for most of these acutely re-

pressed genes, the substantial drops in transcriptional

activity commonly occur several stages before the

appearance of H3K27me3 at any significant fraction

of the promoters of the repressed genes. In other

words, either through removal of positive regulators

or through interference from negative regulators, the

genes are being actively turned off before the H3K27

methylation by polycomb repressive complex 2 is

called in. If H3K27me3 is needed, it seems to play

a repression stabilizing role.

However, what is it that makes the repression

stable? The example of the NK-cell genes shows

that even heavy H3K27me3 marking must be con-

ditionally removable. However, the silencing of the

B-cell regulatory genes Ebf1 and Pax5 is robust and

functionally irreversible. Thus, not only is the nega-

tive regulatory machinery involved in commitment
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highly complex, it is also functionally multilayered in

a way that current histone mark detection does not

fully capture. This is in good agreement with studies

from Hoogenkamp et al. [58], who have described a

localized chromatin decondensation step that can be

needed for gene activation under separate control

from the mechanisms that control histone marking.

The example of an H3K27me3þ repressed gene

that turns on compared with another such gene that

does not turn on sheds light on the interplay be-

tween histone modification state and transcription

factor regulatory activity. One of the most T-cell-

specific of all regulatory genes, Bcl11b, is first turned

on dramatically just before the transition from un-

committed to committed (DN2a to DN2b transi-

tion) and fully activated only by the DN3 stage. As

for all T-cell program genes, Bcl11b depends on

Notch pathway signaling to be activated [59].

However, it does not respond to the Notch signals

that are available in the earliest stages of T-cell de-

velopment in the thymus. It depends on Notch sig-

nals and GATA-3 [60], and Runx factors [61], and

probably also TCF-1 (Tcf7 gene product)[62], two of

which, GATA-3 and TCF-1, also need to be

induced during T-cell specification. A strong likeli-

hood is that epigenetic modifications are used to en-

force this strict combinatorial requirement.

The 50 sequence of the Bcl11b gene is not only

invested with CpG methylation in the early T-cell

stages [63], but also coated with H3K27me3-mod-

ified nucleosomes [8]. We have recently obtained

evidence for a distal enhancer of the Bcl11b gene

that is needed to complement promoter and intra-

genic regulatory sequences to promote expression in

immature T-lineage cells; this enhancer is also ini-

tially covered with H3K27me3-modified histones

[64]. However, the repressive histone mark and the

DNA methylation both are removed sharply as the

gene turns on, and this becomes a site then where at

least some of the essential T-cell regulatory inputs

(TCF-1 and Runx1; [61, 62, 64]) are delivered.

The barrier can fall.

Although Bcl11b has repressive marks, key parts of

its structure appear to be functionally accessible before

it is turned on by criterion of transcription factor bind-

ing. Despite the H3K27me3 marking the distal en-

hancer, the PU.1 transcription factor is already able

to bind to that element. PU.1 is one of the factors

that binds to a large excess of sites where it does not

apparently exert a regulatory influence, and evidence

currently in hand suggests that PU.1 is acting as a

‘joyrider’ or binding without function, not actually

participating in regulating enhancer activity.

However, its binding there is very interesting because,

genome-wide, as a rule, PU.1 is very strongly

excluded from most H3K27me3-modified regions.

It is indeed excluded from binding at this same elem-

ent in early B-lineage cells, where there is also

H3K27me3 deposited [64], and in mature cells of

myeloid lineages, despite their higher levels of PU.1

per cell (S. Damle, unpublished results). In this earliest

T-lineage context, then, PU.1 is acting as a highly

useful probe that detects chinks in the armor associated

with this element in at least a substantial fraction of

nuclei, long before the gene goes on. When sufficient

levels of positive regulatory factors needed for Bcl11b

upregulation are induced, these chinks allow the

whole chromatin opening cascade to begin and the

assembly of active enhancer complexes can take off.

In contrast, the Pax5 gene which is also coated

with H3K27me3-modified nucleosomes in early

T-lineage cells is in a much less accessible state.

Not only its promoter, but also a number of intra-

genic enhancers bear H3K27me3-modified nucleo-

somes. Peaks of H3K4me2 still mark the positions of

hematopoietic cis-regulatory elements, but the gene

is functionally closed: a major PU.1 binding site that

is occupied in early B cells is not engaged by the

PU.1 in the early T cells [8]. This enhancer is a

major site of action for B-lineage promoting E2A

and EBF1 transcription factors in early B cells [65].

As we saw, early T cells do not express EBF1, but at

the very early stage when B-cell lineage exclusion

actually occurs, their precursors may still be compe-

tent to use the shared factor E2A and other factors to

activate Ebf1. Thus, once the early T-lineage cells

impose inaccessibility on this crucial Pax5 cis-regula-

tory element, it may be one of the things that make

the exclusion of B-cell fate irreversible.

CONCLUDING REMARKS
The developmental process of commitment is best

modeled as a stepwise process of transcription factor

action on available sites to induce or silence other

regulatory genes that alter the accessibility landscape

for the next stage. Analysis of the actual steps

involved in the early T-cell lineage decisions indicate

that histone modifications (and apparently DNA

methylation as well) are regulated in a gene-by-

gene manner, i.e. following the transcriptional

requirements of each specific gene, not in a
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groupwise lineage-specific manner. This means that

chromatin marks are indices of transcription factor

action and impedance setters for specific genes with

their own regulatory requirements, i.e. with roles

that depend on their context within specific gene

regulatory network nodes. Epigenetic modifications

that we know how to detect offer clues to quantita-

tively preferred or disfavored sites, but both DNA

methylation and ‘repressed chromatin’ are both re-

versible over fairly rapid developmental time frames,

probably on the order of just a small number of cell

cycles. Much remains to be learned about repression,

and we still lack a clear mechanistic picture of the

molecular controls imposing ‘deep repression’.

Recent evidence suggests that relocation of genes

to complexes in different nuclear compartments

can be associated with major changes in expression

status [66], but whether this is a primary causal factor

or a consequence is still to be determined. However,

the chromatin modifications that affect developmen-

tal gene regulation are acting not as separate con-

straints, but as links across time within the network

of transcription factor regulatory actions.

Key points

� Transcription factor binding site accessibility in the genome is
modulated by previous developmental history of the cell and
the previous regulatory states throughwhich a cell has passed.

� Transcription factor engagement canmodify local histonemark-
ings and DNA accessibility to affect future access to additional
factors.

� Developmental progression from multipotency to lineage com-
mitment of earlyT cells involves multiple local changes in chro-
matin states under the influence of new combinations of
developmentally regulated transcription factors.

� Lineage choices involve repression or permanent silencing of
regulators for rejected fate alternatives, but the biochemical
markers distinguishing functionally ‘deeper’ from ‘shallower’
silencing still needs to be defined.

� Silencing and activation mechanisms for regulatory genes that
control T cells are gene-specific, according to the unique gene
network inputs required for individual regulatory genes involved
in the alternative fates.
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