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Abstract

The investigation of brain activity using naturalistic, ecologically-valid stimuli is becoming an
important challenge for neuroscience research. Several approaches have been proposed, primarily
relying on data-driven methods (e.g. independent component analysis, ICA). However, data-
driven methods often require some post-hoc interpretation of the imaging results to draw
inferences about the underlying sensory, motor or cognitive functions. Here, we propose using a
biologically-plausible computational model to extract (multi-)sensory stimulus statistics that can
be used for standard hypothesis-driven analyses (general linear model, GLM). We ran two
separate fMRI experiments, which both involved subjects watching an episode of a TV-series. In
Exp 1, we manipulated the presentation by switching on-and-off color, motion and/or sound at
variable intervals, whereas in Exp 2, the video was played in the original version, with all the
consequent continuous changes of the different sensory features intact. Both for vision and
audition, we extracted stimulus statistics corresponding to spatial and temporal discontinuities of
low-level features, as well as a combined measure related to the overall stimulus saliency. Results
showed that activity in occipital visual cortex and the superior temporal auditory cortex co-varied
with changes of low-level features. Visual saliency was found to further boost activity in extra-
striate visual cortex plus posterior parietal cortex, while auditory saliency was found to enhance
activity in the superior temporal cortex. Data-driven ICA analyses of the same datasets also
identified “sensory” networks comprising visual and auditory areas, but without providing specific
information about the possible underlying processes, e.g., these processes could relate to modality,
stimulus features and/or saliency. We conclude that the combination of computational modeling
and GLM enables the tracking of the impact of bottom-up signals on brain activity during viewing
of complex and dynamic multisensory stimuli, beyond the capability of purely data-driven
approaches.
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Introduction

Functional imaging has been used extensively to non-invasively map sensory, motor and
cognitive functions in humans. Nonetheless, so far the vast majority of studies have
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employed simple and repeated stimuli that are in striking contrast with the unrepeated,
complex and dynamic signals that the brain has to process in everyday life. Moreover, the
neuronal responses in conventional laboratory conditions, i.e. using artificial stimuli, are
weaker than those associated with naturalistic stimuli (Mechler et al., 1998; Yao et al.,
2007). Thus, recently, a growing interest has risen around the use of more ecologically-valid
stimuli during fMRI (e.g. Hasson et al., 2010).

A central issue with naturalistic approaches is that, unlike standard paradigms, there is no
straightforward correspondence between the stimuli presented to the subject and any specific
sensory, motor or cognitive function. This makes it difficult to use hypothesis-based analysis
methods that involve fitting BOLD data with predictors representing specific experimental
conditions or processes (general linear model; see Friston et al., 2003). Indeed, many
previous studies using complex and dynamic stimuli (e.g. cinematographic material) have
resorted to data-driven approaches that do not require any such “a priori” coding.

One of these approaches relies on multivariate analysis based on independent component
analysis (ICA) (Bartels and Zeki, 2005; Calhoun et al., 2001a, 2001b; McKeown et al.,
1998). ICA performs a blind separation of independent sources from the complex mixture of
signal and noise resulting from many different sources. This method does not require any “a
priori” specification of the possible causes of the responses (i.e. predictors in a standard
GLM analysis) and even no specification of the shape of the hemodynamic response
function (HRF). Instead, the method is based on the intrinsic structure of the data. ICA aims
to extract a number of unknown sources of signal that are mutually and statistically
independent in space or time. Friston (1998) showed the relevance of this idea to biological
time-series.

Inter-subject correlation (ISC) analyses is another data-driven approach that has been
recently introduced to investigate brain activity associated with the processing of complex
stimuli (Hasson et al., 2004; Sui et al., 2012). ISC analyses are based on the idea that
presenting the same complex and dynamic sensory input to different subjects will generate
the same pattern of BOLD activity in the brain areas processing the stimuli. Therefore, these
areas can be identified by testing for correlated BOLD time-courses between subjects
(“synchronization”). This approach has now been employed with a variety of stimuli and
tasks (e.g., palm trees task, Seghier and Price, 2009; face processing, Lessa et al., 2011;
story comprehension, Lerner et al., 2011; movie watching, Kauppi et al., 2010;
representation of action-schemas, Hanson et al., 2009).

However, these data-driven methods have the intrinsic limitation that they require some
post-hoc interpretation regarding the processes that generate ICA components (e.g. motion
in MT, Bartels and Zeki, 2005) or patterns of inter-subject synchronization (e.g. faces in
FFA, Hasson et al., 2004). Here, we propose using an alternative approach where (multi-)
sensory stimulus statistics are first extracted via a biologically-plausible computational
model and are then used for hypothesis-driven analyses (see also Nardo et al., 2011; Bartels
et al., 2008).

One of the most successful biologically-plausible computational model of sensory bottom—
up processing consists in the computation of “saliency maps” from complex, naturalistic
images (Itti and Koch, 2001; Koch and Ullman, 1985). Inspired from the organization of the
visual system, saliency maps are based on the extraction of local discontinuities in intensity,
color, orientation, motion and flicker (i.e. feature-specific maps). Saliency maps are then
computed as a combination of these feature maps. Saliency maps are thought to well-
characterize the spatial distribution of bottom-up signals and have been found to predict

Neuroimage. Author manuscript; available in PMC 2013 November 25.



syduasnue|A Joyiny siapun4 JIAd adoin3 ¢

syduosnuelA Joyiny sispun4 DA @doing ¢

Bordier et al.

Methods

Participants

Stimuli

Page 3

sequences of fixations during viewing of naturalistic pictures (Parkhurst et al., 2002) and
video-clips (Itti, 2005).

While used primarily in eye-movement studies, saliency has been also considered in
electrophysiological studies in monkeys (Gottlieb, 2007; Gottlieb et al., 1998; Thompson et
al., 2005) and fMRI in humans (Bogler et al., 2011; Nardo et al., 2011). These studies have
indicated that visual saliency is represented in visual areas (Li, 2002; VanRullen, 2003), and
can influence activity in higher-order parietal/frontal areas as a function of specific
attentional operations (i.e. efficacy of the bottom-up signals for spatial orienting, Nardo et
al., 2011; winner-take-all mechanism of attentional selection, Bogler et al., 2011). However,
studies employing saliency models took into account only the final “saliency map”, with
little consideration of the possible contribution of the feature-specific maps (Parkhurst et al.,
2002; Itti, 2005; Bartels et al., 2008; but see Itti et al., 1998; Liu et al., 2011). Here we used
concurrently both saliency and feature maps to investigate the impact of bottom-up sensory
signals on brain activity during viewing of complex stimuli.

More recently, the use of computational models of saliency has been extended to the
analysis of complex signals in modalities other than vision. Using an approach analogous to
the original model for vision (Itti et al., 1998; Koch and Ullman, 1985), Kayser and
colleagues proposed a method to compute the saliency of complex, naturalistic auditory
stimuli (Kayser et al., 2005; see also Altmann et al., 2008; Kalinli and Narayanan, 2007).
Again, saliency maps are constructed combining feature maps that, for audition, extract
discontinuities in intensity, frequency and time. Here, for the first time, we propose using
auditory saliency — as well as auditory features — to investigate brain activity recorded while
volunteers were presented with complex auditory stimuli.

Accordingly, the goal of this study was to use computationally-derived indexes of visual and
auditory bottom—up signals (i.e. saliency and features) to assess brain activity during the
presentation of complex audio-visual stimuli (cinematographic material); and to evaluate
this with respect to a conventional block/event condition-based analysis (cf. Exp 1) and a
fully data-driven approach (ICA).

This study included two experiments. Eight healthy volunteers took part in the first
experiment (Expl; 2 males, range: 21-24, mean age: 23) and seven different volunteers in
the second experiment (Exp2a and Exp2b; 1 male, range: 21-23, mean age: 22). All
volunteers were Italian speaking, had normal or corrected-to-normal vision, and did not
report any neurological impairment. After having received instructions, all participants gave
their written consent. The study was approved by the independent Ethics Committee of the
Santa Lucia Foundation (Scientific Institute for Research Hospitalization and Health Care).

In Experiment 1, subjects were asked to view half of an episode of the TV-series “24” (21
min 40 s). For this experiment, we manipulated the original video by switching on-and-off
color, motion and/or sound at variable intervals. This provided us with a dataset containing a
known correspondence between the stimuli and sound/feature-related sensory processes,
which enabled us to perform conventional “condition-based” analyses (see below). The
three sensory streams (sound: on/off; motion: motion/static; color: color/black-white) were
switched on-and-off in blocks with durations ranging between 8.3 and 43.7 s. The time
course of the on-off sequences was independent in the three streams, thus including all
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possible combinations of the three sound/features input. All subjects were presented with the
same version of the modified video (i.e. same sequences of on/off-sets).

In Experiment 2, subjects were presented with the original version of the video, without any
manipulation of sound, motion or color. Thus, unlike Exp1, now there was a continuous and
unknown change of the different sensory input over time. The experiment was divided into
two scanning sessions that consisted of the presentation of the first half (Exp2a: 21 min 40 s)
and the second half (Exp2b: 20 min 07 s) of the same *“24” episode used in Expl. None of
the volunteers of Exp2 had taken part in Expl, so they watched the TV episode for the first
time. The fMRI data analyses were carried out separately for Exp2a and Exp2b, with the aim
of assessing the reproducibility of the results.

For both experiments, visual stimuli were back-projected on a semi-opaque screen at the
back of the magnet. Participants viewed the screen through a mirror located above their
eyes. The size of the visual display was approximately (24°x16° visual angle); the sound
was presented via MRI-compatible headphones.

Parameterization of visual/auditory features and saliency

Visual saliency model—The visual saliency model allows identification of salient
locations within a given image (ltti et al., 1998; Koch and Ullman, 1985). Our current
implementation was modified from the software available at: http://
www.saliencytoolbox.net. This considers static visual features only (intensity, color and
orientation), while here we added motion and flicker contrasts for the analysis of our
dynamic visual stimuli (see Itti and Pighin, 2003). The step-by-step detailed description of
the procedures and the specific parameters used to compute the visual saliency maps are
reported in the Supplementary materials (Table S1).

Modeling consists of decomposing the input image/s into a set of distinct “channels” using
linear filters tuned to specific stimulus dimensions. This decomposition is performed at
several levels, extracting contrasts at different spatial scales (Gaussian pyramids; Greenspan
et al., 1994). The scales were created using pyramids with 9 levels. Together with intensity,
color and orientation, here flicker was computed from the absolute difference between the
intensity of the current frame and that of the previous frame. Motion was computed from
spatially-shifted differences between the intensity pyramids from the current and the
previous frame (Itti and Pighin, 2003; Reichardt, 1987). Center-surround interactions are
then implemented as differences between fine and coarse scales of the pyramids, here using
a set of 6 cross-scale subtractions for each channel of each feature (Itti and Pighin, 2003;
Walther and Koch, 2006; see Table S1, for details). This produced a total of 72 maps, with 6
maps for the intensity feature (1 channel: on/off contrast); 12 maps for the color feature (2
channels: red/green and blue/yellow contrasts); 24 maps for the orientation feature (4
channels: contrasts at 0°, 45°, 90° and 135°); 24 maps for the motion feature (4 channels:
contrasts at 0°, 45°, 90° and 135°); and 6 maps for the flicker feature (1 channel: on/off
contrast).

Iterative non-linear filtering was used to simulate the competition between salient locations
(4 iterations). Each iteration consists of convolving the maps with a 2D Difference of
Gaussian (DoG,; Itti and Koch, 2000, see also Table S1). This imitates self-excitation and
inhibition induced by neighboring peaks, thus implementing competitive interactions
between different spatial locations in the map. After this, for each of the 5 features, the maps
were summed across scales (at equivalent pixel locations) to generate the “conspicuity
maps”. Each feature was given equal weight (=1), taking into account the number of maps
available for that feature (cf. above and Table S1). These un-normalized conspicuity maps
were used to compute feature-specific regressors for the fMRI analyses (see section below).
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To generate the final saliency map, each conspicuity map was normalized again with the
DoG filter, the five normalized conspicuity maps were summed across equivalent pixel
locations, and normalized once more with the DoG filter (ltti and Koch, 2000; Itti et al.,
1998; see Table S1). The final spatial resolution of the maps was 33 by 45 pixels.

In sum, for each frame of the movie we generated one saliency map and five feature-specific
maps (intensity, color, orientation, motion and flicker) that were then used to construct
saliency and feature-specific regressors for the fMRI analyses, as we detail in the section
“Visual and auditory regressors” below.

Auditory saliency model—The computation of auditory saliency was conceptually
analogous to the model used for visual saliency (see Kayser et al., 2005; and Table S2, for
details). Sound segments from the movie soundtrack (each with 2.08 s duration, see Fig. 1)
were preprocessed using a Fast Fourier analysis (37 ms windows, 95% overlap, frequency
band 100 Hz to 10 kHz and decision regions of 20 Hz, Shamma, 2001). This resulted in a
time-by-frequency image of 136-by-62 pixels, for each 2.08 s auditory segment. These
images were then analyzed using feature detectors on different scales (i.e. Gaussian
pyramids with 8 levels; see Table S2). The features extracted were intensity, frequency
contrast, temporal contrast (cf. Kayser et al., 2005), plus orientation. The orientation contrast
mimics the dynamics of auditory neuronal response to moving ripples in the primary
auditory cortex (Kalinli and Narayanan, 2007). Center-surround differences were then
computed with a set of 4 cross-scale subtractions (see Table S2). The cross-scale subtraction
was performed for each channel of each auditory feature (i.e. 1 channel for intensity,
frequency, and temporal, and 2 channels for orientation) producing a total of 20 auditory
maps.

All 20 maps were normalized using DoG filters (Itti and Koch, 2001; Kalinli and
Narayanan, 2007; see Table S2, for the parameters details) and combined into conspicuity
maps using across-scale additions at equivalent pixel locations (weight=1, for each of the
four features). These maps were used to compute the feature-specific auditory regressors for
the fMRI analyses (see section below). Finally, the DoG normalization was performed again
on the conspicuity maps and the results were summed to obtain the final auditory saliency
map (see Table S2). The maxima of the saliency map define salient points in the 2-D time-
frequency auditory spectrum.

The extraction of the auditory conspicuity/saliency maps was performed considering 2.08 s
segments (corresponding to the repetition time of the fMRI), because center-surround and
normalization steps would be inappropriate at temporal scales of several tens of minutes (i.e.
total soundtrack duration). Nonetheless, we enabled interactions between sounds in different
segments by computing conspicuity/saliency maps in segments with 50% overlaps and then
averaging values over the overlapping time-frames (see Fig. 1). This procedure generated
one saliency map and four feature-specific maps (intensity, temporal, frequency and
orientation contrast) for each segment (duration=1 TR) and each channels (right and left).
Left and right channels were then averaged before constructing the regressors for the fMRI
analyses, see section below.

Visual and auditory regressors—The methods described above provided us with
saliency maps and feature-specific maps (i.e. the un-normalized conspicuity maps) for vision
and audition. The next step was to convert these high-dimensional matrices (vision: vertical
positionxhorizontal positionxtime; audition: frequencyxtime) into regressors for the SPM
design matrix, with a single value for each fMRI volume (see Fig. 1, for a schematic
representation of this procedure).
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For the visual features, we estimated the mean value of each un-normalized conspicuity map
(i.e. over the vertical and horizontal spatial dimensions) and averaged this to the fMRI
repetition time (i.e. from 25 points per second, to 1 point per TR=2.08 s). For the visual
saliency maps, which contain discrete clusters (e.g. see Fig. 1), we computed the mean of
each cluster, and then averaged these values across all clusters and re-sampled to the fMRI
repetition time.

For the auditory features, we averaged the values of the unnormalized conspicuity maps
over frequency and time within each segment. Since segments were chosen to have the same
duration as the fMRI repetition time, no further re-sampling over time was required. For the
auditory saliency, we extracted the maximum value over frequency for each time point of
the map and then averaged over time. Note that we used different approaches for visual
saliency (mean over clusters) and auditory saliency (maximum over frequencies), because
the two corresponding saliency maps are markedly different (cf. Fig. 1, vision on the left and
audition on the right; with most pixels equal to zero in the auditory saliency map).

Finally, all vectors (1 saliency and 5 features, for vision; 1 saliency and 4 features, for
audition) were convolved with the SPM8 hemodynamic response function (HRF) in order to
generate the final 11 regressors used as predictors in the SPM design matrix.

FMRI acquisition and pre-processing

Images were acquired with a Siemens Allegra (Siemens Medical System Erlangen,
Germany) 3 T scanner equipped for echo-planar imaging (EPI). A transmit-receive
quadrature birdcage head coil was used. Functional imaging data were acquired using
gradient-echo echo-planar imaging (TR/TE=2.08 s/30 ms, flip angle=70 °, matrix 64x64,
voxel size=3%3 mm in-plane, slice thickness=2.5 mm; 50% distance factor), with 32
contiguous transverse slices covering the entirety of the cerebral cortex.

The data were pre-processed using SPM8 (Wellcome Trust Centre for Neuroimaging,
London, UK). After discarding the initial volumes (4 for Exp 2a/b; and 24 for Expl, because
of hardware stabilization problems), the remaining volumes (Expl: 611; Exp2a: 627; Exp2b:
583) were slice-timed, head-motion realigned and normalized to the standard MNI EPI
template space (voxel-size re-sampled to 3x3x3 mm3). Finally, the data were spatially
smoothed with a 8x8x8 mm? full-width at half-maximum Gaussian kernel.

fMRI analyses

fMRI data assessment was carried out using hypothesis-based analyses (general linear
models, GLMs) and a data-driven approach (independent component analysis, ICA). Both
GLMs and ICA analyses used a fixed-effects approach, because here we did not seek to
generalize inference to the population. Rather, our aim was to evaluate and compare
different methodological approaches for the investigation of brain activity during
stimulation with complex and dynamic stimuli. Thus, here statistical inference concerns only
the groups of subjects who took part in the current experiments. However, note that we
performed analogous analyses with three independent datasets (Expl, 2a and 2b; including
two different groups of subjects) seeking to confirm the reproducibility of our results.

Condition-based GLM analysis (Expl only)—Exp1 entailed the experimental
manipulation of sound, motion and color on/off-sets. This enabled us to perform a standard
“condition-based” GLM analysis (SPM8). The statistical model included 6 predictors of
interest; plus subject-specific realignment-parameters and session/subject constants, as
effects of no interest. For each condition (sound, motion, color), the predictors of interest
included one regressor for the sustained block-effect (variable duration=8.3-43.7 s) and one
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for the transient block-onset (duration=0), convolved with the canonical hemodynamic
response function (HRF). The time-series were high-pass filtered at 128 s and pre-whitened
by means of autoregressive model AR(1). Statistical significance was assessed using three
F-contrasts testing for the combined effect of block- and event-predictors, separately for
sound, motion and color. The threshold was set to voxel-level p-FWE=0.05, corrected for
multiple comparisons considering the whole brain as the volume of interest (see also legend
of Fig. 2).

Features and saliency-based GLM analyses—The main aim of the current study was
to assess whether parameters derived from computational analyses of complex and dynamic
audio-visual stimuli predict brain activity measured during viewing of these complex
stimuli.

For all three datasets (Expl, 2a and 2b), we constructed GLMs including regressors derived
from visual and auditory conspicuity maps (feature-predictors); plus regressors derived from
visual and auditory saliency maps (saliency-predictors). Visual features included 5
regressors related to color, intensity, orientation, motion and flicker contrasts; auditory
features included 4 regressors related to intensity, frequency, temporal and orientation
contrasts (see section above for details). Accordingly, each GLM model comprised 11
regressors of interest, plus subject-specific realignment-parameters and the session constant
as effects of no interest. The data were high-pass filtered at 128 s and pre-whitened by
means of autoregressive model AR(1).

Because of the high correlation between the GLM regressors (cf. also Bartels et al., 2008),
the significance of the feature-predictors was assessed using F-contrasts testing for the
combined effect of the 5 (visual) or the 4 (auditory) features. The highest correlations
concerned the within-modality feature-regressors, in some cases with r-values>0.9. The
correlation between feature- and saliency-regressors had a lower range (-0.19 to 0.64). The
between-modalities correlations were relatively low compared with the within-modality
correlations (the highest r-value was =0.46; between visual motion and auditory frequency
contrast, in Exp2b). It should be noted that the high correlations between regressors will
affect the specific values of the GLM parameter estimates, but not the significance of the fit
of the model (Andrade et al., 1999). This is the reason why we used F-tests jointly assessing
the significance of all feature-regressors within each modality, and do not report any
statistics about single features. The statistical threshold for the F-tests was set to voxel-level
p-FWE=0.05, corrected for multiple comparisons considering the whole brain as the volume
of interest. For each dataset, the corresponding minimum voxel-level F-value is reported in
the legend of Fig. 3.

For the saliency predictors, which had lower correlations with the other regressors in the
model, we used t-tests looking for areas where activity increased with increasing visual and/
or auditory saliency. It should be noted that because the GLMs included both features and
saliency regressors in the same model, these t-tests will highlight brain activation associated
with saliency over and above any feature-related effect: i.e. the saliency-regressors will fit
variance that cannot be accounted for by any combination of the feature-regressors. For
these more subtle tests, the threshold was set at p-FWE=0.05 corrected for multiple
comparisons, but now at the cluster-level. The cluster-level statistics combines peak-high
and cluster-size and requires an additional voxel-level threshold to define the cluster-size.
This additional voxel-level threshold was set at p-unc.=0.001, corresponding to a minimum
voxel-level T-value=3.09, and the minimum cluster-size was 80 voxels (both for visual and
auditory saliency, in all three datasets). Again, the thresholding procedure ensured
correction for multiple comparisons at the whole brain level.
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Independent component analysis (ICA)—The three pre-processed datasets (Expl, 2a
and 2b) were submitted to the “spatial ICA” Toolbox GIFT (http://icath.sourceforge.net;
Calhoun et al., 2001a). Using the InfoMax ICA algorithm (Bell and Sejnowski, 1995) and
the “minimum description length criterion” (Li et al., 2006) we extracted 25 components for
Expl, and 28 components both for Exp2a and for Exp2b.

We seek to assess the consistency of the spatial patterns of the components between datasets
by computing a “% overlap” index. For this, we considered all possible combinations
(triplets) including one component of each dataset. For each triplet, the “% overlap” index
was calculated as the sum of the number of voxels common to the three datasets divided by
the number of voxels in the component with fewer voxels. The index is equal to O if there is
no voxel common to the three datasets; and is equal to 1 (i.e. 100% overlap) if all voxels of
the dataset with the “smaller component” (i.e. fewer voxels) are also found in the other two
datasets. Following the computation of this index for all possible triplets (n=19600), we
considered further only components that belonged to triplets with an index larger than 50%.
This allowed us to identify 15 consistent components. Out of these, by visual inspection, 5
were categorized as artifacts (i.e. ridges at the border of the brain, eye-balls, or cerebrospinal
fluid). Accordingly, we retained 10 consistent components that we could identify in each of
the three datasets (see Fig. 5 and Fig. S1, in the Supplemental material). To facilitate
comparisons between the three datasets, consistent components were tentatively labeled as
“visual” (2 components), “auditory” (1 component) or “other” (7 components); see Results
section for details about these components.

The GIFT Toolbox offers the possibility to realize multi-regressions between the temporal
profile of each ICA component and predictors from SPM models. Here, we used the same
SPM models as in our GLM analyses (see above). Separately for the three datasets, we
considered features and saliency predictors and computed corresponding r-square values for
each of the 10 consistent components (see Fig. 6). The r-square values capture the
relationship between the temporal profile of each ICA component and changes of the
features or saliency over time. Corresponding F-values were computed as follows:

_ (R*/k)
(1-R%)/(N—-k-1)

N number of points/scans in the component
k number of tested regressors.

We report as statistically significant r-square coefficients with associated p-values<0.001
(see Fig. 6).

Condition-based GLM analysis (Exp 1 only)

The results of the GLM analysis based on standard condition-specific regressors (on/off of
sound, color and motion) are presented in Fig. 2 and Table 1. Activation maps report the F-
statistic jointly testing for sustained (block) and transient (event) activation associated with
the three types of input that were manipulated experimentally in Expl.

The color-related F-contrast revealed activation in medial occipital regions, right superior
occipital gyrus and in the right inferior occipital gyrus (Fig. 2A). The latter may correspond
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to the color sensitive visual area V4, with 77.8% of the small activation cluster (8 voxels)
localized in V4 according to the SPM Anatomy Toolbox.

The motion-related contrast highlighted bilateral activation of the occipital cortex and the
occipito-temporal junction. This included the entirety of motion sensitive visual area V5/MT
(100% of V5/MT in both hemispheres, according to the SPM Anatomy Toolbox). However
activation extended well beyond visual occipital cortex, with clusters located in the posterior
parietal cortex, temporal and frontal regions plus the insulae (cf. Fig. 2B and Table 1). This
extensive pattern of activation can be explained considering that the “motion vs. no-motion”
contrast effectively compared watching dynamic visual stimuli — entailing the presentation
of many different objects, scenes, events, etc. — versus just looking at a single static picture.
Somewhat surprisingly, this contrast also revealed activation of the posterior part of the
superior temporal gyrus: an area that responded to auditory stimulation (see section below)
and that included parts of the primary auditory cortex in Heschel’s gyrus (see Table 4).
Since the F-test is non-directional and can identify both positive and negative BOLD
responses, we inspected the parameter estimates associated with block and event motion-
regressors in the superior temporal gyrus. This revealed a positive effect for the sustained/
block regressor (with the transient-response not different from zero), suggesting crossmodal
activation of auditory cortex by visual signals.

The sound-related contrast showed bilateral activation of the superior temporal gyrus,
including nearly the whole of the primary auditory cortex (see Fig. 2C and Table 4).
Additional clusters of activation comprised the middle and the inferior frontal gyrus, as well
as a cluster in medial frontal cortex (see Table 1). Sound-related effects were found also in
the occipital cortex (see Fig. 2C, left panel), even though inspection of the parameter
estimates revealed that this was driven primarily by negative sustained/block parameters
associated with the sound-regressor. This would be consistent with sound-induced
deactivation of visual cortex (Laurienti et al., 2002).

Feature-based GLM analysis

Next we turned to the GLM analyses that used predictors based on features and saliency
indexes derived from computational analyses of the audio-visual stimuli.

In Expl, the F-contrast assessing the 5 regressors based on visual features highlighted
significant effects within occipital cortex, with clusters comprising the medial surface (i.e.
primary visual cortex), superior and inferior occipital gyri and the occipito-temporal
junction. The latter overlapped with the motion-related effect found with the condition-
based analysis (cf. Figs. 2B and 3A, two leftmost columns). This contrast also reveled
effects of visual features in the posterior parietal cortex and, consistent with the condition-
based GLM, cross-modally in the superior temporal gyrus (see also Table 4). Compared
with condition-based analyses, the visual-features contrast now showed less extensive
activation in the frontal and pre-frontal cortex, suggesting greater selectivity of the feature-
based GLM that did not require comparing dynamic vs. static visual input (cf. motion
contrast in Fig. 2B).

The F-contrast assessing the 4 auditory-features revealed a pattern of activation consistent
with the condition-based analysis (cf. Figs. 2C and 3A rightmost panel). Auditory features
were found to affect activity in the superior temporal gyrus bilaterally, including the primary
auditory cortex (see Table 4). Also the feature-based GLM confirmed that auditory features
affected activity in occipital cortex, with significant clusters found in medial and lateral and
inferior occipital cortex (see Table 2, Expl). However, because of the high correlations
between features-regressors the interpretation of the corresponding parameter estimates is
ambiguous (see Methods section). Hence, unlike for the standard block/event GLM analysis,
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we cannot conclude whether auditory features increased or decreased activity in visual
cortex.

Overall, the computational feature-based approach was able to replicate the results of the
more traditional condition-based analyses. However, it should be noted that in Exp1 feature-
based regressors entailed on-off transitions similar to the condition-based regressors,
because of the experimental manipulation of the videos. Accordingly, we seek to confirm
the results of the feature-based analyses in Exp2a and Exp2b, neither of which included any
such artificial manipulation.

Concerning the visual features, F-contrasts in Exp2a and Exp2b revealed patterns of
activation similar to Exp1 (see Figs. 3B and C, two leftmost columns; and Table 2). These
included the expected effects in occipital cortex (striate and extra-striate), plus several
clusters in parietal and temporal cortex. Nonetheless, the “cross-talk” between vision and
audition (i.e. changes of visual features showing co-variation with activity in auditory areas)
now concerned primarily areas in the superior temporal sulcus, rather than the primary
auditory cortex in the superior temporal gyrus (cf. Table 4, with clusters including only a
small part of area TE.3).

The pattern of activation associated with the auditory features was also similar between
datasets (see Figs. 3A-C rightmost columns and Table 2). As in Expl, also Exp2a and
Exp2b highlighted main foci of activation in the superior temporal gyrus, including most of
the primary auditory cortex (see Table 4). Again, the auditory features contrast revealed
some modulation of activity in occipital cortex, with significant clusters in medial regions in
Exp2a and lateral plus inferior occipital gyrus in Exp 2b. At a lower threshold, Exp2a also
showed clusters in the lateral occipital gyrus bilaterally (see Table 2, in italics), identifying
the lateral occipital gyrus as the region with the most consistent crossmodal effect of
audition in visual occipital cortex.

In summary, feature-based GLMs derived from the computational analyses of the complex
and dynamic audio-visual stimuli consistently identified sensory-related responses in
occipital and posterior parietal regions for vision and superior temporal gyrus for audition.
In addition, in agreement with the condition-based analysis of Exp1, the feature-based
GLMs highlighted some cross-talk between modalities; with visual features affecting
activity in the superior temporal cortex and auditory features affecting activity in the lateral
occipital cortex.

Saliency-based GLM analysis

A main aim of the current study was to identify candidate BOLD correlates of visual and
auditory saliency, and — more specifically — to identify any such effect after accounting for
changes of low-level sensory features. Thus, within the GLMs that included also the 9
regressors related to visual and auditory features, we tested for the effects of visual and
auditory saliency.

For the visual saliency predictor we found consistent effects across the three datasets in the
lateral occipital cortex, with activation extending posteriorly to the occipital pole (see Fig. 4,
leftmost panels; and Table 3). In Exp 2b, visual saliency was found to co-vary significantly
with activity in the right posterior parietal cortex. An analogous cluster was found in ExpZ2a,
but only at a lower statistical threshold (see Fig. 4B central panels, and Table 3). In these
areas the BOLD signal increased with increasing saliency, over and above any change
induced by features.
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The auditory saliency predictor highlighted a selective and consistent effect in the superior
temporal gyrus (see Fig. 4 rightmost column, and Table 3). This included the primary
auditory cortex in Heschel’s gyrus (see Table 4), with some overlap between activation
related to auditory features and the effect auditory saliency. Nonetheless, in Exps 2a and 2b,
which did not include any experimental auditory on/off-sets, the saliency-related effects
extended more laterally and anteriorly compared with feature-effect and did not include
regions posterior to Heschel’s gyrus (compare Figs. 3B-C versus Figs. 4B-C, rightmost
panels). Overall these results indicate that auditory saliency boosted activity in the auditory
cortex, over and above any effect of low-level auditory features (i.e. changes of intensity
and/or frequency).

Independent component analysis (ICA)

The three datasets (Exp1, 2a, 2b) were submitted to “spatial ICA”, extracting 25 components
for Expl, and 28 components both for Exp2a and for Exp2b. We were able to identify 10
components showing consistent spatial patterns across the three datasets (see Methods
section). These are shown in Fig. 5 and in the Supplemental material (Fig. S1). In order to
facilitate comparisons between datasets, the ten components were tentatively categorized in
two “visual” (V-comp), one “auditory” (A-comp) and seven “others” (O-comp) components.

The first “visual” component included lateral, dorsal and ventral occipital cortex (V-compl);
while the second “visual” component comprised medial occipital regions, including the
primary visual cortex (V-comp2). The “auditory” component included superior and middle
temporal regions, comprising the primary auditory cortex (A-compl). The “other”
components included primarily high-level associative areas in frontal and parietal cortex
(see Fig. S1). Briefly, O-compl: medial frontal gyrus and bilateral insulae (cf. “salience
network”, Seeley et al., 2007); O-comp2: lateral occipital cortex, posterior and intra-parietal
cortex, bilaterally; O-comp3: dorsal and ventral fronto-parietal regions, in the left
hemisphere (“left memory network”, Damoiseaux et al., 2006); O-comp4: dorsal and ventral
fronto-parietal regions, in the right hemisphere (“right memory network”, Damoiseaux et al.,
2006); O-comp5: cuneus and precuneus; O-comp6: posterior cingulate, medial frontal cortex
and bilateral temporo-parietal junction (“default mode network”, Raichle et al., 2001). O-
comp?: ventral occipital cortex and dorsal cerebellum (note: for completeness this
component was retained, however it may in fact correspond to an imaging artifact, i.e.
cerebrospinal fluid, see Fig. S1).

We sought to highlight possible correspondences between the ICA output and the GLM
results. We computed multi-regression r-square values between each ICA component and
the GLM regressors associated with visual/auditory features and saliency. The results are
displayed in Fig. 6. Concerning features, we found the expected dissociation between the
two modalities, with VV-compl and V-comp2 showing highest r-squares with the visual
features (Fig. 6A, first and second rows, columns 1-3), and A-compl showing highest r-
squares with the auditory features (third row, columns 4-6). These effects were all
statistically significant (p<0.001, see also legend Fig. 6). These analyses showed also several
other significant associations between the ICA components and the GLM features-predictors
(see Fig. 6A, values highlighted in bold).

The correlations between the ICA components and the saliency GLM predictors were
generally lower (see Fig. 6B). Only in Expl did we find a significant relationship between
visual saliency and VV-comp1l (p<0.001; Fig. 6B; first row, column 1). In Exp2a, V-compl
was again the component with the highest r-squared value, albeit this did not reach full
significance at the p=0.001 threshold (i.e. p<0.002), while in Exp2b the component that
correlated most with visual saliency was O-comp2 (p<0.016). The pattern of correlations
related to auditory saliency was more clear: in all three datasets highest r-square values were
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associated with the “auditory” ICA component (A-compl,; third row, columns 4-6; all p-
values<0.001). This matches the results of the GLM analyses that revealed robust effects of
auditory saliency in the superior temporal gyrus (cf. Fig. 4 most right column).

Discussion

We used computationally-derived indexes of visual and auditory bottom—up sensory input
(saliency and features) to investigate brain activity during the presentation of complex
audio-visual stimuli, and we related this to both a conventional block/event condition-based
analysis (cf. Exp 1) and a fully data-driven approach (ICA). Analyses based on visual and
auditory features identified changes of BOLD signal in occipital visual cortex and auditory
superior temporal cortex, respectively. These patterns were consistent with the results of the
condition-based analyses of Exp 1. Visual saliency was found to co-vary positively with
activity in extra-striate visual cortex plus the posterior parietal cortex, while auditory
saliency was found to boost activity in the superior temporal cortex. The ICA highlighted
the implication of several networks during the presentation of the complex audio-visual
stimuli. These included “sensory” networks comprising visual and auditory areas, where
activity co-varied with the computationally-derived indexes of visual and auditory sensory
input. This set of results shows that the combination of computational modeling and GLM
enables tracking the impact of bottom—up signals on brain activity during viewing of
complex and dynamic multisensory stimuli.

The investigation of brain activity using naturalistic material has been gaining an increasing
amount of research interest, with the development of different methodologies for the
analysis of these complex datasets (e.g. Hanson et al., 2009; Haxby et al., 2011; Kauppi et
al., 2010; Nishimoto et al., 2011). Pioneering work has made use of entirely data-driven
methods to highlight critical regions of the brain during vision of complex stimuli. For
example, using ICA Bartels and Zeki (2004) identified brain areas that showed distinct
fMRI time-courses during movie watching and demonstrated that these temporal patterns are
correlated across subjects (see also Hasson et al., 2004). However, purely data-driven
methods do not provide us with an explicit way of assessing hypotheses about the role
played by brain areas or networks. Hence, effort has focused on new methodologies that
seek to identify the specific sensory, motor and/or cognitive aspects of the complex input
driving these consistent spatial and temporal patterns. These include comparing ICA results
during viewing of complex stimuli vs. rest (Bartels and Zeki, 2005) or between different
viewing contexts (e.g. Meda et al., 2009). Others have resorted to hypothesis-driven
methods, identifying critical events within the complex stimuli (via scene analysis and/or
behavioral measures) and using standard GLM to highlight changes of brain activity
associated with these relevant epochs or events (e.g. Wagner et al., 1998; Nardo et al., 2011;
see also Hasson et al., 2008).

Using explicit subjective judgments, Bartels and Zeki (2004) investigated attribute
selectivity during natural viewing of a movie. Subjects were asked to rate the intensity of
perception of color, faces, language and bodies. Ratings were then used as regressors for
fMRI analyses (GLM) showing that activity during movie watching correlated with the
subjective perception in the expected brain regions: V4 for color, fusiform face area for
faces, Wernicke’s and auditory areas for speech and the extra-striate body area for bodies.
Nonetheless, in order to obtain the subjective ratings, the protocol required interrupting the
movie every 2.5-3 min; and — most critically — a single “rating value” had to be associated
with an entire 2.5-3 min block of fMRI data (see also Rao et al., 2007, who used motion-
related judgments every 6 s, but their ratings were made by a separate group of subjects
outside the scanner).
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Here we used a more formal approach to quantify the strength of specific sensory features
(i.e. not based on subjective ratings or observer-based scene analysis) that also allowed us to
track feature-changes on a much shorter time scale (i.e. visual features were initially
extracted for each video-frame). For the visual modality, the combination of regressors
based on intensity, color, orientation, motion and flicker discontinuities highlighted co-
variation with activity in striate and extra-striate occipital areas, plus posterior parietal
cortex and inferior temporal areas. Because of the high correlations between predictors we
could not identify the specific contribution of each regressor/feature, which is a limitation of
the methods presented here (see also Methods section). Nonetheless, comparing the results
of the feature-based analysis with a standard block/event approach (cf. Exp 1) indicates that
the feature-based analysis suitably identified relevant regions in occipital and posterior
parietal cortex. Moreover, the feature-based approach revealed a more restricted (and
possibly more selective) set of brain areas compared with the standard block/event analysis,
which was found to activate also extensive regions in frontal cortex when comparing motion
vs. static conditions.

Bartels et al. (2008) also extracted movie statistics on a frame-by-frame basis for GLM
analyses (see also Whittingstall et al., 2010) and considered specifically the effect of local
vs. global motion. This enabled identification of motion-related responses in V5/MT (local
motion) and, dorsally, in the medial posterior parietal cortex (global motion). Our standard
block/event motion-related contrast in Expl and all feature-based analyses (Expl, 2a and
2b) revealed consistent activation both in the lateral occipital cortex (possibly corresponding
to V5/MT) and in the posterior parietal cortex. The feature-based analyses included also the
ventral occipital cortex, where the block/event-analysis found a small color-selective cluster
(possibly corresponding to area VV4; see Goddard et al., 2011, who compared blocks of color
vs. black-and-white videos), and the striate visual cortex that did not respond to motion in
Bartels et al. (2008) but was shown to be strongly modulated by visual contrast in
Whittingstall et al. (2010).

Our main contribution here is that we used a biologically-plausible computational model to
extract multiple visual features (and auditory features, see below) and concurrently indexed
attention-related visual saliency (Itti and Koch, 2000). Hence, we mapped how physical
changes of the sensory input affect brain activity and, at the same time, we highlighted the
impact of these changes on “higher-level” attentional selection operations. This revealed that
visual saliency affected activity in visual cortex and posterior parietal cortex over and above
any effect of simple features. Previous studies have associated both the parietal cortex and
the occipital visual cortex with the neural representation of visual saliency (Constantinidis
and Steinmetz, 2005; Gottlieb et al., 1998; Mazer and Gallant, 2003; see also Nardo et al.,
2011; see also Bogler et al., 2011, for related findings using fMRI). In the current study, we
demonstrated an effect of visual saliency even after accounting for the influence of low-level
features. Hence our current results support the view that saliency-related activity in extra-
striate cortex and PPC can be attributed to bottom—up attentional operations beyond mere
sensory processing (cf. Bogler et al., 2011; Nardo et al., 2011).

Together with the modeling of visual features and visual saliency, here, for the first time, we
used the same computational approach to investigate the representation of auditory features
and auditory saliency in the human brain. Behavioral experiments have shown that auditory
saliency affects discrimination of both linguistic (Kalinli and Narayanan, 2008) and non-
linguistic (Kayser et al., 2005) natural sounds. Previous imaging studies manipulated sounds
along several dimensions likely to affect auditory saliency (e.g. Barker et al., 2011; Strainer
et al., 1997; Westerhausen et al., 2010), but never formally quantified features and saliency
changes at the same time. For example, Strainer et al. (1997) found that increasing the
complexity of the auditory input (pure tones, stepped-tones, speech) leads to progressively
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greater activation within the primary auditory cortex and to the extension of activation to
neighboring auditory association areas. Our fMRI analyses here made use of regressors
based on contrasts along different auditory-dimensions: intensity, time, frequency and
orientation, with the latter considering concurrent changes in time and frequency (Kalinli
and Narayanan, 2007). As for the visual features, due to the high correlation between the
feature predictors, we assessed the combined influence of all features together,. This
revealed that, overall, these low-level changes affected activity in primary auditory cortex
and surrounding areas in the superior temporal cortex. Our results are consistent with recent
studies that have also used computational methods to characterize low-level changes in
complex sounds and reported co-variations with BOLD activity in the superior temporal
cortex (Leaver and Rauschecker, 2010; Lewis et al., 2012). Here we go further by
delineating the additional effect of auditory saliency, over and above mere feature-related
changes. Compared with the effect of features, the saliency-related modulation extended
from Heschl’s gyrus anterior-laterally within the superior temporal gyrus. This is in
agreement with the spatial distribution of physically-driven responses (here, features) vs.
attentionally-driven responses (here, saliency) in the auditory cortex, that previous studies
reported in the context of endogenous rather than stimulus-driven attention (Petkov et al.,
2004; see also Woods et al., 2009). These findings also fit with the proposal that regions
anterior to the primary auditory cortex extract salient object-related information during
“scene analysis” of complex auditory input (Lewis et al., 2012).

Together with the effect of visual features/saliency in visual and parietal cortex and the
effect of auditory features/saliency in superior temporal regions, we also found some “cross-
talk” between the two modalities (see Fig. 3). Crossmodal effects in “sensory-specific” areas
have been reported in a variety of contexts (e.g., spatial attention, McDonald et al., 2000;
object recognition, Amedi et al., 2005; speech perception, Calvert et al., 2000; see also
Brosch et al., 2005 for related studies in primates) and an extensive discussion of these
influences is not within the scope of the current study (e.g. see Driver and Noesselt, 2008;
Ghazanfar and Schroeder, 2006; Macaluso et al., 2005, for reviews). Nonetheless, it is worth
briefly considering the dissociation between de-activation of visual areas by sound versus
activation of auditory cortex by vision (cf. standard block/event-analyses in Exp 1). De-
activation of visual cortex during unimodal auditory stimulation has been reported before,
but this was accompanied by corresponding de-activation in auditory areas during visual
stimulation (Laurienti et al., 2002). By contrast here we found that vision enhanced activity
in auditory cortex (see also Tanabe et al., 2005). Moreover, Exp2a and Exp2b revealed
crossmodal influences of vision in auditory cortex associated with low-level changes of
visual features rather attention-related visual saliency. This speaks against a general
attentional account (e.g. Macaluso and Driver, 2005), rather suggesting that the influence of
vision on audition here may relate to the use of visual input to extract information about the
temporal dynamics of the complex stimuli (van Atteveldt et al., 2007), even when the
stimuli were presented only visually in Exp 1 (e.g. see Calvert et al., 1997).

In the current study, we used features and saliency-based predictors also to assess
components derived from ICA analyses. Fully data-driven ICA revealed 10 components that
could be consistently identified across the three datasets. Examination of the spatial patterns
lead us to categorize these into two “visual” components, one “auditory” component and 7
“other” components, the latter including associative regions in frontal, parietal and temporal
cortices (see Results section, and Fig. S1). Many of these components can be observed also
during resting-state fMRI, suggesting that correlated spatio-temporal patterns may arise
because of the intrinsic connectivity between regions belonging to each component
(Damoiseaux et al., 2006; see also Bartels and Zeki, 2005). Therefore, the issue arises about
how to relate ICA patterns with specific functions associated with the processing of the
complex stimuli (e.g. Lahnakoski et al., 2012; see also Calhoun and Pearlson, 2012).
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Previous studies that have resorted to different combinations of ICA and GLM analyses
have, unlike in the current study, typically required presenting stimuli in non-naturalistic
conditions (Naumer et al., 2011), involved experimental manipulation of the stimuli
(Malinen and Hari, 2011) or relied on subjects’ behavior (Meda et al., 2009).

In a previous study, Lahnakoski et al. (2012) investigated the relationship between audio-
visual signals and ICA components. Using a combination of manual and automatic stimulus
annotations, the authors extracted both low-level features (e.g. auditory entropy) and higher-
level categories (e.g. speech vs. music) from cinematographic stimuli. For audition, the
results revealed that speech was the main determinant of activity in the two components.
One of these, comprising the STG bilaterally, was also sensitive to low-level auditory
features, thus exhibiting anatomical and functional characteristics similar to the “auditory”
component reported here. For vision, the results highlighted selectivity for low-level features
in a component comprising early visual areas, while higher-order stimulus characteristics
(head vs. hand vs. mechanical motion) affected other components that included extra-striate
areas and associative fronto-parietal cortices.

Here, we used saliency- and feature-regressors to link ICA components with specific aspects
of the complex stimuli. This showed that the components tentatively labeled as “visual”
indeed contained information about dynamic changes of visual features, while the temporal
profile of the “auditory” component correlated with the auditory features. In agreement with
the GLM analyses, the same “sensory” components also showed correlation with
corresponding saliency predictors. Accordingly, the computationally-derived indexes of
visual and auditory bottom-up input enabled us to establish some relationship between ICA
components and sensory processes, without making any use of operator-dependent
annotations. However, unlike the GLM analyses, the combination of these indexes and ICA
did not allow us to highlight the specific contribution of saliency over and above the effects
of features.

In summary, we have demonstrated that activity in auditory cortex co-varies with dynamic
changes of both auditory low-level features and auditory saliency. In vision, feature-related
effects and saliency were found to affect activity in occipital visual cortex as well as in the
posterior parietal cortex. By using features and saliency within the same multiple regression
model, we demonstrate the contribution of saliency over and above any changes of low-level
features, both in visual and in auditory areas. We conclude that the combination of fMRI and
computational modeling enables the tracking of visual and auditory stimulus-driven
processes associated with the viewing of complex, ecologically-valid multisensory stimuli.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Fig. 1.

Schematic representation of the procedures utilized to construct visual and auditory saliency
regressors for the fMRI analyses. Analogous procedures were used to compute the feature-
based regressors (see section entitled Parameterization of visual/auditory features and
saliency see above for details).
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A. Color

B. Motion

C. Sound

Fig. 2.

Results of the standard block/event GLM analysis of Expl. Activations associated with F-
contrasts testing the combined effect of sustained/block and transient/event onset for: A.
Color (color vs. black and white); B. Motion (dynamic vs. static); and C. Sound (sound vs.
silence). Activations are projected on transverse and sagittal sections of the SPM8-MNI
template. All effects are displayed at a threshold of p-FWE-corr.=0.05 (i.e. with a minimum
voxel-level F-value=13.5). Images are in neurological convention (left side of image=left
side of brain).
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Visual Features Auditory Features

Fig. 3.

Results of the GLM analyses using computationally-derived indexes of dynamic changes of
visual and auditory low-level features. Statistical tests considered the combined effects of all
features within each modality (F-contrasts). In all three datasets (A. Expl; B. Exp2a; C.
Exp2b), dynamic changes of visual features were associated with activity in striate and
extra-striate occipital visual cortex and posterior parietal cortex (cf. coronal sections, center
panels). In addition, activity in the superior temporal sulcus also co-varied with visual
features (cf. transverse sections, leftmost panels). Auditory features were associated
primarily with the superior temporal gyrus (cf. rightmost panels), even though a few voxels
were detected also in visual occipital cortex in all three datasets. Activations are displayed at
a threshold of p-FWE-corr.=0.05. The corresponding minimum voxel-level F-values were
7.14 (Expl), 7.01 (Exp2a), 7.02 (Exp2b) for the visual futures; and 8.27 (Expl), 8.11
(Exp2a), 8.13 (Exp 2b) for the auditory features. Also note that the transverse section of the
visual features in Exp2a is displayed at p-unc.=0.001 (minimum F-value=4.11) to show the
effect of vision in the superior temporal sulcus (see also Table 2). Images are in neurological
convention.
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Visual Saliency Auditory Saliency

A. Exp1

Fig. 4.

Results of the GLM analyses testing for the effects of visual and auditory salience. In all
three datasets (A. Expl; B. Exp2a; C. Exp2b), activity in extra-striate occipital visual cortex
co-varied positively with changes of visual salience. In Exp2a and 2b, which made use of
the original un-manipulated version of the video, there was an effect of visual salience also
in the posterior parietal cortex (see coronal sections in panels B and C). Auditory salience
affected activity in the superior temporal gyrus (rightmost panels), where the BOLD signal
increased with increasing salience. Activations are displayed at p-FWE-corr.=0.05, cluster-
level (minimum voxel-level T-value=3.09, minimum cluster-size=80 voxels), but for the
coronal section regarding visual salience in Exp2a (p-unc.=0.001; minimum T-value=3.09,
but minimum cluster-size=10 voxels; see also Table 3). Images are in neurological
convention.
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V-Comp1 V-Comp2 A-Comp1
(overlap 78.5%) (overlap 85.7%) {overlap 81.4%)

Fig. 5.

The three ICA “sensory” components that were found consistently across datasets (A. Exp1l;
B. Exp2a; C. Exp2b). For each component, we report a “% overlap” index that quantifies the
degree of spatial overlap between the three datasets (see Methods, for details). Two
components were labeled as “visual” (V-Compl and VV-Comp2) and one as “auditory” (A-
Compl), here merely based on the anatomical location of the spatial patterns (please see Fig.
6, for further assessments of the ICA components). Additional ICA components that
included higher-order associative regions (O-Comp) are reported in the Supplementary
materials. Activations are displayed at p-unc.=0.001. Images are in neurological convention.
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A. Features B. Saliency
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Fig. 6.

Graphic summary of the results of the multi-regression analyses between visual/auditory
features (A) and saliency (B) and the temporal patterns associated with each ICA
component. For each component, feature/saliency index and dataset (Expl, 2a, 2b) we report
the r-square value of the multi-regression. The color-maps are normalized over column to
visualize the ICA component that was most related to each index, in each experiment —
with brighter colors indicating higher correlations. The r-squared values were transformed
into F-values (see Methods) and corresponding p-values were computed. In the figures, r-
squared values with p<0.001 are highlighted in bold. The results show that the temporal
patterns of “visual” ICA components (V-Compl and V-Comp2, see also Fig. 5) co-varied
most with visual features (panel A, in green); and that the “auditory” component (A-Comp1)
co-varied most with the auditory features (panel A, in red). The “auditory” component also
co-varied with auditory salience (panel B, in red), consistent with the results of the GLM
analyses showing that both auditory features and salience affected activity in the superior
temporal gyrus. Visual saliency was found to co-vary with the temporal profile of VV-compl
(significant r-squared in Exp1l; statistical trend in Exp2a, cf. main text).
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transient/event effects (p-FWE-corr.<0.05, at the voxel level). Co-ordinates and F-values refer to peak-voxels
within each anatomical area. Co-ordinates (mm) are in MNI standard space. Inf/Sup/Post: inferior/superior/

posterior.
H Coord. F-val.
Color
Occipital
Medial occipital cortex L -9 -96 -1 29.98
R 9 -96 -4 17.54
Sup. occipital cortex R 12 -99 20 21.64
Inf. occipital cortex R 30 =75 -19 14.84
Motion
Occipital
Medial occipital cortex L -9 -99 2 38.45
R 12 -99 2 121.73
Lateral occipital cortex L 48 =75 5 501.91
R 51 -69 2 552.86
Sup. occipital cortex L -18 -96 17 129.10
R 12 -99 20 149.21
Inf. occipital cortex L -33 -78 -19 157.29
R 33 -78 -19 287.94
Temporal
Sup. temporal gyrus L -66 -21 -1 23.64
Sup. temporal sulcus L -51 -45 8 73.30
R 51 -39 11 77.95
Parahippocampal gyrus L -18 -30 -4 21.23
R 18 -30 -4 35.50
Parietal
Post. parietal cortex L -18 -69 62 33.35
R 18 -69 59 43.32
Intra parietal sulcus L -36 -48 41 2450
R 57 -33 41 35.06
Frontal
Precentral gyrus L -51 3 50 5.68
R 57 -3 47 21.18
Middle frontal gyrus L -39 24 38 16.37
R 39 42 26 21.74
Medial frontal cortex R 3 30 35 37.31
Insula L -42 18 -10 37.76
R 51 18 -7 39.75
Sound
Temporal
Sup. temporal gyrus L -60 -15 2 159171
R 60 -9 -4 1513.07
Parahippocampal gyrus L -15 =27 -7 22.36
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H Coord. F-val.
R 15 =27 -7 26.27
Occipital
Medial occipital cortex L -9 -99 2 32.44
R 12 -96 17 30.49
Inf. occipital cortex R 21 -78 -7 20.78
Frontal
Middle frontal gyrus L -39 24 41 21.43
Medial frontal cortex L -3 36 35 2041
Inf. frontal gyrus L -42 21 20 20.76
R 42 21 23 24.87
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Table 2

Areas where activity co-varied with dynamic changes of visual (top) or auditory (bottom) low-level features.
Results are reported for the three independent datasets (p-FWE-corr.<0.05, at the voxel level; unless in italic,
then p-unc.<0.001). Co-ordinates and F-values refer to peak-voxels within each anatomical area. Co-ordinates
(mm) are in MNI standard space. Inf/Sup/Post: inferior/superior/posterior.

Expl Exp2a E_XEH)
H Coord F-val Coord F-val Coord F-val
V-features
Occipital
Medial occipital cortex R 9 -96 -1 85.11 6 -93 -1 166.26 9 -93 -1 158.09
Lateral occipital cortex L -48 -75 5 85.92 -45 -78 5 49.29 -48 -78 5 37.62
R 48 -66 2 79.10 48 -75 5 60.76 48 -T2 2 51.78
Sup. occipital cortex L -9 -90 41 22.25 —-24 -90 32 50.38 -12 -90 35 4271
R 18 -90 41 47.88 21 -93 26 79.28 9 -84 41 52.84
Inf. occipital cortex L 24 -84 -19 44.55 -24 -78 -16 59.15 -18 -51 -7 17.93
R 33 -81 -19 74.40 15 -81 -13 98.31 21 -60 -10 40.69
Temporal
Sup. temporal gyrus L -54 -18 5 24.36
R 50 -18 5 18.25
Sup. temporal sulcus L -60 -18 2 2477 - 63 -9 -4 7.25 -60 -24 -4 13.50
R 60 -12 -1 18.96 66 -15 -4 6.19 66 =27 -4 14.61
Inf. temporal gyrus L -45 -48 -25 24.20 -33 -51 -22 17.75 -60 -60 -16 15.00
R 42 -54 -25 36.42 57 -54 -13 11.89 57 -54 -13 13.62
Parahippocampal gyrus L -18 -30 -7 8.75 -24 -30 -1 7.85 =21 -30 -4 8.75
R 18 -30 -4 10.86 21 -30 -1 9.87 24 =27 -7 8.96
Parietal
Post. parietal cortex R 30 -60 53 8.29 21 -69 59 8.32 30 -69 56 11.10
Intra parietal sulcus L -36 -48 41 4.98 -39 -45 44 4.39 -39 -45 41 11.88
R 36 42 44 9.10 51 -42 47 514 51 -45 50 15.21
Inf. parietal cortex L -54 -45 8 14.56 -57 -33 26 8.56
R 57 -39 1 10.57 63 -42 60 16.74 57 -39 20 15.45
Medial parietal cortex R 3 -48 47 6.15 6 -51 60 17.61 3 -48 59 15.86
Frontal
Middle frontal gyrus L -45 27 32 12.73
R 33 36 26 684 42 33 35 11.82
A-features
Temporal
Sup. temporal gyrus L -48 -24 5 35.89 -60 -15 -4 92.59 -60 -12 -7 118.29
R 54 -12 -4 35.39 63 -18 -7 95.68 63 -18 -7 140.78
Occipital
Medial occipital cortex L -3 -81 -7 9.63 -9 -84 5 9.14
Lateral occipital cortex L -33 -90 11 11.83 -39 - 90 5 573 -36 -90 1 15.14
R 30 -78 20 13.14 27 -87 17 5.05 33 -87 20 17.72
Inf. occipital cortex L =27 -72 -10 11.25 =27 -48 -7 9.09
R 30 - 60 -10 851 30 -63 -13 18.47
Parietal
Post. parietal cortex R 24 - 60 53 7.18 30 - 60 62 5.86 15 -75 56 13.59
Inf. parietal cortex R 66 - 30 38 6.18 57 -42 41 11.57
Frontal
Precentral gyrus L -42 0 38 540 - 51 -6 50 7.08 —45 0 53 14.36
R 51 9 32 827 57 -6 47 9.28 54 0 47 16.64
Middle frontal gyrus L -42 12 23 597 -42 15 23 14.20
R 36 15 20 5.88 54 21 29 14.87
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Table 3

Areas where activity increased with increasing visual or auditory saliency. Results are reported for the three
independent datasets (p-FWE-corr.<0.05, at the cluster level; unless in italic, then p-unc.<0.001). Co-ordinates
and T-values refer to peak-voxels within the activated clusters. The cluster size (vol, in mm?3) was estimated at
a voxel-level threshold of p-unc. =0.001. Co-ordinates (mm) are in MNI standard space. Sup/Post: superior/
posterior.

H Expl Exp2a Exp2b
Vol Coord T-val Vol Coord T-val Vol Coord T-val
V-saliency
Medial occipital cortex L 217 -15 -99 -4 849 343 -15 -93 -13 6.03 336 -21 -99 -4 8.57
Lateral occipital cortex L -42 -87 -4 4.83 -42 =75  -16 381 -39 =72 -10 5.33
Medial occipital cortex R 24.4 24 -99 -4 792 250 18 -99 -1 6.05 14.2 24 -96 -1 8.44
Lateral occipital cortex R 42 -84 -10 551 45 -78 -19 3.89 39 -90 -10 3.48
Post. parietal cortex R 06 39 - 60 59 344 3.0 30 -66 47 4.27
Precentral gyrus L 01 -51 -3 47 340 18 -51 18 35 4.07 55 -42 0 32 4.83
A-saliency
Sup. temporal gyrus L 846 -57 -15 2 2083 6.4 -54 -15 -1 5.89 9.7 -60 -9 -4 7.28
R 825 60 -6 -4 2276 8.2 66 -15 -4 6.39 9.8 66 -12 -4 7.70
Middle frontal gyrus L 31 -51 6 44 4.10
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Extent of activation in auditory areas, in the superior temporal gyrus. Auditory areas are defined according to
the SPM Anatomy toolbox. The extents of activation are expressed in percent (%) of each area’s volume.

TE10 TE11 TE12 TE13
Left Right Left Right Left Right Left Right
Block-event motion  Expl 33 - - 20 - 16 33 17
Block-event sound Expl 100 100 100 99 100 100 71 65
Visual features Expl 99 97 48 39 7 91 59 59
Exp2a - - - - - - 5 3
Exp2b - - - - - - 14 3
Auditory features Expl 99 96 97 71 79 91 63 68
Exp2a 71 61 80 56 90 52 62 65
Exp2b 91 72 81 65 90 52 63 74
Auditory saliency Expl 100 100 100 98 100 107 71 69
Exp2a 24 8 - - 37 23 26 33
Exp2b 18 18 - - 74 66 33 40
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